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Summary

In this thesis, spectro-polarimetric diagnostics of three-dimensional MHD simulations has
been carried out in order to study the interaction between convective flows and magnetic
fields in the solar photosphere by comparing the simulation results with observational
data. The projects carried out and the most important results are:

• A realistic equation of state, which includes partial ionization effects, has been
incorporated into the MuRAM1 MHD code for realistic treatment of the convective
energy transport in the upper convection zone of the Sun.

• A parallelized computer code for the spectro-polarimetric diagnostics of the simu-
lations (full Stokes vector) has been developed. The code uses the STOPRO2 line
synthesis program.

• Simulation snapshots representing a “quiet” solar region with 10 G average mag-
netic field and an active (“plage”) region with 200 G average magnetic field have
been analyzed in detail by radiative diagnostics of two pairs of visible and infrared
Fe I lines as well as in the “G Band” dominated by lines from the CH molecule.

• The connection between the magnetic and thermodynamic quantities in the sim-
ulations and the results of the diagnostics using Fe I lines has been shown. The
analysis of the simulated polarimetric data contributes to improving the observa-
tional diagnostics of the magnetic and velocity fields. The origin of the area and
amplitude asymmetries of the Stokes-V profiles in regions with velocity and mag-
netic field gradients has been clarified. Some comparison of the simulated profiles
with observations is presented. The average profiles emerging from the simulated
atmosphere are shown to be well agree with the spectral atlas data.

• The physical origin of the so-called “G-band bright points” is revealed. It is shown
that the G-band brightenings of small magnetic flux concentrations in the solar pho-
tosphere are caused by the lateral heating and partial evacuation of the magnetic
structures. The simulated G-band images are statistically compared with observa-
tions. The values of observed G-band contrast and the G-band brightness distri-
bution functions are quantitatively reproduced by the simulations after taking into
account the degradation of the observed images by the Earth’s atmosphere and finite
telescope resolution.

1Max-Planck-Institut für Aeronomie and University of Chicago Radiative MHD code (Vögler et al.
2003)

2STOkes PROfiles routine (Solanki 1987)
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1 Introduction

All astronomical objects except those in our planetary system are much too far away to
be studied in situ. In any case, the physical conditions of the Sun and other stars exclude
such an approach. Therefore, radiation is by far the most important source of physical
information about astronomical objects.

Solar physics takes a special place in stellar astrophysics. Owing to the proximity of
the Sun (150 millions km) to the Earth we can resolve various surface phenomena on a
wide range of scales, from meridional circulation, differential rotation, limb darkening,
which scales are comparable with the size of the Sun, down to small-scale magnetic flux
concentrations, which have the size of ∼ 100 km. The magnetic flux concentrations
are the smallest surface features which can be resolved by the observational instruments,
available at the present time.

The radiation coming from the Sun provides only indirect evidence for the physical
processes in the solar interior, because the solar plasma becomes opaque for optical wave-
lengths at temperature above ∼ 6500K.

Nevertheless, many observational effects in the photosphere originate from deeper
layers of the Sun, from its convection zone. The convection zone of the Sun is situated
above the radiative zone and covers the range of 0.7-1 solar radii, according to helioseis-
mological measurements (Basu and Antia 1997). The granulation, which was discovered
by Herschel (1801) and can be observed even by small (≈20 cm) telescopes, shows the
convective cells near the solar surface. Continuous observations of the granulation show
the overshoot of the convection motions into the stably stratified photosphere. Convection
motions transfer the energy from the hot bottom to the cooler top of the convection zone.

The Sun is a magnetically active star. This became clear through the observations of
sunspots made by George Ellery Hale (1908), who measured the magnetic splitting of
spectral lines. The interaction between convective motion and magnetic field in the upper
layers of the convection zone and the photosphere, so-called solar magneto-convection,
results in the formation of small-scale concentrations of magnetic flux, which plays an
important role in the heating of the upper layers of the solar atmosphere and for the vari-
ability of total and spectral irradiance.

In the studies of small-scale magnetic fields on the Sun one can distinguish two dif-
ferent approaches. One approach is based on high resolution spectro-polarimetric obser-
vations.

The existence of the small-scale magnetic fields was proven by high-resolution po-
larimetric observations of Sheeley (1967). These magnetic fields were discovered by the
analysis of strongly weakened and broadened spectral lines. The magnetic field strengths
are shown to be of the kilogauss order by Stenflo (1973), Wiehr (1978).

The observations, which were carried out with a number of FeI lines, showed their
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1 Introduction

usefulness for studies of active regions on the Sun, spatial correspondence of the observed
magnetic fields to the active regions and the dynamical structure of the magnetic fields on
the Sun (Kneer and Stolpe (1996), Kneer et al. (1996), Solanki (1993)).

The observations of Rüedi et al. (1992) have shown that the Fe I infrared lines (1564.8
nm) can be used as a good diagnostic tool for magnetic field observations owing to their
high magnetic sensitivity.

The high resolution (0.4-0.5 arcsec) observations of small-scale magnetic elements in
quiet regions and in active regions with pores and abnormal granulation, carried out by
Koschinsky et al. (2001) using the Fabry-Perot Interferometer in the Vacuum Tower Tele-
scope (Tenerife, Spain), showed that the magnetic flux occurs in both bright intergranular
bright points and in dark intergranular lanes.

Using the technique of two-dimensional spectroscopy, the granular dynamics of the
Sun was studied by Hirzberger and Kneer (2000). The images with the resolution of
0”.4-0”.5, obtained by speckle reconstruction methods, were used to study the correlation
between velocity field and intensity for individual granules.

The recent observations of Sánchez Almeida et al. (2003), which are the first simulta-
neous observations in both infrared and visible FeI lines (630.15 nm, 630.25 nm, 1564.8
nm and 1565.2 nm), were carried out using highly sensitive polarimeters operated in
two different telescopes (Vacuum Tower Telescope and THEMIS at the Observatorio del
Teide, Tenerife, Spain). The observations have shown the presence of kilogauss mag-
netic fields, traced by visible lines, coexisting with sub-kilogauss magnetic fields, traced
by infrared lines. Moreover, a significant amount of measured visible and infrared pro-
files showed opposite polarities at the same pixels, corresponding to opposite polarities of
magnetic field.

Turbulence in the terrestrial atmosphere affects the observations by variation of the
index of refraction due to density fluctuations, and thus degrades the observed images.
In order to decrease the image degradation, the adaptive optics are used. The images ob-
tained by the latest ground-based telecopes with adaptive optics show very high quality of
images. Another way to decrease the influence of the atmosphere is to bring the telescope
out of the atmosphere.

While the magnetic field on the larger scales, for example, in sunspots and pores, is
relatively easy to observe due to the high negative contrast, long lifetimes and easy resolv-
ability by current telescopes, smaller magnetic features, such as “micropores”, which have
a size of 1”-2”, or subarcsecond-sized magnetic concentrations in the downflow lanes of
the photospheric granulation are much more difficult to observe due to their small size and
rapid evolution (Berger and Title 2001). Thus, indirect methods are often used to study
the dynamics of small-scale magnetic elements of the Sun. The indirect methods use vari-
ous solar phenomena, which are easier to observe, as “proxies” for magnetic structures on
the Sun. For example, the correlation of the solar filigree structure to the magnetic fields
was studied by Dunn and Zirker (1973) (and the references therein). It was shown that
there is spatial correlation between the presence of magnetic field and filigree, however
the magnetic field was found to be much more diffuse.

One of the most promising techniques involves the imaging through broadband fil-
ters in molecular bands of the solar spectrum. This technique was pioneered by Sheeley
(1971), who used the CN band filter centered at 388.3 nm.

More recently, observations in Fraunhofer’s G Band (a spectral region located in the
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1 Introduction

wavelength range 429.5-431.5 nm, populated by many spectral lines of the CH molecule),
giving high contrast images, were used to trace the small-scale magnetic elements, while
the nature and physical underground of small-scale magnetic elements brightening in the
G Band was not so clear (Berger and Title 2001). Thus, the observational approach can
lead to a variety of different and even contradictory physical interpretations of the obser-
vational phenomena.

Another approach is based on the numerical modelling of magneto-convection. The
term “magneto-convection” is used to describe the interaction of convective flows with a
magnetic field in an electrically-conducting fluid.

The simulations of magneto-convection can be divided into two different branches.
One uses simplified physics in order to understand the basic processes of magneto- con-
vection. The first time-dependent numerical simulation of magneto-convection was car-
ried out by Weiss (1966). This purely kinematic model showed concentrating of the
magnetic field in the up- and downflow regions on the edges of prescribed convective
cells.

Realistic simulations of magneto-convection under solar conditions are used to re-
veal the physical processes in the solar convection zone and photosphere and to correlate
them with the information from observations. These simulations required to include vari-
ous inputs from basic physics like partial ionization, non-grey radiative transfer and open
boundary conditions in order to realistically approximate the Sun and to cover the whole
branch of physical processes, which have an influence on the radiation coming out of the
Sun. The simulation results can be compared with observations through radiative diagnos-
tics and line synthesis. The comparison of the results of simulations with the observations
can provide constraints about the realism of the simulations and thus to understand the
nature of magnetoconvective processes in the Sun.

The first realistic 3D magneto-convection simulations were carried out by Nordlund
(1984). The code, which was used for this simulation, included non-grey radiative transfer
and partial ionization, the anelastic approximation and rather low horizontal resolution of
190 km. The simulations illustrated the strong tendency for the magnetic field to be swept
to and concentrated in the intergranular lanes.

The simulations of Stein et al. (2002) are fully compressible 3D simulations of mag-
neto-convection with horizontal resolution of 100 km and include partial ionization equi-
librium and non-grey radiative transfer. The results of the simulations are compared with
observations from the point of view of granular properties and Stokes profiles of the lines
of heavy elements like iron.

The intensive radiative diagnostics of the 2D radiative MHD model was carried out by
Grossmann-Doerth et al. (1994) based on 8 atomic lines of iron and carbon. The results
of the simulations are compared with the observations in order to get the proper values
for the width and initial evacuation of the simulated magnetic flux tube.

Steiner et al. (1998), using the 2D radiative MHD simulations with the resolution
better than 100 km, analyzed the observational consequences of shock propagation along
the magnetic flux tubes.

The two-dimensional code of Gadun et al. (2001) was used to carry out simulations
of magnetic flux sheets with the initial magnetic field of mixed polarities and showed
transformation of weak horizontal field into strong vertical field and vice versa. Radiative
diagnostics of the model was carried out. Even though a quantitative agreement of the
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1 Introduction

simulations with observations was not expected, the simulations showed that the aver-
aged Stokes parameters correspond rather well to the ones observed in quiet solar areas
(Sheminova 2003).

The computing power available nowadays allows to make 3D radiative MHD simu-
lations, which meet the realisticity requirements and use a well-resolved grid with the
resolution of about 20 km. This work is dedicated to spectro-polarimetric diagnostics of
such a realistic 3D radiative magneto-convection simulations of the uppermost layers of
the solar convection zone and the photosphere. The main goal of this PhD project was to
analyze the results of the simulations produced by a compressible 3D MHD code which
includes non-grey radiative transfer and the effects of partial ionization for the 11 most
abundant chemical elements. The MuRAM code (Vögler and Schüssler (2003), Vögler
(2003), Vögler et al. (2003)), which has been developed by the MHD simulation groups
at the Max-Planck Institut für Aeronomie (Katlenburg-Lindau, A. Vögler, S. Shelyag,
M. Schüssler) and at the University of Chicago (F. Cattaneo, Th. Emonet, T. Linde), was
used to produce simulations. The spectro-polarimetric diagnostics technique, based on
the STOPRO code (Berdyugina and Solanki (2002), Berdyugina et al. (2003)), was ap-
plied to the simulated atmospheres in order to produce the images which can be directly
compared with the observations. The observations which were used for this comparison
were produced at Swedish Solar Telescope and Dutch Open Telescope (Tenerife, Spain).

In 2nd Chapter the realistic MHD simulations are described. The technique of radia-
tive diagnostics of MHD models is described in 3rd Chapter. 4th Chapter is dedicated to
FeI line diagnostics and comparison with the observations, 5th - to G-band diagnostics
and comparison with the observations.
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2 MHD model

Under the conditions of the convection zone layers and of the photosphere the plasma (up
to the temperature minimum) is well described by the magnetohydrodynamic equations.
In first section of this chapter, the system of viscous compressible radiative MHD equa-
tions is presented. The equation of state, describing the thermodynamical parameters of
partially ionized plasma, is discussed in second section. The MURaM MHD code is de-
scribed in third section. The frequency-dependent radiative transfer in the model is briefly
treated in fourth section. Fifth section presents the results of the MHD simulations which
are used for radiative diagnostics.

2.1 MHD equations

The MHD equations are written in Gaussian cgs units. The continuity equation represents
mass conservation:

∂ρ

∂t
+ ∇ · (ρv) = 0. (2.1)

Here ρ = ρ(r, t) is the plasma density, v = v(r, t) is the plasma velocity at the point
with coordinates (r,t).

The equation of motion is given by

∂ρv

∂t
+ ∇ ·

[
ρvv +

(
p +

|B|2
8π

)
1 − BB

4π

]
= ρg + ∇ · τ , (2.2)

where p is the gas pressure, g is the gravitational acceleration, vv and BB are dyadic
products, and 1 is the 3 × 3 unit matrix. The magnetic force is split into the gradient of
the magnetic pressure

pmag =
|B|2
8π

, (2.3)

and the term −∇ · (BB/4π) representing a tension force. The last term of Eq. (2.2) is
the viscous force. For a compressible gas, the components of the viscous stress tensor τ
are given by

τij = µ

(
∂vi

∂xj

+
∂vj

∂xi

− 2

3
δij(∇ · v)

)
, i, j = 1, 2, 3, (2.4)

where µ is the dynamic viscosity. The Reynolds number

Re =
ρV 2/L

µV/L2
=

V L

ν
, (2.5)
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2 MHD model

where V is the typical velocity, L is the typical lengthscale, and

ν = µ/ρ (2.6)

is the kinematical viscosity, represents the order-of-magnitude ratio of the advective to
viscous terms in Eq. (2.2).

The induction equation,

∂B

∂t
= ∇× (v × B) −∇× (η × B), (2.7)

describes the time evolution of the magnetic field, B, for a given velocity field, v. Here η
is the magnetic diffusivity, η = c2/4πσ, where σ is the electrical conductivity. The order-
of-magnitude ratio of the first and second terms in the right-hand side of the induction
equation

|∇ × (v × B)|
|∇ × (η × B)| ≈

V B/L

ηB/L2
= vL/η = Rm, (2.8)

called magnetic Reynolds number, shows the importance of the inductive effect of the
velocity field, described by the first term of the induction equation, in comparison to the
diffusion of the magnetic field due to finite conductivity of the plasma, described by the
second term.

The energy equation

∂e

∂t
+ ∇ ·

[
v

(
e + p +

|B|2
8π

)
− 1

4π
B(v · B)

]
= (2.9)

=
1

4π
∇ · (B × η∇B) + ∇ · (v · τ) + ∇ · (K∇T ) +

+ρ(g · v) + Qrad

describes the energy balance for the total energy per unit volume, e, which is the sum of
internal, kinetic and magnetic energy densities. Here T is the temperature, and K is the
thermal conductivity. Qrad is the radiative source term.

Qrad = −
∫

ν

(∇ · F ν)dν, (2.10)

where F ν is the radiative energy flux with dErad = iν(µ · dS)dωdνdt

F ν =

∫
Iν(µ)µdω. (2.11)

Here Iν is the specific intensity at frequency ν along the direction µ, vector which results
from the solution of the time-independent radiative transfer equation:

µ · ∇Iν = κνρ(Sν − Iν). (2.12)

In this equation, Sν is the source function, which we take to be equal to the Planck function
Bν since Local Thermodynamic Equilibrium (LTE) is assumed, and κν is the frequency-
dependent opacity of the material.
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2.2 Equation of state

2.2 Equation of state

The simulation domain of the MURaM MHD model covers the uppermost layers of the
convection zone and the photosphere. These regions contain the partial ionization region
of hydrogen, where it is neither completely neutral nor fully ionized. The internal energy,
eint, of an ionized fluid can be represented as a sum of two contributions. The first one
is the thermal energy of the gas particles. It increases both with increasing temperature
and with increasing ionized fraction of the gas because of the growth of the number of
particles per unit volume. The second contribution, the so-called “latent heat”, includes
all energy associated with ionization and excitation of the atomic components of the gas.
Its value in the solar convection zone is dominated by the ionization state of hydrogen.
In the ionization zone, it contributes to the total internal energy ∼ 5 times as much as
the thermal energy (Rast et al. 1993). Thus, the simple thermodynamical relations for an
ideal gas do not apply. It has to be taken into account in the models of the solar convection
zone in order to realistically describe the energy transport.

To close the system of MHD equations one has to specify the equation of state. Since
the MURaM code uses ρ and eint as the basic thermodynamical variables, it is needed to
obtain other thermodynamical quantities T and p as functions of ρ and eint:

T = T (ρ, eint), p = p(ρ, eint). (2.13)

The ionization energies for the second ionization of the elements included in the cal-
culation are much higher than the energies of first ionization. Thus, for the temperature
regime under consideration only the description of the first ionization state is required.
The internal energy in this case can be written as:

ε =
3

2ρ
(ne + na)kT +

1

ρ

∑
n∗

i χi, (2.14)

where ε is internal energy per unit mass ε = eint/ρ, na =
∑

ni is the total atomic and
ionic number density, ni is the number density of ith type of atoms, ne is the number
density of electrons, n∗

i is the number density of the ions of ith type, χi is ionization
energy for the ith type of atoms. We define:

xi =
n∗

i

ni

, (2.15)

the ionization degree of the ith type of atoms, dependent on the temperature, and

νi =
ni

na

, (2.16)

the relative abundance of ith type of atoms. Thus the electron density ne can be written
as

ne = na

∑
xiνi, (2.17)

and the concentration of ith type of atom can be rewritten as

ni = xiνina. (2.18)
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2 MHD model

We write na = ρ/(µam0), µa = (
∑

niµi)/na the mean molecular weight (for solar
composition, µa = 1.29).

Using the relations (2.15), (2.16), (2.17) and (2.18), equation (2.14) can be rewritten
in the form:

ε =
3

2

1

µam0

kT (1 +
∑

xiνi) +
1

µam0

∑
xiνiχi. (2.19)

In order to obtain the gas temperature as a function of the internal energy and the den-
sity, we have to solve this equation numerically. For a given value of the internal energy
and the density, the numerical scheme searches the value of the temperature and calcu-
lates the temperature- and density-dependent ionization degrees, which are the solution
of Eq. (2.19) with the required precision, by a bisection method.

The ionization degrees xi are determined from the Saha equation, describing the ion-
ization equilibrium under the assumption of Local Thermodynamical Equilibrium. Under
conditions of solar convection zone, the mean free path (and the thermalization length)
of the particles is shorter than the distance over which the temperature of the gas changes
markedly. Thus the LTE approximation and thermal ionization equilibrium is assumed
and the use of Saha equation is justified (Stix 2002).

The Saha equation for first ionization stage can be written as

n∗
i

ni − n∗
i

ne =
ui,1

ui,0

2(2πmekT )3/2

h3
exp(−χi/kT ), (2.20)

where me is electron mass, h is Planck constant, k is Boltzmann constant, ui,1 and ui,0 are
the partition functions for singly ionized and neutral atom of i-th type, respectively.

Using the definitions given above, one can rewrite Eq. (2.20) in the form

xi

1 − xi

∑
xjνj =

ui,1

ui,0

µam0

ρ

2(2πmekT )3/2

h3
exp (−χi/kT ). (2.21)

Here we have a system of i non-linear equations which are solved numerically by a
Newton-Rhapson method. The essence of the method is described below.

Suppose we have a vector equation F (x) = 0. Assume x0 as an initial guess for the
solution vector. In the neighbourhood of x0, the function F can be expanded in Taylor
series,

F (x0 + δx) = F (x0) + Jδx + O(δx2), (2.22)

where J is the Jacobian matrix with the components Jij = ∂Fi/∂xj .
Neglecting the terms of order δx2 and higher and assuming F (x0 + δx) = 0, we

obtain the following iteration scheme, which we will use to solve the system of Saha
equations:

δx = −J−1 · F (x0), (2.23)

x0 → x0 + δx (2.24)

if
|δx|
|x| > ε then (2.23), (2.25)
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2.2 Equation of state

where ε is a prescribed relative error of the solution. So, at each iteration one has to solve
the linear system of equations (2.23), which defines a tangent line to the curve defined by
the non-linear vector equation at point x0, in order to get the corrections δx for initial
guess solution x0, and correct them until the reqiured precision of solution ε will be
reached.

In order to use the scheme, the equations of the system have to be slightly rewritten.
The equation

xi

1 − xi

∑
xjνj = Ψ(ρ, T ), (2.26)

where Ψ(ρ, T ) is the right-hand side of the equation (2.21), can be easily transformed into
the form of a quadratic equation, assuming xi �= 1:

xi

∑
xjνj − Ψ(ρ, T )(1 − xi) = 0. (2.27)

In order to obtain the vector δx, the values of the Jacobian matrix J have to be calcu-
lated. The diagonal elements are written as:

∂Fi

∂xi

= 2xiνi +
∑
j �=i

xjνj + Ψ(ρ, T ), (2.28)

and the non-diagonal elements as:

∂Fi

∂xj

= xiνj. (2.29)

It is easy to see from Eqs. (2.28) and (2.29) that the diagonal elements of the Jacobian
matrix have much larger values than the non-diagonal elements. This makes it possible
to use a simple and very fast Gauss-Jordan method without pivoting to solve the system
of linear equations (2.23). Furthermore, in the case of very high temperatures one can ne-
glect the non-diagonal elements of Jacobian matrix because of the exponential growth of
the diagonal elements with the temperature: the third term in (2.28) grows exponentially
with the temperature (cf. 2.21). Thus we simply write Jiiδxi = Fi(xi), which corresponds
to a set of independent equations.

Having the ionization degrees xi for all the atomic species included in the calculation
and using the equation (2.19), one can calculate the temperature. The pressure is then
given by:

p = (ne + na)kT = na(1 +
∑

xiνi)kT =
ρ

µam0

(1 +
∑

xiνi)kT. (2.30)

The calculations have been done for the eleven most abundant elements in the solar
photosphere. The relative abundances and ionization energies for those elements are given
in the Tab. 2.1. The dependence of the partition functions on temperature was taken from
Irwin (1981). For the temperatures higher than 16000 K the elements are almost fully
ionized once and the temperature dependence of the partition functions can be neglected.

The table obtained from the calculation was incorporated as a part of the MHD code.
The size of the table is 324 values of the internal energy (log ε = 11.4 ÷ 12.8) and 1000
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2 MHD model

Atomic Number Name νi χi[eV ]
1 H 0.934042096 13.600
2 He 0.064619943 24.580
6 C 0.000371849 11.256
7 N 0.000091278 14.529
8 O 0.000759218 13.614
11 Na 0.000001997 5.138
12 Mg 0.000035511 7.644
13 Al 0.000002757 5.984
14 Si 0.000033141 8.149
20 Ca 0.000002140 6.111
26 Fe 0.000039844 7.896

Table 2.1: Relative abundances and ionization energies for the eleven most abundant
elements in the solar photosphere.

values of the density (log ρ = −9 ÷ −5). A non-linear scale for the internal energy was
used in order to decrease the size of the table. For given values of the internal energy and
density, the values of the temperature and the pressure are obtained by linear interpolation.
The calculated dependences of temperature and pressure on density and internal energy
are shown in Figs. 2.1 and 2.2.

Our tests of the equation of state were based on the standard VALSP atmosphere and
convection zone model (Spruit 1977). We took the internal energy and density from the
VALSP model, calculated the pressure and the temperature using our equation of state
and compared them with the temperature and the pressure as given by VALSP model. In
this way, we were able to check the correctness of our equation of state.

Height profiles of the internal energy of the gas with partial ionization (solid line) and
without (ideal gas, dashed line) calculated for the VALSP parameters are shown in the
Fig. 2.3. The figure shows large difference in the deep layers of the simulation domain.
The difference vanishes in the upper layers of photosphere since the low temperature and
density of the gas there leads to a very low ionization degree of hydrogen.

The height profiles of the temperature and the pressure on the internal energy and the
density for the VALSP atmosphere are overplotted for comparison in Fig. 2.1 and Fig. 2.2.

The tests show good agreement between the parameters of VALSP atmosphere and
the calculated parameters. The results of the tests are shown in Fig. 2.4. The relative
difference between VALSP atmosphere and the calculations presented never exceeds 1%
in the whole range of values relevant for the simulations. In most cases the differences
are much smaller. The difference is largest for T ≥ 1.5 · 104 K, which rises from second
ionization of helium, which is not included in our calculations.

2.3 The MURaM code

The MURaM (MPS/University of Chicago Radiative MHD) code has been developed
jointly by the MHD simulation groups at the Max-Planck Institut für Sonnensystem-
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Figure 2.1: The calculated dependence of the pressure on density and internal energy (red
surface). The profile corresponding to the VALSP atmosphere is overplotted. The grid for
the internal energy is more dense for intermediate values. The curves on the log e-log ρ,
log P -log e and log ρ-log P planes are projections of the VALSP profile.

Figure 2.2: The calculated dependence of temperature on density and internal energy. The
temperature profile from the VALSP atmosphere is overplotted.
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Figure 2.3: Height profiles of the internal energy of the gas including partial ionization
(solid line) and the internal energy of an ideal gas (dashed line), calculated for the VALSP
model. The difference, which is dramatically large in the deep layers of the simulation
domain, almost vanishes in the upper and colder layers. z = 0 corresponds to τ5000 = 1.

forschung (A. Vögler, S. Shelyag, M. Schüssler) and at the University of Chicago (F. Cat-
taneo, Th. Emonet, T. Linde). The basis of the code is a MHD solver for equations (2.1),
(2.2), (2.10), and (2.7) without the radiative source term, using the equation of state for an
ideal gas, and assuming constant diffusion coefficients µ, K and η. The code in this ori-
gial form did not meet the requirements of realistic solar simulations. In order to realize
the conditions of the upper convection zone and photosphere, significant modifications
and additions are necessary. These include a non-local and non-grey radiative transfer
module, which calculates the radiative source term, additional stabilization of the numer-
ical scheme in order to cover the required density range, an open lower boundary (Vögler
2003), and the realistic equation of state for partial ionization (see Sec. 2.2).

The MURaM code solves the system of MHD equations on a three-dimensional,
equidistant cartesian grid. The spatial discretization of the equations is based on a fourth-
order centered-difference scheme. The code is parallelized using a domain decomposition
scheme. The computational domain is divided into a three-dimensional array of rectan-
gular subdomains, each of which assigned to a separate process on the computer (Vögler
2003). Temporal discretization utilizes a fourth-order Runge-Kutta scheme. The timestep
is determined by the Courant-Friedrich-Levi (CFL) criterion, which ensures that flow ve-
locities and wave speeds do not transport information across distances larger than the
mesh size in a single timestep.
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Figure 2.4: Relative difference between the VALSP model and the calculated values of
temperature and pressure. For given VALSP values of temperature, density and internal
energy the temperature and the pressure were calculated using our equation of state. The
plots show the difference between calculated temperature and pressure and the values
given in the VALSP model.
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The available computing power does not permit us to resolve the diffusive length
scales, which are of the order of centimeters owing to the low viscosity and correspond-
ingly high Reynolds number in the solar convection zone. Thus, the simulations are
large-eddy simulations, which simulate flows on resolvable scales and cut off the part of
the energy, which lies below the grid scale. The code must provide some kind of numer-
ical viscosity in order to prevent the build-up of energy at the grid scale. This is done by
using hyperdiffusivities and shock-resolving diffusivities (Vögler 2003, Caunt and Korpi
2001).

The upper boundary of the computational domain is assumed to be closed, with stress-
free conditions for the horizontal velocity components. The upper boundary of our simu-
lation domain is located in the upper photosphere near the temperature minimum, where
the density is rather low, so that the influence of the closed boundary on the dynamics of
the granulation is negligible.

The lower boundary is located in the convectively unstable layers of the upper convec-
tion zone. Thus, an open boundary is implemented in order to allow free motions of the
fluid through the boundary. Any formulation of the open boundary requires the knowl-
edge of the physical conditions outside the domain, which is not directly available. Thus,
the missing information is replaced by reasonable assumptions regarding the physical
properties of the fluid at the boundary.

The first assumption is that the total pressure ptot = pgas + |B2|/8π is constant across
the lower boundary. This assumption is justified as long as the fluid motions are slow in
comparison to the speed of magneto-acoustic waves (Vögler 2003). The magnetic field
lines are forced to be vertical on the boundary. It implies that the net vertical magnetic
flux in the simulation box remains constant in time.

The downflowing material in boundary regions leaves the box uninhibited. All inflows
to the box are assumed to be vertical. The internal energy per unit mass for the inflowing
gas ε0 is assumed to be constant. The parameter ε0 is used to control the net vertical
energy flux through the computational domain and to make sure that the time-averaged
value of the radiation flux density leaving the box is equal to the solar value F� = 6.34 ·
1010 erg s−1cm−2.

Statistical fluctuations of the total mass in the simulated volume can be significant due
to the small size of the computational domain. The total mass of the computational do-
main is kept constant with the precision of the order 10−4 by controlling the total pressure
of the material flowing into the box.

Finally, the side boundaries are taken to be periodic in both horizontal directions.

2.4 Radiative transport in the MURaM code

Since the photosphere is the layer of the solar atmosphere where the transition from con-
vective to radiative energy transport occurs, the code simulating magneto-convection in
the photosphere has to include a detailed treatment of the radiative transport. The radia-
tion field enters the MHD equations as the radiative heating rate per unit volume, Qrad.
The radiative heating rate is obtained by solving the radiative transfer equation (2.12) for
a number of frequencies and directions, integrating the intensity Iν(µ) in order to deter-
mine the flux (Eq. 2.11) and then integrating the flux over all frequencies (Eq. 2.10).
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Since the opacity in the solar atmosphere includes the contributions of about 106 − 107

spectral lines, the direct modelling of the frequency-dependence in time-dependent two-
and three-dimensional simulations is impossible due to computer perfomance limitations.

The most radical simplification is achieved by replacing the frequency-dependent
opacity by an averaged value, e.g. the Rosseland mean. This simplification is called
grey approximation. It is appropriate in the dense subphotospheric regions, and the ra-
diative transport can be described as a local diffusion process. The grey approximation
becomes unsatisfactory in optically thin layers, where the spectral lines affect the energy
transport. The inclusion of line opacities in the calculations strongly modifies the temper-
ature profiles, changes the photospheric dynamics and the emergent intensities. There-
fore, a statistical treatment of the line opacities, which conserves the non-grey character
of radiative transfer and reduces the computational requirements, is necessary.

The opacity binning approach is used in the code. It gives a reasonable approximation
of the effect of frequency-dependence of the energy transport at grossly reduced compu-
tational cost.

The basic idea of opacity binning is to divide the frequency spectrum into 3-5 non-
contiguous subsets (bins). The continuum opacities and lines of different strength are
pooled in separate bins and represented by bin-averaged opacities. Assuming that the
depth-dependence of the frequency-dependent opacity κν is similar for the frequencies
within one bin, a bin-average opacity κl is introduced, where l is the index of the bin.
Thus, the frequency-dependent radiative transfer equation reduces to

dIl

ds
= −κlρ(Il − Bl), (2.31)

where Il is bin-integrated intensity and Bl is bin-integrated source function (Planck func-
tion for LTE). For a given ray, Eq. (2.31) has to be solved for each of the 3-5 bins, thus
strongly decreasing the computational time in comparison to a full frequency-dependent
radiative transfer (spectral synthesis).

The bin-averaged opacities are calculated using τ -sorting procedure (Ludwig 1992).
The radiative transfer equations for each bin and each direction are solved using the short-
characteristics scheme (Kunasz and Auer 1988).

2.5 The results of radiative MHD simulations

The geometrical properties of the simulation domain are shown on Fig. 2.5. The size of
the computational domain for the simulations considered here is 6000×6000×1400 km3

with a resolution 288× 288× 100 grid points. The simulation starts with a plane-parallel
atmosphere extending between 800 km below and 600 km above the level of optical depth
unity at 500 nm. After convection has developed and both the outgoing energy flux and
the total kinetic energy have reached stationary values (with only short-term fluctuations
on the granulation time scale), a homogeneous vertical magnetic field is introduced. We
consider two runs with different initial magnetic field strengths of 10 G and 200 G cor-
responding to “quiet” and active solar regions, respectively. Within a few minutes of
simulated time, most of the magnetic flux is assembled in the downflow regions of the
convection pattern. After the decay of all transients caused by the introduction of the
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Figure 2.5: The simulation box. The vector B0 indicates the direction of the initial mag-
netic field, which is introduced in the beginning of the magnetic phase of the simulation.

magnetic field, we have continued the simulations for about another hour of solar time
to be sure that the results have become independent of the initial distribution of mag-
netic flux. Some quantities from the 10 G and 200 G simulation snapshots are shown in
Figs. 2.6 and 2.7. The 200 G snapshot is taken about 160 minutes after the start of simula-
tion and 95 minutes after the vertical magnetic field was introduced. The 10 G snapshot is
taken about 165 minutes after the start of the simulation and 45 minutes after the vertical
magnetic field was introduced.

The lower-left parts of Figs. 2.6 and 2.7 show the temperature field at the continuum
optical depth level τ = 1 at 500 nm. The magnetic field maps in the upper-left panels
show concentrations of magnetic flux up to 2700 G field strength in 200 G snapshot and up
to 1800 G in 10 G snapshot. They are mainly located in intergranular downflow regions as
evident from the map of the vertical velocity component shown on the upper-right panels.
In the 10 G snapshot the magnetic field is concentrated in the regions of the strongest
downflows on the mesogranular scale.

Most magnetic flux concentrations in the intergranular lanes correspond to local tem-
perature enhancements (at constant optical depth) caused by partial evacuation and ra-
diative heating of the flux concentrations by the hot surrounding plasma (Spruit 1976,
Deinzer et al. 1984, Knölker et al. 1991, Vögler and Schüssler 2003). As shown in
Fig. 2.8, to a very good approximation the magnetic flux concentrations are in total
(pgas + |B2|/8π) pressure balance with their environment up to the higher layers of the
simulated atmosphere. This approximation (so-called thin flux tube approximation or
slender tube approximation) assumes that the radius r(z) of the tube at the height z is
very much less than the vertical scale L0 and leads to the reduction of the full MHD prob-
lem to a mathematically more simplified approach (Roberts and Webb 1978, Spruit and
Roberts 1983). The vertical scale L0 can be connected to the temperature height-scale.
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Figure 2.6: Maps of physical quantities for a snapshot from the run with 10 G average
vertical magnetic field. Upper left: vertical component of the magnetic field at the level
τ = 1 at 500 nm, corresponding to the visible solar surface. The image shows a few mag-
netic flux concentrations in the intergranular lanes. Upper right: vertical component of the
velocity at the level τ = 1 at 500 nm. Positive (negative) values correspond to downflows
(upflows). Lower left: gas temperature on the level τ = 1 at 500 nm. There are local
enhancements of the temperature in the regions of strong magnetic field in intergranular
lanes. Lower right: normalized continuum intensity at 430 nm. The image shows bright
granules with enhanced temperature, corresponding to the upflows and dark intergranular
downflows.
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Figure 2.7: The same as Fig. 2.6 for the run with 200 G average vertical magnetic field.
The image shows strong magnetic flux concentrations in the intergranular lanes. There
are local enhancements of the temperature in the regions of strong magnetic field in in-
tergranular lanes. The continuum intensity image (lower right) shows brightenings in the
magnetic flux concentrations, which closely correspond to the local temperature enhance-
ments.
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Figure 2.8: The dependence of pressure (a), magnetic field (b), plasma β (c), temperature
(d) on the height, given for magnetic (black, |B|τ=1 > 1000 G) and for non-magnetic
(red, |B|τ=1 < 50 G) points of the model. Zero height level corresponds to the optical
level τ5000 = 0. The green curve on plot (a) is the total pressure ptot = pgas + |B2|/8π,
the green curve on the plot (b) is the equivalent magnetic field strength derived from
the total pressure in non-magnetic points, the green curve on the plot (d) is the average
temperature. The dotted parts of the curves correspond to the parts of the atmosphere
below the τ5000 = 1 level. The plot shows that the thin-tube approximation is rather well
applicable for magnetic features in the simulations.
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In this chapter I briefly discuss the processes of spectral line formation in the solar pho-
tosphere. The influence of magnetic fields on the absorption lines results in line splitting
governed by the Zeeman effect. In the following sections, the Zeeman effect for molecules
and atoms and its connection to the transfer of radiation through the solar photosphere are
decribed. The radiative transfer is treated using the formulation of the Unno-Rachkovsky
equations for the Stokes vector, which describes the polarization state of the light.

3.1 Zeeman effect

The Zeeman effect consists in the splitting of a spectral line into several components.
These components are usually collected in three groups: σb (blueshifted), σr (redshifted)
and π (unshifted), which have different polarization properties.

The theory underlying the Zeeman effect (Zeeman 1897) is well-known (Landau and
Lifshits 1989). The essence of the effect is the following. Let L, S, J and MJ be the
quantum numbers which define the state of an atom. L characterizes the orbital angular
momentum of the electrons, S their spin, J is total angular momentum, MJ is the “mag-
netic” quantum number, which determines the component of the total angular momentum
in a given direction. MJ can take the values −J , −J + 1, . . . J , while J can have the
values |L − S|,|L − S| + 1, . . . L + S. If the field strength B is zero, all the MJ states
are degenerate and have the same energy. A non-vanishing magnetic field removes the
degeneracy of MJ states and introduces a preferred direction, i.e. the direction of the
magnetic field. The displacement of energy level can be written as

∆E =
he

4πme

g∗B, (3.1)

so that the the displacement of the line from its original position, λ0, becomes

∆λ =
e

4πmec
g∗λ2B, (3.2)

where B is the magnetic field strength and g∗ is the Landé factor, defined as

g∗ = guMu − glMl. (3.3)

Here the gu, gl, Mu and Ml are the Landé factors and magnetic quantum numbers of the
upper and lower states of the transition, respectively.

The Landé factors can be deduced theoretically or determined experimentally. In
the first case, it is necessary to know the wavefunction of the states. For atomic states
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correctly described by the L-S coupling scheme, the Landé factors are given by simple
expression, which is valid for J �= 0 (for J = 0 there is no splitting and the Landé factor
is zero):

gLS =
3

2
+

S(S + 1) − L(L + 1)

2J(J + 1)
. (3.4)

The selection rules for allowed dipole transitions, following from the Wigner-Eckart
theorem, are:

∆J = 0,±1, but J = 0 → 0 is forbidden,
∆L = 0,±1, ∆S = 0

∆M = 0,±1.

The line components σb and σr correspond to ∆M = ±1 transitions, the component
π corresponts to ∆M = 0 transition.

The relative strengths of the components of Zeeman triplet (Landi Degl’Innocenti
2003) are given by the relation

Sq(Ml,Mu) = 3

(
Jl Ju 1

−Ml Mu q

)2

, (3.5)

where the expression in the brackets is Wigners 3j symbol value (Messiah 1962). Simpli-
fied expressions for the values of 3j symbols, used for quantum-mechanical calculations,
are given by Condon and Shortley (1951). Here q = 1 corresponds to the blue-shifted,
q = −1 to the redshifted, q = 0 to the central component of Zeeman triplet. The factor
of 3 in the equation (3.5) assures normalization, so that the sum of the relative strengths
over Mu and Ml equals to 1 (see Eq. (3.18)).

3.2 Stokes parameters

The decomposition of the harmonic oscillation of the electric field vector E of a monochro-
matic electromagnetic wave propagating along the z-axis into the x and y components
orthogonal to z is given by:

Ex = Ax cos(2πνt − φx)
Ey = Ay cos(2πνt − φy),

(3.6)

where Ax and Ay are the amplitudes, φx and φy are the phase shifts and ν is the frequency.
Equivalent to the description by Ax, Ay, φx and φy is the description by the parameters

introduced by G.G. Stokes in 1852. In the case of fully polarized wave, the four Stokes
parameters are defined by:

I ≡ A2
x + A2

y

Q ≡ A2
x − A2

y

U ≡ 2AxAy cos(φx − φy)
V ≡ 2AxAy sin(φx − φy).

(3.7)

It is easy to show that I2
ν = Q2

ν + U2
ν + V 2

ν .
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Natural light is never perfectly monochromatic and fully polarized. So, in more gen-
eral case, when the light is only partially polarized and the unpolarized component of the
light Iunpolarized

ν exists, the first equation of (3.7) is transformed to:

Iν = Iunpolarized
ν + A2

x + A2
y. (3.8)

The degree of polarization of patially polarized light here is defined as:

P =

(
Q2 + U2 + V 2

I2

)
. (3.9)

The Stokes parameters have the advantage of being measurable by polarimetry. From
the observational point of view, the Stokes parameters Q and U describe the intensity
differences measured with two crossed in 45o linear polarimeters, and Stokes V parameter
describes the difference between the intensities of left-handed and right-handed circularly
polarized radiation (usually right-handed is assumed to be clockwise as seen by observer
towards whom the light travels, looking back along the line of sight):

Iν ≡ total intensity
Qν ≡ I linear

0o − I linear
90o

Uν ≡ I linear
+45o − I linear

−45o

Vν ≡ Icircular
right − Icircular

left .

(3.10)

The four Stokes parameters are combined into the Stokes vector I = (I, V,Q, U) for
use in matrix transformations (Mueller calculus), which quantitatively describe all effects
of optical elements on a beam of light (Stenflo 1994).

3.3 Basics of radiative transfer and line synthesis

The detailed radiative transfer and line synthesis are treated here in the formulation given
by Rees et al. (1989).

First we define the system of coordinates as shown in Fig. 3.1. The line of sight is
oriented along the z axis. The angles γ and χ define the inclination of magnetic field with
respect to the line of sight.

The transfer equation for the Stokes vector I = (I, V,Q, U) (also called Unno-
Rachkovsky equation (Unno 1956)) is written as:

dI

dz
= −KI + j, (3.11)

where K is the total absorption matrix,

K = κc1 + κ0Φ, (3.12)

and j is the total emission vector,

j = κcSce0 + κ0SlΦe0. (3.13)

Here 1 is the unit 4x4 matrix, e0 = (1, 0, 0, 0), κc and Sc are the absorption coefficient
and source function in the unpolarized continuum, respectively. In Local Thermodynamic
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Equilibrium (LTE) we have Sc = Bν(T ), the Planck function at the local temperature T .
In LTE, the line source function Sl is also assumed to be determined by the local tem-
perature, so that Sl = Sc. The line center absorption coefficient κ0 (for zero damping,
zero magnetic field and corrected for stimulated emission) is written in different ways for
atomic and molecular lines and will be discussed in the following sections. The line ab-
sorption matrix is expressed via generalized absorption and anomalous dispersion profiles
and is identical for atomic and molecular transitions, once the magnetic splitting pattern
of the spectral line is prescribed:

Φ =




φI φQ φU φV

φQ φI φ
′
V −φ

′
U

φU −φ
′
V φI φ

′
Q

φV φ
′
U −φ

′
Q φI


 , (3.14)

where
φI = 1

2
φp sin2 γ + 1

4
(φr + φb) (1 + cos2 γ) ,

φQ = 1
2

[
φp − 1

2
(φr + φb)

]
sin2 γ cos 2χ,

φU = 1
2

[
φp − 1

2
(φr + φb)

]
sin2 γ cos 2χ,

φV = 1
2
(φr − φb) cos γ,

φ
′
Q = 1

2

[
φ

′
p − 1

2

(
φ

′
r + φ

′
b

)]
sin2 γ cos 2χ,

φ
′
U = 1

2

[
φ

′
p − 1

2

(
φ

′
r + φ

′
b

)]
sin2 γ cos 2χ,

φ
′
V = 1

2

(
φ

′
r + φ

′
b

)
cos γ.

(3.15)

The generalized absorption and anomalous dispersion profiles are denoted by φp,b,r and
φ

′
p,b,r. The profiles φ

′
p,b,r, which describe magnetooptical effects, are usually neglected

(Auer et al. 1977). For a normal triplet, the indices p, b and r refer to the unshifted π
component and the blue− and red−shifted σ components of a profile, respectively.

Let Np,b,r be the quantum numbers of the Zeeman components of each type, governed
by the selection rules,

∆M = Mu − Ml =




+1 ≡ b,
0 ≡ p,
−1 ≡ r,


 (3.16)

where Mu and Ml are the magnetic quantum numbers of the Zeeman levels in the upper
and lower states of the line transition. Level k(= u, l) splits into 2Jk + 1 Zeeman states,
Mk = −Jk, ..., +Jk. The wavelength shift of the Zeeman component ij (where j = p, b, r,
ip,b,r = 1, ...Np,b,r) according to Eq. (3.2) is:

∆λij =
eλ2

0B

4πmec2
(glMl − guMu)ij

. (3.17)

The strength of the component ij is Sij , and

Nj∑
ij=1

Sij = 1, j = p, b, r. (3.18)

The generalized profiles φj can be written as

φj =

Nj∑
ij=1

SijH(a, v − vij + vlos), (3.19)
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Figure 3.1: Reference frame in which the Stokes vector I and magnetic field vector B
are defined. The z axis corresponds to the line of sight.

where H(a, v) is the Voigt profile

H(a, v) =
a

π

∫ ∞

−∞

e−y2

(v − y)2 + a2
dy. (3.20)

The parameters in the equations (3.19) and (3.20) are written in the units of Doppler width
∆λD:

a = Γλ2
0/4πc∆λD, (3.21)

where Γ is the line damping parameter,

v = (λ − λ0)/∆λD, (3.22)

λ is the wavelength in the line,

vij = ∆λij/∆λD, (3.23)

and the Doppler shift induced by a macroscopic velocity field vmac

vlos = λ0vmac · n/c∆λD. (3.24)

Here, the Doppler width ∆λD is expressed as

∆λD = λ0
vT

c
, (3.25)
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where (under the assumption of Maxwellian velocity distribution) vT = (2kT/m)1/2, T
is kinetic temperature of the plasma, m is the atomic weight.

The line damping parameter Γ consists of two parts, i.e. collisional damping and ra-
diative damping, and often is corrected by an empirical factor. Radiative damping is con-
nected to the uncertainty of the energy of the atomic levels owing to their finite lifetime.
The collisional broadening is determined as Γ = 2/τ , where τ is the mean time between
atomic collisions (resonance and van der Waals damping) or of a charged particle and an
atom (linear and quadratic Stark effects) (Mihalas 1978).

The continuum absorption coefficient at any given frequency contains contributions
from all possible transitions (bound-free, free-free) of all chemical species (atoms and
molecules) which can absorb photons at that frequency. Under the LTE assumption, con-
tinuum absorption coefficient can be written as (Mihalas 1978):

κc(ν) =

[∑
i

niαik(ν) +
∑

k

nenkαkk(ν, T )

]
× (1 − e−hν/kT ), (3.26)

where the scattering term is neglected. Here the bound-bound, bound-free, free-free tran-
sitions correspond to the first, second and third term, respectively. ni is the LTE pop-
ulation of state i calculated from the Saha-Boltzmann equation (2.20), describing the
chemical equilibrium in LTE. αij , αik, αkk are absorption cross-sections for bound-bound,
bound-free and free-free transitions. They are calculated by means of quantum mechanics
and usually are given in tables.

The line center absorption coefficients are reviewed in the next sections.

3.4 Atomic lines

For the ij-th transition in an atom in ionization state k, the line center absorption coeffi-
cient is given by:

κat
0 =

√
πe2

mec2

λ2
0

∆λD

fij
Nikgik

Qk(T )
e−χik/kT

(
1 − e−hc/λ0kT

)
, (3.27)

where λ0 is the line center wavelength, fij is the oscillator strength, Nik is the number
density of the atom in ionization state k, Qk(T ) is the temperature-dependent partition
function of the atom in the ionization stage k,

Qk(T ) =
∑

i

gi,ke
−χi,k/kT , (3.28)

where χi,k are the excitation energies of level i in the atom in the ionization state k, and
gik are the statistical weights of the level i in the atom in the ionization state k.

The center wavelength, oscillator strength, excitation energy and statistical weight for
a line are given in tables and usually are taken as input parameters of the line synthesis
programs. The number densities are derived from the Saha equation using the procedure,
similar to the one discussed in Sect. 2.2.
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3.5 Molecular lines

The molecular line center absorption coefficient is calculated as follows:

κmol
0 =

√
πe2

mec2

λ2
J ′J ′′

∆λD

fJ ′J ′′N
2J ′′ + 1

Q
e−EJ′′/kT

(
1 − e−hc/λ0kT

)
, (3.29)

where fJ ′J ′′ is the absorption oscillator strength, N is the number density of a given
molecule, Q is its partition function, J ′ and J ′′ correspond to the upper and lower levels
of the transition, λJ ′J ′′ is the wavelength of the transition, ∆λD is the Doppler width
(3.25), and EJ ′′ is the lower level excitation energy.

The absorption oscillator strength fJ ′J ′′ is given by the relation

fJ ′J ′′ = fv′v′′
SJ ′J ′′

2J ′′ + 1

λv′v′′

λJ ′J ′′
, (3.30)

where fv′v′′ and λv′v′′ are the oscillator strength and the wavelength of the vibrational band
(v′, v′′) within which the rotational transition occurs. These parameters are taken from
laboratory measurements. The oscillator strength is related to the Hönl-London factor
(Schadee 1964), which represents the full theoretical strength of the molecular line. It is
different for different molecules and transitions.

The G-band wavelength range is mainly covered by the lines of CH molecule and
some atomic lines. Thus, here we are interested in the synthesis of the lines produced
by CH molecules, and the following discussion will be about the parameters of the CH
molecule only.

The behaviour of molecules in a magnetic field is different from the behaviour of
atoms. A detailed discussion of the molecular Zeeman effect can be found in the paper of
Berdyugina and Solanki (2002). Here we give a brief summary.

The molecular state of the diatomic CH molecule (in Hund’s case b, see Berdyugina
and Solanki (2002)) is described by five quantum numbers Λ, S, N , J , M , where Λ =
0, 1, 2...L is the orbital angular momentum of electron, S is spin angular momentum of
electron, N = Λ, Λ+1, Λ+2, ... is the angular momentum of nuclear rotation (the angular
momentum excluding spin), J = N + S,N + S − 1, N + S − 2, ..., |N − S| is the total
angular momentum including spin, M = J, J − 1, ... − J + 1, J is the projection of the
total angular momentum on the magnetic field direction (magnetic quantum number). The
vector diagram for a diatomic molecule in Hund’s case (b) is shown on the Fig. 3.2.

The magnetic splitting of the rotational level J is expressed as:

∆E = µ0B
M

J(J + 1)

{
Λ2

2N(N + 1)
× (3.31)

× [J(J + 1) + N(N + 1) − S(S + 1)] +

+J(J + 1) − N(N + 1) + S(S + 1)} = µ0B · gM,

where B is the external magnetic field and g is the analogue of the Landé factor. The
Zeeman displacement for a transition between the upper level Λu, Su, Nu, Ju, Mu and the
lower level Λl, Sl, Nl, Jl, Ml is calculated according to Eqs. (3.3) and (3.2) with Landé
factors given by Eq. (3.32).
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Λ

R
N

J
M

S

B

Figure 3.2: Vector diagram of a diatomic molecule. Solid ellipse indicates the precession
of J in the magnetic field B. The nutation of Λ about N is much faster than the preces-
sion of N and S about J , while the latter is much faster than the precession of J in the
magnetic field. The faster motions are shown by dashed-line ellipses. R is the angular
momentum of nuclear rotation.

The strengths of transitions S between the Zeeman sublevels can be represented as a
product of two parts, the first depending on Λ, J and N , the second depending on J and
M :

S = SNlNuSMlMu , (3.32)

where SNlNu is the Hönl-London factor (see Schadee (1964)). The strengths of Zeeman
components SMlMu are given in the paper of Berdyugina et al. (2003).

3.6 Spectral line calculations

The spectral lines are calculated using the STOPRO routine. The first version of the STO-
PRO routine was written by S.K. Solanki and described in his thesis (Solanki 1987). Later
a set of routines implementing the DELO (Diagonal Element Lambda Operator) technique
(Rees et al. 1989) was incorporated for the solution of the Unno-Rachkovsky equations.
Response functions were added to the code by C. Frutiger, M. Fligge and J.H.M.J. Bruls.
The calculation of molecular lines was added by S. Berdyugina in collaboration with
C. Frutiger.

The STOPRO routine calculates the four Stokes parameters I , V , Q and U of one or
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more spectral lines upon input of their atomic data and one or more model atmospheres.
The code generally assumes LTE. An interface to the non-LTE code MULTI by Mats
Carlson in order to use non-LTE departure coefficients in radiative transfer has been added
by C. Frutiger.

The parameters of the input atmosphere, which are required by STOPRO are described
in Table 3.1, while the direct output quantities of the MURaM code are given in Table 3.2.

N Quantity Dimension
1 log τ [-]
2 Height z [cm]
3 Temperature T [K]
4 Pressure p [g cm−1 s−2]
5 Electron pressure pe [g cm−1 s−2]
6 Continuum absorption coefficient κ [g−1]
7 Density ρ [g cm−3]
8 Magnetic field strength |B| [G]
9 Micro-turbulence velocity [cm · s−1]

10 Line-of-sight velocity [cm · s−1]
11 γ (angle between B and LOS) [deg]
12 χ (azimutal angle of B) [deg]

Table 3.1: Input quantities, required by the STOPRO routine for the line profiles calcula-
tions.

N Quantity Dimension
1 Temperature T [K]
2 Pressure p [g cm−1 s−2]
3 Horizontal velocity components vx, vz [cm/s]
4 Vertical velocity component vy [cm/s]
5 Internal energy per unit volume [erg cm−3]
6 Horizontal magnetic field components Bx, Bz [G]
7 Vertical magnetic field component By [G]

Table 3.2: Output quantities of the MURaM code.

In order to obtain the quantities, which are not delivered by the MURaM code, the
MODCON subroutine was used. This subroutine calculates the ionization equilibrium
(Sec. 2.2) for a given chemical composition and, derives electron pressure pe, contin-
uum optical depth, τ , and continuum absorption coefficient, κ (for a given wavelength),
according to Eq. 3.26.

The atomic/molecular input data file specifies the lines to be calculated and provides
the necessary atomic and molecular data for calculation. The file may contain one or more
spectral lines. The required parameters for atomic and molecular lines are different; they
are given in the Tables 3.3 and 3.4, respectively.
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3 Radiative transfer and line synthesis

N Variable Description Dimension
1 NLINES Number of lines [-]
2 WLREF Reference wavelength (line center) [Å]

3
WL1
WL2
NWL




wavelength grid
λi = WLREF − WL1 + iWL2−WL1

NWL
,

i = 1, . . . , NWL
[Å]

4 NATOM Atomic number, e.g. Fe=26 [-]

5 ION
Ionization state. 1-neutral, 2=+,

ION ≥ 3 is not allowed
[-]

6 ALOGGF Logarithm of oscillator strength [-]

7 ABUND
Abundance of the element on a log scale,

A(H) = 12.0
[-]

8 EPOT Energy of the lowel level [eV]
9 IPOT1 First ionization potential X → X+ [eV]
10 IPOT2 Second ionization potential X+ → X++ [eV]
11 RMASS Atomic mass [amu]
12 DMPEMP Empirical damping enhancement factor [-]

13 LANDEC { =0: gu and gl are calculated from L,J,S
=1: gu and gl are taken from input (see 18)

[-]

14 CFGL Term description of the lower level [-]

15
2Sl + 1

Ll

Jl


 Standard term description of

the lower level 2Sl+1Ll Jl

[-]

16 CFGU Term description of the upper level [-]

17
2Su + 1

Lu

Ju


 Standard term description of

the upper level 2Su+1Lu Ju

[-]

18 GL Landé factor of the lower level gl [-]
(used if LANDEC=1, see 13)

19 GU Landé factor of the upper level gu [-]
(used if LANDEC=1, see 13)

Table 3.3: The description of atomic data record, required by the STOPRO.

We have developed the program LINE, which calculates the Stokes parameters for
the 3D atmosphere simulated by the MURaM code. The program uses STOPRO and
MODCON as subroutines. In order to obtain additional diagnostic parameters such as
abundances and line center absorption coefficients, the STOPRO code was modified ac-
cordingly.

Especially for the the G-band spectrum, which consists of hundreds of molecular and
atomic lines, the calculation requires significant computing resources. To reduce the com-
putational time, the program was parallelized. During initialization, the program creates
a number of threads corresponding to the number of available processors. Each of the
threads consists of a local copy of the MODCON and STOPRO subroutines. The program
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N Variable Description Dimension
1 NLINES Number of line blends [-]
2 WLREF Reference wavelength (line center) [Å]

3
WL1
WL2
NWL




wavelength grid
λi = WLREF − WL1 + iWL2−WL1

NWL
,

i = 1, . . . , NWL
[Å]

4 NMOLEC
Notation in the form of an integer comprising

the numbers of the atoms in the molecule,
e.g. 601=CH

[-]

5
ABUND1
ABUND2

abundances of the atoms comprising the molecule [-]

6 BRANCH branch name=’R’,’P’,’Q’ [-]
7 IU, IL upper and lower multiplet sublevels = 1,2,3,... [-]
8 JL low rotational number = 0,1,2,3,... or 0.5,1.5,2.5,... [-]
9 VU, VL upper and lower vibrational levels = 0,1,2,3,... [-]
10 FVV band oscillator strengths [-]

Table 3.4: The description of molecular data record, required by the STOPRO.

loads the atmospheric model and continuously distributes it ray by ray over the threads
until the whole computational domain is covered. The threads calculate the Stokes pa-
rameters independently of each other, so that the processors do not have to communicate
during the calculation. The calculated spectra are stored in an array which is common for
all threads. Since the processors do not communicate during the most expensive part of
the computation, the perfomance scales linearly with the number of available processors.
The MPI-1.0 standard library was used for parallelization. The program was running on
IBM SP/3 supercomputer at Gesellschaft für wissenschaftliche Datenverarbeitung mbH
Göttingen (GWDG).

The output of the LINE program consists of a file containing the 3D atmosphere,
converted to the τ -scale, and a file containing the Stokes parameters. Optionally, it is also
possible to save the abundance of the CH molecule and the absorption coefficient for the
line center of a selected CH line.
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4 Fe I lines diagnostics

The radiative diagnostics based on the spectral lines of neutral iron (Fe I) at the wave-
lengths 630.15 nm, 630.25 nm, 1564.85 nm and 1565.28 nm is presented in this chapter.
The general properties of the selected lines and their observational use are described in
first section. Second section is dedicated to the results of the radiative diagnostics based
on these lines. The comparison of the simulations with the observational data is presented
in third section. Fourth section - conclusions.

4.1 Selected lines of Fe I

Measurements of the solar magnetic fields are mostly based on polarimetric observations
of spectral lines. In particular, spectral lines of iron have often been used for the polari-
metric observations (Kneer and Stolpe 1996, Kneer et al. 1996, Rüedi et al. 1992, Solanki
1993). The very large number of infrared, visible and ultraviolet spectral lines of iron
results from the complexity of the iron atom, which contains about 300 identified terms
and 5000 multiplets. The iron absorption lines are easy to observe owing to the high
abundance of iron in the solar atmosphere.

The Fe I lines at 630.15 nm, 630.25 nm, 1564.85 nm and 1565.28 nm were selected
to provide the radiative diagnostics of our MHD model. These lines have often been used
for polarimetric studies because they are not blended by other lines, and because the two
pairs of visible and infrared lines, respectively, can be observed simultaneously by one
instrument due to their proximity in wavelength. The main properties of the transitions
corresponding to these lines, such as the transition wavelength, the transition term, the
effective Landé factors, the excitation potentials of the lower levels and the weighted
logarithmic oscillator strengths, are given in Table 4.1.

Wavelength [nm] Transition geff χe [eV] log(g∗f)
630.15 z5P 0

2 − e5D2 1.66 3.654 -0.718
630.25 z5P 0

1 − e5D0 2.5∗ 3.686 -1.235
1564.85 e7D1 − 3d64s5p7D0

1 3∗ 5.43 -0.652
1565.28 f7D5 − (9/2)[7/2]04 1.53 6.25 -0.050

Table 4.1: Atomic transition parameters for the lines used for the radiative diagnostics.
∗These lines are Zeeman triplets, so that the geff value corresponds to the true Landé factor
of the line.

The lines are calculated assuming LTE. The validity of this assumption for calcula-
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tions of Fe I lines has been analyzed by Shchukina and Trujillo Bueno (2001). For the
630.15 nm and 630.25 nm Fe I lines these authors show that abandoning the LTE assump-
tion in the calculations leads to changes in the profiles emerging from granular regions
and also in the average profiles. This is caused by the underpopulation of the all Fe I
levels due to overionization by the near-UV radiation field mainly in the granular regions
and results in a slight weakening of the Fe I profiles in comparison to the calculations
under the assumption of LTE.

Infrared spectral lines can give more precise information about the magnetic fields
compared to lines in the visible due to the quadratic dependence of the Zeeman splitting
on wavelength compared to the linear dependence of the line width on wavelength. The
magnetic sensitivity of the infrared 1564.85 nm and 1565.28 nm Fe I lines is discussed
by Solanki et al. (1992). The IR lines allow the magnetic fields in solar magnetic features
to be measured with great accuracy due to their small temperature sensitivity and the
large Landé factors. The 1564.85 nm Fe I line has g = 3, which allows it to reliably
measure magnetic field strengths as low as 200-300 G. Compared to lines in the visible,
they are also formed deeper in the atmosphere. These lines are definitely the most widely
used lines in the infrared for solar magnetic field diagnostics. For example, they are
the standard lines employed by the Advanced Stokes Polarimeter (ASP, Tomczyk et al.
(1992)), in the POLIS spectrograph at the VTT on Tenerife (Schmidt et al. 2003), in the
spectropolarimeter to fly on Solar B (Shimizu 2002) and on SUNRISE (Solanki et al.
2002, 2003).

The visible Fe I lines at 630.15 nm and 630.25 nm are widely used. Compared to the
other widely used line pair of Fe I 524.7 nm and 525.0 nm, the lines 630 nm have the
advantage of being less temperature sensitive and being formed somewhat deeper in the
atmosphere, so that they are less affected by the upper boundary of the simulation box.

Simultaneous observations of the visible and infrared Fe I lines show the kilogauss
magnetic field strengths measured with the visible lines and sub-kilogauss strengths traced
by the infrared lines for the same region (Sánchez Almeida et al. 2003). These authors
interpret their observations in terms of the existence of magnetic structures with different
field strengths (and even of the opposite polarities) in one resolution element.

4.2 Diagnostics of simulation results

In the following sections we consider the simulation results for the two snapshots taken
from 200 G and 10 G average magnetic field simulations. The vertical magnetic and
velocity fields for these snapshots are shown in Fig. 4.1. The 200 G snapshot represents
an active solar region with large amount of magnetic flux concentrations located in the
regions of strong downflows. The 10 G snapshot is almost non-magnetic and represents
weakly magnetized solar granulation.

4.2.1 General properties of the simulation results

We have calculated all four Stokes profiles of the Fe I lines for a snapshots from each
of the runs with 200 G and 10 G average magnetic field strength. The results of the
calculations are presented in Figs. 4.2 and 4.3, respectively, which show the continuum
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4.2 Diagnostics of simulation results

Figure 4.1: Vertical magnetic field strength (left panels) and vertical velocity (right pan-
els) for the snapshots from the 200 G (upper panels) and 10 G (lower panels) average
magnetic field simulations. Negative values of the velocity field correspond to down-
flows.
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intensity at 630.2 nm, together with what we call the line strength for the 630.2 nm line,
defined as

S =
1

λ0

∫
(Ic − I)

Ic

dλ, (4.1)

the total Stokes-V areas, defined as

AV =

∫ |V |
Ic

dλ, (4.2)

and the normalized Stokes-V area asymmetries, defined as

δAV =

∫
V

|V |dλ, (4.3)

for the 630.2 nm and 1564.8 nm Fe I lines, respectively. The continuum image (upper
left panel) for the 200 G case shows small brightness enhancements corresponding to
the regions of strong vertical magnetic field, as can be seen from the total Stokes-V area
maps (middle-left and bottom-left images). In the image of the line strength, defined in
Eq. (4.1), one can see strong line weakenings in the regions of the strong magnetic field.
The maps of normalized Stokes-V area asymmetry indicate significant asymmetry near
the edges of strong field regions while their centers show almost no asymmetry. The total
Stokes-V area in both lines follows the total field strength quite well, at least qualitatively.
Differences between the two lines are visible, however, with the contrast in AV between
the regions with strong and weak field being larger for the 630.2 nm line than for the IR
line. The contrast is even larger for the 630.1 nm line (not shown). This is due to the larger
Zeeman sensitivity of the 1564.8 nm line. The asymmetry δAV is considerably larger for
the visible line, due to its larger strength and smaller Zeeman splitting. Other than that,
however, the δAV images produced in both lines are relatively similar. The dominantly
positive value of δAV corresponds to the blue lobe of Stokes-V profile having larger area
than the red lobe. These points will be discussed in greater detail later.

The 10 G case images represent a “quiet” solar region with low magnetic flux. The
continuum image in the upper-left panel of Fig. 4.3 shows a nearly undisturbed granu-
lation pattern, in contrast to the granules in Fig. 4.2, which have smoother edges. The
total Stokes-V area maps (middle left and lower left panels) show signal only in isolated
patches. The magnetic flux is mainly concentrated in a few small isolated magnetic struc-
tures. The elongated thin sheet-like magnetic field concentrations, which are revealed on
the total Stokes-V area image calculated for the Fe I 1564.8 nm line (lower left panel),
outline a long-living “mesogranular” pattern (Domı́nguez Cerdeña 2003). The images
of the normalized Stokes-V area asymmetry (middle and lower right panels of Fig. 4.3)
show almost no correspondence to the structures in the continuum image, because very
weak granular magnetic fields show strong asymmetries.

The vertical component of the velocity field at the log τ500 = 0, the modulus of the
magnetic field strength at the same level, the Doppler velocity shifts and the line widths,
calculated for the Fe I 630.2 nm and 1564.8 nm lines for the 200 G and 10 G snapshots,
respectively, are shown in Figs. 4.4 and 4.5. The vertical component of the velocity (upper
left panels) shows strong downflows in the intergranular regions, which, for the 200 G
case often, but not always, harbour strong magnetic fields, if comparison is made with the
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Figure 4.2: Continuum intensity, Ic/〈Ic〉, line strength, total Stokes-V area and relative
area asymmetry calculated for the 630.2 nm and 1564.8 nm Fe I lines for the snapshot
from the 200 G average magnetic field simulation (top 4 frames). The Stokes-V area and
relative area asymmetry of the Fe I 1564.8 nm line is plotted in the two lowest panels. The
slit position for Figs. 4.19, 4.20, 4.21, 4.22 is marked by yellow line on the continuum
intensity image. The thin and thick magnetic feature cuts shown in Figs. 4.7 and 4.10 are
marked by the green and blue lines.
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Figure 4.3: Continuum intensity, Ic/〈Ic〉, integrated Stokes-I profile, the total Stokes-V
area and the area asymmetry calculated for the 630.2 nm and 1564.8 nm Fe I lines for the
snapshot from the 10 G average magnetic field simulation.
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magnetic field map (upper right). The Doppler velocity shifts are calculated according to:

∆v =
λ0 − λc

λ0

· c, (4.4)

where c is the velocity of light, λ0 is the wavelength of the line center in the rest frame,
and λc is the center of gravity of the line, which is defined as the first moment of the
profile:

λc =

∫
(Ic − I)λdλ∫
(Ic − I)dλ

, (4.5)

where Ic is the continuum intensity and I is Stokes-I parameter dependences on the wave-
length. The line widths are determined as the standart deviations of the profiles (square
roots of the second moments):

Line width =

√∫
(Ic − I)(λ − λc)2dλ∫

(Ic − I)dλ
. (4.6)

The maps of the Doppler velocity shifts, shown in the middle panels of Fig. 4.4 and
4.5 indicate that the velocity field, as determined by analysis of the Stokes-I profiles is in
good agreement with the original velocity field in the model, although the latter is plotted
at τ500 = 1, i.e. lower than the level to which λc (on average) pertains. The agreement is
better for the quiet region represented by 10 G run since in this case the Stokes-I profiles
are largely unaffected by the magnetic field. Negative values of the velocity correspond
to downflows and are marked in red.

The maps of line width (lower ranels) reflect the different magnetic and temperature
sensitivities of the visible and infrared Fe I lines. In the case of 630.2 nm Fe I line, the
magnetic sensitivity is lower. Thus, for the 630.2 nm line, although the width is enhanced
close to the regions of magnetic fields, there is no line width enhancement in the regions
themselves. As can be seen from a comparison of Figs. 4.4 and 4.5, the enhancements in
line width are basically independent of the magnetic field and are probably related to the
downflows in the intergranular lanes (Nesis et al. 1996, Solanki et al. 1996).

However, there is a clear correspondence between the magnetic field strength and the
line width for the 1564.8 nm Fe I line, which is clearly due to the large Zeeman sensitivity
of this line.

4.2.2 Two-dimensional cuts through the magnetic features

A two-dimensional vertical cut through the atmosphere, which is marked on the contin-
uum image (upper left panel of Fig. 4.2) by the green line, is shown in Fig. 4.6. The
individual panels of the figure show the distribution of temperature (upper left), gas pres-
sure (upper right), magnetic field strength (lower left) and vertical velocity (lower right).
The structure of the magnetic flux concentration, which looks very similar to a standard
magnetic flux tube or flux sheet, is clearly visible in the images. The gas at the location
of strong magnetic field is cooler and has reduced gas pressure (which is compensated
by the magnetic pressure |B|2/8π), so that in total pressure the magnetic region is hardly
visible. There is also a strong downflow of about −3 km/s, mainly at the periphery of the
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Figure 4.4: Vertical component of velocity, modulus of the magnetic field strength,
Doppler shifts of the 630.2 nm and 1564.8 nm Fe I lines, and line widths of these lines,
calculated for the snapshot from the 200 G average magnetic field simulation.
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Figure 4.5: Vertical component of velocity, modulus of the magnetic field strength,
Doppler shifts of the 630.2 nm and 1564.8 nm Fe I lines, and line widths of these lines,
calculated for the snapshot taken the 10 G average magnetic field simulation.
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Figure 4.6: Temperature, pressure, modulus of the magnetic field strength and vertical
velocity field for the 2D cut which is marked by green line on the continuum intensity
image of Fig. 4.2. The green line on the images shows the log τ = 0 level. Negative
values of the velocity (red color) correspond to a downflow. The pixels which are used for
detailed profile analisis, shown in Fig. 4.7, are marked by lines on the top of the images.

magnetic flux concentration. The structure of the vertical velocity field is relatively com-
plex, with strong upflows concentrated at the periphery of the flux tube and downflows
inside it in the upper photosphere, i.e. the reverse of the signal seen in deeper layers.

The green line on the images shows the log τ500 = 0 level. One can see that the
log τ500 = 0 surface is depressed by about 200 km in the regions of the strong magnetic
field. This effect, which is mainly caused by the lower gas pressure in the magnetic
regions is analogous to the Wilson depression in sunspots.

Stokes-I and -V profiles emerging from the 2D cut shown in Fig. 4.6 are shown in
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Figure 4.7: Stokes-I and -V profiles calculated for the iron lines for the pixels marked
on the cut through the magnetic flux tube shown in Fig. 4.6. The corresponding magnetic
field and velocity profiles on the optical depth scale are shown in the two left columns.
The level log τ = 0 is marked by the dash-dotted line. The zero velocity level is marked
by the dashed line.
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Fig. 4.7. The first two columns give the vertical magnetic field strength and the vertical
velocity profiles on the τ500-scale. The next columns show the Stokes-I and -V profiles
for the 1564.8 nm and 630.2 nm Fe I lines. Negative values of the velocity correspond to
downflows. The horizontal locations of the rays along which the profiles are calculated
are marked in Fig. 4.6. The bottom row shows profiles formed far from the center of
the flux tube, the top row profiles are coming from the central part. The location of the
ray can easily be judged by considering the stratification of the magnetic field. Whereas
the field strength decreases with height (or decreasing optical depth) at the center of the
flux tube, the rays lying further out actually show a rapid increase of the field strength
at increasingly greater heights, as the rays cut through the canopy of the expanding flux
tube at even greater heights. The decreased field strength and increasing height of the flux
tube boundary seen by the outer rays are reflected in the splittings (mainly for the IR line)
and Stokes-V amplitudes (mainly visible line) of the two lines. The velocity profiles are
more complex. At the center of the flux tube only weak flows (of both signs) are present,
while next to it a strong upflow is present. With increasing distance to the center of the
flux tube this is gradually converted into a downflow, mainly below the canopy. The plots
show strongly weakened and split lines in the points with high magnetic field strength.
The Stokes-V profiles have significant amplitude and area asymmetries at the edges of
the magnetic flux tube (first two rows), where the gradients of the magnetic field strength
and the velocity at the level of the line formation have an opposite signs.

The possibility of the formation of asymmetric unshifted Stokes-V profiles at the
edges of magnetic flux tubes has been demonstrated by Grossmann-Doerth et al. (1988).
They assumed a simple two-component atmosphere model: the upper component of the
atmosphere has a magnetic field and no velocity, and the lower component of the atmo-
sphere has a systematic vertical flow and no magnetic field. A vertically directed line
of sight crosses both components. The structure of this model atmosphere is sketched
in Fig. 4.8. The Stokes-V profile emerging along the line of sight will be asymmetric
and have unshifted zero-crossing wavelength. The formation of the asymmetric Stokes-V
profiles in an atmosphere with gradients of magnetic field and velocity has been studied
by Illing et al. (1975). The sign of the asymmetry is determined by the sign of the product
of the velocity and magnetic field gradients. Solanki and Pahlke (1988) showed that the
blue wing of the Stokes-V profile is stronger than the red wing (positive area asymmetry)
if the inequality

d|Blos|
dτ

dvlos

dτ
< 0 (4.7)

holds. Here positive values of the velocity correspond to downflows. The scatterplot in
Fig. 4.14 shows that the asymmetry in the models is in accordance with Eq. (4.7). The
asymmetry is positive in regions where the velocity and the magnetic field gradients have
opposite signs.

The amplitude and area asymmetries can be also defined by equations

δa = (ab − ar)/(ab + ar), δA = (Ab − Ar)/(Ab + Ar), (4.8)

where ab and Ab are the amplitude and area of the blue wing of the Stokes-V profile,
respectively, and ar and Ar are the corresponding quantities of the red wing of the Stokes-
V profile. The amplitude and area asymmetries of the lines plotted in Fig. 4.7 are given in
Table 4.2. Clearly, Fe I 630.2 nm line shows larger asymmetry values than 1564.8 nm line.

50



4.2 Diagnostics of simulation results

B
LOS

v

B=0, v=0

B=0, v=0

Figure 4.8: Sketch of the structure of a flux concentration which leads to asymmetric,
unshifted Stokes-V profile. Red: magnetic field lines. Green: stream lines.

This is due to the combination of stronger saturation and weaker splitting (Grossmann-
Doerth et al. 1989). Also, for this line the δA value is considerably larger in the outermost
rays (a similar trend is also seen in the IR line, but less strongly). The asymmetry found
here is less extreme than that obtained by Solanki (1989) on the basis of an idealized
model with sharp gradients of the magnetic field and velocity.

630.2 nm 1564.8 nm
Point δa δA δa δA

1 −0.15 0.07 −0.10 0.02
2 −0.15 0.07 −0.08 0.01
3 0.06 −0.03 0.03 0.00
4 0.42 0.23 −0.28 0.03
5 −0.31 0.02 −0.18 0.00

Table 4.2: Stokes-V amplitude and area asymmetries of the 630.2 nm and 1564.8 nm Fe I
lines for the cut shown in Fig. 4.7.

The cut through a thin magnetic feature is shown in Fig. 4.10. The cut is marked by
the blue line in the continuum image (upper left) in Fig. 4.2. The asymmetry values for
this cut are shown in Table 4.3.

4.2.3 Statistical comparison of the simulated profiles with the atmo-
spheric parameters

The scatterplots of the line strength S against the modulus of the magnetic field strength
are shown in Fig. 4.11. The averages over individual bins of width are given by the red
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4 Fe I lines diagnostics

Figure 4.9: Temperature, pressure, modulus of the magnetic field strength and vertical
velocity field for the 2D cut which is marked by blue line on the continuum intensity
image of Fig. 4.2. The green line on the images shows the log τ = 0 level. Negative
values of the velocity (red color) correspond to a downflow. The pixels which are used for
detailed profile analisis, shown in Fig. 4.10, are marked by lines on the top of the images.
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4.2 Diagnostics of simulation results

Figure 4.10: Stokes-I and -V profiles calculated for the iron lines for the pixels marked
on the cut through the magnetic flux tube (Fig. 4.9). The corresponding magnetic field
and velocity profiles on the optical depth scale are shown in the two left columns. The
level log τ = 0 is marked by the dash-dotted line. The zero velocity level is marked by
the dashed line.

53



4 Fe I lines diagnostics

630.2 nm 1564.8 nm
Point δa δA δa δA

1 −0.02 0.03 −0.11 0.01
2 0.06 −0.07 0.16 −0.03
3 0.31 0.05 −0.12 0.04
4 0.51 0.43 −0.02 0.33
5 0.72 0.59 0.13 0.27

Table 4.3: Stokes-V amplitude and area asymmetries of the 630.2 nm and 1564.8 nm Fe I
lines for the cut, shown in Fig. 4.10.

line. The spectral lines become weaker with larger magnetic field strength. The depen-
dence is almost linear, although for the 630.2 nm line there is an indication that the slope
changes to a steeper decrease for strong magnetic fields. This is caused by the change
of the thermodynamic regime in these regions. The lateral heating and partial evacuation
of magnetic structures causes the abundance reduction of iron and thus decreases the ab-
sorption in the lines. The IR line exhibits a steeper relative decrease in S, implying that
the IR line is more strongly weakened inspite of its higher excitation potential.

The scatterplots of the total Stokes-V area A versus the strength of the vertical compo-
nent of magnetic field, shown in Fig. 4.12, illustrate the different magnetic sensitivites of
the 630.2 nm and 1564.8 nm lines. The dependence of the total Stokes-V area of 630.2 nm
line on the magnetic field is linear in the regions of weak magnetic fields Bz < 1200 G.
The IR line saturates close to half this field strength. This line also exhibits much larger
scatter of A values for intermediate field strengths. The hook-like structure visible for
the both profiles can be ascribed to a temperature effect. In the hot regions with high
magnetic field strength, the higher dissociation rates, lower density and smaller tempera-
ture gradients lead to the reduction of the absorption by iron and, thus, weakening of the
amplitude of the spectral line. The more rapid decrease of A with B of the IR line agrees
with the more rapid decrease seen in Fig. 4.11 for this line. These scatterplots also show
that the infrared Fe I line is formed deeper than the visible line because the largest value
of the net circular polarization for the infrared line (∼ 800 G) is smaller than this value
for the visible line.

The scatterplots of the normalized area asymmetry δAV against the vertical magnetic
field strength are shown in Fig. 4.13. The large scatter of the asymmetry values for low
magnetic field strengths indicates that Stokes-V signals with small amplitudes associated
with these magnetic fields, are rather asymmetric. For the very weak profiles, although
both signs of δAV are common, positive values dominate. Many of those very weak V
profiles are associated with the upflowing parts of granules and many are due to fields
strongly inclined to the vertical. Note that some of the weak profiles have δA values
reaching 1, i.e. the model does produce single lobed profiles of the Fe I 630.2 nm line
(but not of the IR line). According to the definition given by Eq. (4.3) δAV is restricted to
the range ±1, so that complex profiles, e.g. with 3 or more lobes, cannot be distinguished
from normal profiles in this diagram. The average dependence of the asymmetry on the
magnetic field strength is shown by the red line. There is no systematic area asymmetry
in flux concentrations with the strong magnetic fields. In the regions of weaker magnetic
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4.2 Diagnostics of simulation results

Figure 4.11: Scatterplots of the line strength versus the modulus of the magnetic field
strength, calculated for the 630.2 nm (a) and 1564.8 nm (b) Fe I lines. The red lines show
the averages.

fields (B ∼ 500 G), which are mainly located near the edges of the magnetic flux tubes,
the area asymmetry values are on average significantly positive.

The dependence of the normalized Stokes-V area asymmetry on the product of the
quantities, representing the gradients of vertical magnetic field and the vertical component
of velocity, (vz,τ500=0.1 − vz,τ500=0.11) · (|Bz|τ500=0.1 − |Bz|τ500=0.11), plotted in Fig. 4.14,
shows that the asymmetry grows with the growth of the product of gradients, in agreement
with the expectation from Eq. (4.7). This supports the general theory for the production
of δAV (cf. Solanki (1993) and references therein). The relation shows some scatter since
the line is formed over a range of heights while the gradient refers to a fixed optical depth.

The 1564.8 nm Fe I line is formed deeper in the atmosphere than the 630.2 nm line.
Thus, the diagnostics using both lines can give information about the spatial structure and
the depth dependence of the magnetic field in the solar photosphere. The scatterplot in
Fig. 4.15 shows that the total Stokes-V areas of the 630.2 nm line and the 1564.8 nm line
correlate, although there is considerable scatter. The average dependence (red curve in
the figure) is roughly linear for weak magnetic fields. Also, the density of points is inho-
mogeneous on the scatterplot, suggesting the presence of different populations of points.
The most significant population is located in the region higher than the average curve at
the coordinates around (0.06,0.06) on the figure. In order to determine whether they re-
ally are different populations with distinct origins we compare the spatial distributions of
these points with spatial features of the magnetic field in the atmosphere. The plots shown
in Fig. 4.16 reveal a connection between the magnetic gradient and the location of points
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4 Fe I lines diagnostics

Figure 4.12: Scatterplots of the total Stokes-V area versus the strength of the vertical
component of the magnetic field, calculated for the 630.2 nm (a) and 1564.8 nm (b) Fe I
lines. The corresponding binned averages are shown by the red lines.

in the diagram shown in Fig. 4.15. In the upper panel of Fig. 4.16, the map of the gradient
of the vertical magnetic field strength is shown. The gradient is calculated as a difference
between the vertical magnetic field strengths at the τ500 = 0.1 and the τ500 = 0.11 lev-
els. The gradient has positive values if the vertical magnetic field increases with depth.
The image reflects the structure of the magnetic field in the magnetic flux concentrations,
which expand upward. The structure is similar to the shown in Fig. 4.8. In the central
regions of the flux tube, the magnetic field strength decreases with height owing to the
horizontal pressure balance and the decreasing gas pressure. At the edge of the flux tube,
the line of sight crosses the deeper region outside of the flux tube and the higher region
inside, thus the magnetic field strength increases with height.

The observational consequences of this effect can be discussed using the lower part of
Fig. 4.8. The red crosses on the scatterplot are formed in the red regions on the magnetic
field gradient map. The blue crosses in the scatterplot can be divided in two populations.
One population corresponds to the central regions of the magnetic flux tubes. The Stokes-
V signals, corresponding to this population, are strong for both the visible and infrared
lines. The second, smaller population is connected to the weakly magnetized granulation,
and has weaker Stokes-V signals. Green points on the scatterplot mostly correspond to
weakly magnetized granulation, show no strong vertical magnetic field gradient and have
weak Stokes-V signals. There is also a small population of points in magnetic concen-
trations, which do not show strong gradients of vertical magnetic field. These points are
marked by green.
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Figure 4.13: Scatterplots of the dependence of the normalized Stokes-V area asymmetry
versus the strength of the vertical component of the magnetic field, calculated for the
630.2 nm (a) and 1564.8 nm (b) Fe I lines. The average dependences are shown by the
red lines.

4.3 Comparison with observational data

In order to check the realism of the model calculations, we have compared the calculated
Fe I lines with observational data. The average profiles emerging from the simulated at-
mospheres are compared with the observed spectrum of the quiet Sun (Delbouille et al.
1973). The spectra are shown in Fig. 4.17 and 4.18. The green lines on the spectra corre-
spond to the spatially averaged profiles from the simulations. The agreement between the
observed and the simulated infrared lines is very good for both the 200 G (Fig. 4.17) and
10 G (Fig. 4.18) simulations. Some discrepancy in the rest intensity between the average
profiles of the 630.1 nm and 630.2 nm lines for the 10 G simulation is probably caused
by the neglect of NLTE effects in the calculations. The possibility of such a discrepancy
in the line depths of the 630.1 nm and 630.2 nm Fe I lines is shown by Shchukina and
Trujillo Bueno (2001).

Synthetic slit spectra calculated for the slit marked by the vertical yellow line on the
continuum image of the 200 G snapshot in Fig. 4.2, are shown in Figs. 4.19, 4.20, 4.21,
4.22. The Stokes-I spectra contain the information about the continuum intensity along
the slit direction, while the V , Q and U profiles are normalized to the continuum intensity.
The simulated slit crosses a large magnetic concentration between x ∼ 3000 km and
x ∼ 4000 km. There is also a small concentration of magnetic flux at ∼ 1800 km. The
magnetic flux concentrations show a strong Stokes-V signal and split lines in the Stokes-I
spectra at least for the more Zeeman sensitive lines. The largest splitting can be observed
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4 Fe I lines diagnostics

Figure 4.14: Scatterplot of the normalized Stokes-V area asymmetry versus the product
of the quantities, representing the gradients of the strength of the modulus of the vertical
component of the magnetic field and the vertical component of velocity, calculated for the
630.2 nm Fe I line.

for the 1564.8 nm Fe I line. The intrinsic pattern of the displacement of the line center
in the spectra is mainly due to the granulation in Stokes-I . However, Stokes-V (and Q
and U ) also show a complex pattern of Doppler shifts within the larger magnetic features,
with both blue and red shifts being present. Together with the structure in the Zeeman
splitting of 1564.8 nm line this points to the presence of significant internal structure along
the long axis of a magnetic flux sheet. Note that some of the variation seen in Stokes-
V of Figs. 4.19-4.22 may be due to the fact that the flux sheet is bent and the straight
slit samples central and peripheral regions of it at different locations. Stokes-Q and -
U parameters show almost no strong signals meaning that there is no strong horizontal
magnetic fields in the model. The granules show no magnetic field and a blueshift.

The magnetogram image calculated for the 630.2 nm Fe I line for the 200 G average
magnetic field snapshot is shown in Fig. 4.23. The magnetogram intensity is defined as

M =

∫
V (λ)F (λ)dλ, (4.9)

where V (λ) is Stokes-V profile, and F (λ) is the magnetograph filter function. The filter
function is assumed to be Gaussian. The filter center is shifted by 0.12Å from the un-
shifted line center at 630.25 nm towards the red side. The FWHM of the filter equals to
0.04Å. The scatterplot of the magnetogram intensity M versus the magnetic field strength
at the optical depth level log τ500 = −1 is shown in the lower part of Fig. 4.23. The scat-
terplot shows almost linear dependence of the magnetogram intensity on the magnetic
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Figure 4.15: Scatter plot of the total Stokes-V areas of the 630.2 nm Fe I line versus the
same quantity for the 1564.8 nm Fe I line.

field strength.

4.4 Conclusions

In this chapter I have presented the radiative diagnostics of realistic 3D MHD models,
based on the synthesis of four neutral iron lines at 630.1 nm, 630.2 nm, 1564.8 nm and
1565.2 nm. All these lines are sensitive to the magnetic field through the Zeeman effect,
and thus provide a direct diagnostics of the magnetic field in the simulated atmosphere.
Various effects connected to the spatial distribution of the magnetic field, the velocity dis-
tribution and its gradient, the magnetic field strength and its gradient in the regions of Fe I
line formation are discussed. These effects have observational consequences, which still
have to be analyzed. Some comparisons of the calculated Stokes profiles with observa-
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4 Fe I lines diagnostics

Figure 4.16: Upper panel: image of the quantity (Bz,τ500=0.1 − Bz,τ500=0.11), representing
the gradient of the vertical magnetic field strength. Lower panel: scatter plot of the total
Stokes-V areas of the 630.2 nm Fe I line versus the same quantity for the 1564.8 nm Fe I
line. The red, blue and green pixels on the upper panel correspond to the red and blue
crosses and green points, respectively, on the scatter plot.
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Figure 4.17: Comparison between the averaged simulated Fe I profiles for the 200 G run
(green lines) and the observed profiles.

Figure 4.18: Comparison between the averaged simulated Fe I profiles for the 10 G run
(green lines) and the observed profiles.
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4 Fe I lines diagnostics

Figure 4.19: Simulated slit spectra, calculated for the 630.1 nm Fe I line. The position
of the slit which is used for the calculation is indicated in Fig. 4.2. Upper left - Stokes-I ,
upper right - Stokes-V/I , lower left - Stokes-Q/I , lower right - Stokes-U/I .

62



4.4 Conclusions

Figure 4.20: Simulated slit spectra, calculated for the 630.2 nm Fe I line. The position of
the slit which is used for the calculation is shown in Fig. 4.2. Upper left - Stokes-I , upper
right - Stokes-V/I , lower left - Stokes-Q/I , lower right - Stokes-U/I .
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Figure 4.21: Simulated slit spectra, calculated for the 1564.8 nm Fe I line. The position
of the slit which is used for the calculation is shown in Fig. 4.2. Upper left - Stokes-I ,
upper right - Stokes-V/I , lower left - Stokes-Q/I , lower right - Stokes-U/I .
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Figure 4.22: Simulated slit spectra, calculated for the 1565.2 nm Fe I line. The position
of the slit which is used for the calculation is shown in Fig. 4.2. Upper left - Stokes-I ,
upper right - Stokes-V/I , lower left - Stokes-Q/I , lower right - Stokes-U/I .
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4 Fe I lines diagnostics

Figure 4.23: Upper part: magnetogram calculated for the 630.2 nm Fe I line for the 200 G
average magnetic field snapshot. The Gaussian filter center is located at 0.12Å to the red
side from the unshifted line center. The FWHM of the filter equals to 0.04Å. Lower part:
scatterplot of the magnetogram intensity vs. vertical magnetic field strength at the level
log τ500 = −1.
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4.4 Conclusions

tional data have already been carried out. The average profiles emerging from the simu-
lated atmosphere have been compared with the spectral atlas data (Delbouille et al. 1973).
A reasonable agreement with the observational spectrum is obtained. The simulated slit
and magnetogram images can be directly compared with polarimetric observations in a
statistical sence.
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5 G Band simulations

In this chapter, I discuss the simulations of the solar emergent spectrum in the G-band
spectral range. First section of the chapter describes the properties of the G-band spectral
range and the simulation setup. The physical background of the brigtenings in G Band (the
G-band bright points) and their connection to the magnetic field are presented in second
section. The possibilities of the direct measurements of the magnetic field strength in the
G-band bright points through the Zeeman polarimetry of the CH lines are discussed in
third section. The comparison with the observational data is given in fourth section.

5.1 G Band simulations

Images of the solar surface layers taken in Fraunhofer’s G band, a spectral region in the
wavelength range 429.5-431.5 nm, which is populated by many spectral lines of the CH
molecule, show bright features in the intergranular downflow regions, the so-called G-
band bright points (Muller and Roudier 1984, Muller 1985, Berger and Title 1996, Rutten
et al. 2001, Langhans et al. 2002). The G-band bright points are believed to correspond
to the locations of the magnetic flux concentrations and thus are often used as “proxies”
for small-scale magnetic elements (Berger et al. 1995, 1998, van Ballegooijen et al. 1998,
De Pontieu 2002).

Realistic simulations of the G-band spectral range have been done based on the results
of the MURaM code, described in Chapter 2 and the line calculation code, described in
Chapter 3. The calculations of the Stokes parameters for atomic and molecular spectral
lines has been done under Local Thermodynamic Equilibrium (LTE) assumption. In the
case of CH lines, LTE is generally considered valid since the photodissociation of the
CH molecule through bound levels of excited states is negligible in the solar atmosphere
(Sánchez Almeida et al. 2001), the ionization energy of carbon is high and it remains
primarily neutral in the solar atmosphere, so there are no effects of overionization as
they may occur for molecules with metal compounds. Furthermore, there is no scattering
polarization observed in CH lines within the G band at the solar limb in quiet regions,
indicating that the line formation is controlled by collisions rather than radiative processes
(Gandorfer 2002).

The molecular and atomic line data table (see Appendix A) which has been used
for our G-band calculations consists of 241 CH lines and 87 atomic lines, mainly from
neutral iron. The G-band spectrum emerging along vertical rays is calculated for each of
the 288× 288 pixels corresponding to the simulation grid. The calculated G-band spectra
have 2055 frequency points covering the wavelength range from 429.5 nm to 431.5 nm.
In order to obtain the G-band brightness, we multiply the spectra by a filter function
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5 G Band simulations

centered at 430.5 nm with FWHM of 1.2 nm, similar to the characteristics of filters used
for observations, and integrate over the G-band wavelength range.

The spatially averaged G-band spectra (Stokes I and V ) calculated for a snapshots
from the runs with 10 G and 200 G average vertical field are shown in Figs. 5.1 and
5.2. The dashed lines indicate the filter function used for calculating the integrated G-
band intensity. The thick solid lines show the average observed spectrum of quiet Sun
(Delbouille et al. 1973). Atomic and CH lines are marked by small vertical dashes at
the top and bottom of the Stokes-I plot, respectively. Whereas the Stokes-I spectrum is
strongly affected by the molecular band, the Stokes-V spectrum is dominated by atomic
lines, which are more sensitive to the magnetic field. The effective Landé factors of the
CH lines are mostly of the order of 0.1-0.2 (Berdyugina and Solanki 2002)1. There is
no strong response of the molecular lines to the magnetic field, so that we do not have a
direct influence of the magnetic field on the integrated G-band intensity.

Fig. 5.3 shows the G-band brightness distributions (upper panels) together with maps
of the absolute field strength (lower panels) for the two simulation snapshots of quiet
and active regions, corresponding to 10 G (right panels) and 200 G (left panels) aver-
age vertical magnetic field, respectively. One can see strong local brightenings up to
IG/〈IG〉 = 2.2 corresponding to the regions of concentrated magnetic field. On the cor-
responding continuum intensity image (Fig. 2.7) the same brightenings have a relative
brightness of about 1.7. The close visual correspondence of bright structures in the G
band and strong magnetic field regions in both cases is not so clear in the scatter plots
of G-band brightness vs. magnetic field strength shown in Fig. 5.4. For B > 500 G,
the G-band brightness indeed increases rapidly with B (a roughly quadratic dependence
seems indicated). However, there are also magnetic features with negative G-band con-
trast (IG/〈IG〉 < 1). In the 200-G run, this applies to about 30% of the points with
B > 1000 G field. At small B, we also see a broad range of brightness, corresponding to
bright granules and dark intergranular lanes. In the 10-G run, the brightest features are ac-
tually associated with granules, where magnetic field is weak. In the image, granules and
magnetic elements are easily distinguished by their different sizes and shapes. This infor-
mation is, of course, lost in the scatter plots. The situation is clearer when we consider
only regions harbouring downflowing gas. Almost all (98%) of the points in downflow
regions with IG/〈IG〉 > 1.5 are associated with strong magnetic field, |B| > 1000 G.

Scatterplots of G-band brightness versus continuum intensity at 430 nm for both runs
are shown in Fig. 5.6. The separation of the image pixels in two components with a differ-
ent slope of IG vs. IC is very similar to the observations of Berger et al. (1998) (see their
Fig. 3). The component with larger G-band intensity for the same continuum intensity
(indicated in green) corresponds to points with strong vertical magnetic field (|B| > 500
G), while the other component corresponds to weakly magnetized granules. Fig. 5.6 also
shows that although 30%-50% of the strong magnetic fields can be recognized, many
points are indistinguishable from points associated with weak fields.

1The effective Landé factors in this paper are a factor of 2 too large, as pointed out by Landi
degl’Innocenti. The correct values have been used for Stokes profile calculations in STOPRO.
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Figure 5.1: Spatially averaged spectra of Stokes I (top) and Stokes V (bottom) calcu-
lated for a snapshot from the run with 10 G average vertical magnetic field. Atomic and
molecular lines are indicated on the Stokes-I plot. The dashed line shows the shape of
the filter function which is used for calculating the G-band intensity. The thick line shows
the observed spectrum of quiet region of the Sun (Delbouille et al. 1973).

5.2 Why are magnetic bright points bright?

The G-band spectral range is dominated by lines of the CH molecule and its integrated
brightness is thus dependent on the strengths of those lines. The mechanism for the
enhancement of G-band brightness in magnetic flux concentrations can be revealed by
studying the dependence of the CH molecule concentration on the atmospheric parame-
ters within and without magnetic flux concentrations, respectively.

A map of the number density of CH molecules at the optical depth level log τ = −1,
which roughly corresponds to the level of CH line formation, is shown in Fig. 5.7. For
the 200-G case comparison with the left side of Fig. 5.3 shows that there is a strong
(more than one order of magnitude) decrease of the CH molecule concentration at the
locations where the G-band brightness is high and the magnetic field is strong. The clear
anticorrelation (r = −0.85) of CH number density and magnetic field strength for strong
magnetic fields (B > 500 G) evident from the scatter plot of both quantities shown in
Fig. 5.8 confirms this impression.

The latter figure also indicates the number density depends roughly quadratically on
B, which fits well to the similar dependence of G-band brightness on B as revealed by
Fig. 5.4. This results suggest that the G-band brightness for B > 500 G is determined by
reduced number density of CH molecules in the magnetic flux concentrations.

Actually, there are two effects that can lead to a local brightness enhancement in G-
band filtergrams: (1) a larger continuum intensity and (2) weaker CH lines. Fig.5.6 shows
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Figure 5.2: Spatially averaged spectra of Stokes I (top) and Stokes V (bottom) calculated
for a snapshot from the run with 200 G average vertical magnetic field. Atomic and
molecular lines are indicated on the Stokes-I plot. The dashed line shows the shape of
the filter function which is used for calculating the G-band intensity. The thick line shows
the observed spectrum of quiet region of the Sun.

that the first effect is responsible for the brightening of (non-magnetic) granules: the nor-
malized G-band intensity is, on average, equal to the normalized continuum intensity at
430 nm. For the magnetic bright points, the G-band intensity is much larger than the nor-
malized continuum intensity, indicating that weakening of the CH lines is an important
factor. This is demonstrated by Fig. 5.10, which shows the G-band spectra of a magnetic
bright point, a bright granule, a weakly magnetic intergranular dark point, and a magnetic
dark point, all normalized to the average continuum intensity at 430 nm. While the gran-
ule has a G-band intensity enhancement nearly equal to the corresponding normalized
continuum intensity, the magnetic bright point shows a much larger G-band brightness
due to the drastic weakening of the CH lines. The intergranular dark point has a low
G-band brightness mainly because of its low continuum intensity (Fig. 5.5).

The large G-band intensity of magnetic bright points and the weakening of the CH
lines are connected with the higher temperature (at equal optical depth) and lower density
in the flux concentrations. To a good approximation, these are in total (gas + magnetic)
pressure balance with their environment leading to an average Wilson depression of about
170 km (Shelyag et al. 2004). The vertically outgoing radiative flux in the flux concen-
trations is provided by lateral radiation from the ‘hot walls’ of the flux concentrations, so
that the total radiative cooling rate in the flux concentrations is near to zero, in contrast
to the non-magnetic solar surface where a strong radiative cooling is balanced by heating
through convection.

The strong weakening of the CH lines in magnetic flux concentrations can be under-
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Figure 5.3: Comparison between normalized G-band brightness (upper panels) and mag-
netic field strength at τ = 1 (500 nm, lower panels) for the snapshot from the 200-G run
(left side) and the 10-G run (right side), respectively. While the simulated plage region
(200-G run) shows many brightenings of magnetic features exceding the brightness of
granules, there are only a few bright features in the simulated quiet region.

stood by considering Figure 5.9, which shows the main thermodynamic quantities and
the number density of CH molecules for the average atmospheres corresponding to the
magnetic bright points (B > 1000 G and IG/〈IG〉 > 1.5; solid curves) and the average
weakly magnetized part (B < 50 G; dot-dashed curves) of the atmosphere. Diamond and
asterisk symbols indicate the heights at which τ = 1 is reached in G-band continuum
and in the center of the CH line at 429.5 nm (taken as a representative for the CH lines),
respectively, and thus roughly cover the height range over which the CH lines are formed.

The prominent maximum in the CH number density for the granules (Fig. 5.9d) is
produced by the rapid outward drop in temperature around the continuum-forming layers
(Fig. 5.9a) and the associated density plateau (Fig. 5.9b). On the other hand, the low
density in the magnetic flux concentrations leads to a strong depletion of CH above z ≈ 0.
Therefore, the optical depth scale at the center of any CH line is geometrically shifted
downward more strongly than the corresponding level for the G-band continuum, so that
the line is formed over a height range of only � 30 km (in comparison to about 180 km
for the weakly magnetic atmosphere). Together with the flatter temperature gradient in
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Figure 5.4: Scatter plots of G-band brightness vs. magnetic field strength for the 200-G
run (left) and for the 10-G run (right). The brightness of the points with strong magnetic
field exceeds that of the (weakly magnetized) granules in the 200-G case. The few flux
concentrations in the 10-G case are smaller and weaker than the features shown by the
200-G case, and they do not exceed the brightness of the brightest granules.

the flux concentrations, this leads to a much smaller temperature difference between the
layers where the continuum and where the CH line core is formed as in the case of the
non-magnetic atmosphere: the line becomes weaker in regions of strong magnetic field. In
combination with their high continuum intensity due to lateral radiative heating of the flux
concentrations in that height range, this leads to a strong increase of G-band brightness in
the magnetic flux concentrations.

5.3 Polarimerty in G Band

As it is shown in the previous section, the magnetic sensitivity of the CH lines in the G
band is not strong in comparison to the atomic lines. But it is of interest to study the po-
larization signals of the CH lines in order to provide direct measurements of the magnetic
fields in the G-band bright points. By comparing the synthetic G-band spectra with and
without the atomic lines included, Uitenbroek et al. (2004) have shown that the wave-
length range around 430.4 nm can be used as a diagnostical tool for the investigation of
the magnetic fields in the layers of CH line formation. This wavelength range includes six
lines. Two lines in this range (main branch lines with rotational transition R11 at 430.3925
and 430.3932 nm with Jl = 1.5 and Ju = 2.5 and geff = 0.8833) are more magnetically
sensitive and overlap other less sensitive CH lines. This results in the appearance of the
asymmetric Stokes-V profile around 430.4 nm in strong magnetic field.

The simulated slit images, the corresponding G-band intensity and the vertical mag-
netic field strength are shown in Fig. 5.11. The images show the strong weakening of
the CH lines in the strong magnetic field, and the response of the Stokes-V signal to the
magnetic field. Also one can see that the G-band intensity doesn’t directly represent the
mangetic field strength, and the strong magnetic field is necessary, but not sufficient to
make the magnetic bright point to appear. The reason of the low G-band intensity in some
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Figure 5.5: Map of the G-band intensity with the regions of strong magnetic field and
weak G-band intensity (B > 1000 G, IG/〈IG〉 < 1), marked by green, and the regions of
strong magnetic field and strong G-band intensity (B > 1000 G, IG/〈IG〉 > 1), marked
by blue. The regions with the strong magnetic field and the weak G-band intensity are
mainly located on the edges of the magnetic downflows, where the continuum intensity is
weak.

regions of strong magnetic field is the low continuum intensity (see Sect. 5.2).
The images of the unnormalized area asymmetry (integrated Stokes-V parameter), the

total Stokes-V area (integrated modulus of the Stokes-V parameter) and their correlations
to the vertical magnetic field strength, calculated for the synthetic Stokes-V profiles of the
CH lines at 430.4 nm, are shown in Fig. 5.12. The scatterplots show that the unnormalized
area asymmetry of the Stokes-V profiles is maximal at the magnetic field Bz ≈ 1 kG,
but the maximum of the total Stokes-V area is located at the stonger magnetic fields
Bz ≈ 1.5 kG. As one can see from the image of the area asymmetry, the strongest
asymmetry appears on the borders of the magnetic flux concentrations, where the gradient
of the velocity and the gradient of the magnetic field are strong and have the opposite
sign (Grossmann-Doerth et al. 1988). The hook-like structure of dependence of the total
Stokes-V area on the magnetic field strength is caused from one side by the increase of
the Stokes-V amplitude with increase of the magnetic field, and from the other side by
the CH line weakening due to the smaller absorption of the CH molecules.
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Figure 5.6: Scatter plots of G-band brightness vs. continuum brightness at 430 nm for the
200-G (left) and 10-G (right) runs. The slope of the distributions indicates a clear sep-
aration into two components corresponding to magnetic flux concentrations (|B| > 500
G, green dots) and weakly magnetized atmosphere (black dots), mainly corresponding to
granules. In the 10-G case, the component corresponding to the magnetic flux concentra-
tions is only weak, reflecting their small area fraction.

5.4 Comparison with observational data

The rms contrast of our synthetic G-band images is about 25% for the 200-G run, which is
much larger than the value of about 10% obtained from ground-based observations under
very good seeing conditions. Apparently, the image degradation due to the turbulent
terrestrial atmosphere leads to reduced values of the contrast observed on the ground.
In order to compare our results with observations, we have to artificially degrade the
synthetic G-band images, thus mimicking the effect of the atmosphere and telescope.
We have therefore convolved our images with a point spread function consisting of two
parts: an Airy funciton Aλ,D for the telescope and a function representing the effect of the
atmosphere (Nordlund 1984, Collados and Vázquez 1987):

PSF(r) = Aλ,D(r) +
b

(a2 + r2)3/2
, (5.1)

Here λ = 430 nm (wavelength of observation) and D is the telescope aperture. The
parameters a and b of the atmosphere function describe its width and amplitude, respec-
tively. As long as the atmosphere PSF is much wider than the telescopic PSF, the former
only degrades the rms intensity contrast without strongly affecting the spatial resolution of
the image (the resolution being more affected by speckle effects, which are not included
in our simplistic treatment). In this case, the smoothing does not depend sensitively on
the precise value of of a since the wings of the atmosphere PSF are anyway very broad.
Effectively the only remaining free parameter is then b, the relative amplitude of the at-
mosphere PSF. We fix b by requiring that the rms intensity contrast of the smoothed image
matches the value for the observed image.

The observed image of an active region, which was used for comparison, was recorded
on May 22, 2002 with the Dutch Open Telescope (DOT) (Hammerschlag and Bettonvil
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5.4 Comparison with observational data

Figure 5.7: Number density of CH molecules at the level log τ = −1.0 (500 nm) for the
200-G run. The dark regions with low CH concentration correspond to strong magnetic
field concentrations and are cospatial with the brightenings on the G-band image (left part
of Fig. 5.3).

1998) on La Palma (Spain). The selected part of this image has the same physical size
as the simulated domain and a similar area fraction of G-band bright points as the 200-
G run. Fig. 5.14 shows the smoothed simulated image (left) and the observed image
(right). Choosing 120 km for the FWHM of the Airy function (corresponding to the 45
cm aperture of the DOT telecope) and a FWHM of 1500 km for the atmosphere function
we find that the smoothed simulated image matches the rms contrast of the observed
image of about 7.4% for b = 0.004. The degradation of the contrast by a factor 3.4 is
comparable to the correction factors obtained by Collados & Vazquez (1987) assuming a
similar form of the PSF. In order to evaluate the consistency of our smoothing procedure
we compare in Fig. 5.13 the G-band brightness distribution functions of simulated (dash-
dotted line), observed (dashed line), and smoothed simulated (solid line) images. The
latter two curves show a very good agreement although no further fitting procedure has
been applied. Schüssler et al. (2003) have applied the same procedure to data from the
new Swedish Solar Telescope (SST) on La Palma new SST and also obtained matching
brightness distribution functions with similar parameter values.

Scatterplots of G-band intensity vs. continuum intensity at 432 nm for the simulated
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5 G Band simulations

Figure 5.8: Scatter plot of the number density of CH molecules vs. magnetic field strength
(both at log τ = −1.0 for 500 nm), calculated for the 200-G run.

and smoothed image (left) and for the observed image (right) are given in Fig. 5.15. The
two populations of bright points, which we have already identified to represent strongly
and weakly magnetized structures, respectively, are already visible (cf. Fig. 5.6). This
confirms the magnetic nature of the intergranular G-band brightenings (see also Berger
et al. (1998), Berger and Title (2001)).

5.5 Conclusions

The results presented in this chapter are based on realistic 3-D radiative MHD simulations
with high horizontal grid resolution and on a detailed treatment of the G-band spectrum
synthesis. By comparing realistic simulations with observations, we have shown that
the G-band brightening of small magnetic flux concentrations in the solar photosphere is
most probably due to the lateral heating and partial evacuation of the magnetic structures.
The values of observed G-band contrast are quantitatively reproduced after smoothing the
simulated image to mimic the image deterioration by telescope and atmosphere. There is
a clear spatial correlation of the G-band brightenings and magnetic flux concentrations.
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5.5 Conclusions

Figure 5.9: Temperature (a), density (b), magnetic field strength (c) and number density
of CH molecules (d) as functions of geometrical depth for the average weakly magnetized
atmosphere (|B| < 50 G; dot-dashed lines) and for the average atmosphere correspond-
ing to magnetic bright points (|B| > 1000 G, IG/〈IG〉 > 1.5; solid lines). The asterisks
on the curves indicate the optical depth levels τ = 3/2 calculated for the center of the
CH line at 430.43 nm. z = 0 corresponds to τ = 3/2 (430.43 nm) level for the average
weakly magnetized atmosphere. The continuum optical depth levels τ430 = 3/2 for the
dependences are marked by the squares. Owing to the lower CH abundance in the mag-
netic flux concentrations above z ≈ 0, the formation region of the CH lines is shifted
geometrically downward to a region with larger temperature and smaller temperature gra-
dient than outside. Consequently, the CH lines are strongly weakened and the G-band
spectral region becomes brighter.
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5 G Band simulations

Figure 5.10: The Stokes I spectra of a magnetic bright point, a bright granule, a non-
magnetic intergranular dark point and a magnetic dark point. The spectra are normalized
to the average continuum intensity at 430.0 nm. The CH lines are drastically weakened
in the magnetic bright point, the remaining strong lines being atomic lines. They are also
somewhat weakened in the magnetic dark point.
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5 G Band simulations

Figure 5.12: Images of the unnormalized area asymmetry and the total Stokes-V area and
the scatter plots of these quantities vs. the vertical magnetic field strength, calculated for
the Stokes-V profile of CH lines at 430.4 nm.

These brightenings are caused by a strong reduction in the number density of the CH
molecule, and thus the weakening of the CH lines in the G-band. Granules also appear
bright in the G-band. This is mainly due to continuum brightenting. Very good agree-
ment between the output of our simulations and the brightness distribution functions of
observed images confirms the physical model of magnetic flux concentrations as laterally
heated and evacuated structures.
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Figure 5.13: Distribution functions of G-band brightness for the simulated (dash-dotted
line), observed (dashed line), and smoothed simulated (solid line) images.
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Figure 5.14: The simulated and observed G-band images. Left: synthetic G-band image
of the simulated area after spatial smoothing by the function mimicking the difraction
by the telescope and the image degradation by the Earth’s atmosphere. Right: observed
G-band image with a similar area fraction of G-band bright points as in the simulation
(subfield of an image taken with the Dutch Open Telescope on La Palma, courtesy: P.
Sütterlin).
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Figure 5.15: Scatter plots of normalized G-band vs continuum (432 nm) intensity (200-
G run) for the synthetic (left) and observed (right) images. The scatter plots show the
separation in two components for both observed and simulated images. Green dots on the
scatter-plot for the simulated image correspond to the magnetic component (B > 500G)
of the image.
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A The G-Band lines table

In the Appendix A the tables of the lines, used for the calculation of the G-Band spectra,
are shown.

The first table is the table of the CH lines. The general atomic parameters of the
chemical elements, involved in the G-Band spectral range calculation, are shown in the
second table. The third table is the table of the atomic lines in the G-Band spectral range.
The description of the parameters is given in Chapter 3.

A.1 CH lines of G Band

Wavelength, Å Branch IU IL JL VU VL FVV
4295.009 ’Q’ 1 1 17.5 0 0 0.387E-02
4295.085 ’Q’ 2 2 16.5 0 0 0.387E-02
4295.199 ’Q’ 2 2 15.5 0 0 0.387E-02
4295.245 ’Q’ 1 1 16.5 0 0 0.387E-02
4296.198 ’R’ 2 2 1.5 1 1 0.344E-02
4296.211 ’R’ 2 2 1.5 1 1 0.344E-02
4296.598 ’R’ 2 2 1.5 0 0 0.387E-02
4296.648 ’R’ 2 2 1.5 0 0 0.387E-02
4296.657 ’Q’ 2 2 23.5 1 1 0.344E-02
4296.676 ’Q’ 1 1 25.5 1 1 0.344E-02
4296.681 ’Q’ 1 1 23.5 1 1 0.344E-02
4296.683 ’Q’ 1 1 24.5 1 1 0.344E-02
4296.696 ’Q’ 2 2 22.5 1 1 0.344E-02
4296.707 ’Q’ 2 2 24.5 1 1 0.344E-02
4296.946 ’Q’ 1 1 16.5 0 0 0.387E-02
4296.960 ’Q’ 2 2 15.5 0 0 0.387E-02
4297.101 ’Q’ 2 2 21.5 1 1 0.344E-02
4297.139 ’Q’ 1 1 22.5 1 1 0.344E-02
4297.213 ’Q’ 2 2 14.5 0 0 0.387E-02
4297.295 ’Q’ 1 1 15.5 0 0 0.387E-02
4297.308 ’Q’ 2 1 2.5 1 1 0.344E-02

Continued on the next page...
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A The G-Band lines table

Wavelength, Å Branch IU IL JL VU VL FVV
4297.309 ’Q’ 2 1 2.5 1 1 0.344E-02
4297.502 ’Q’ 1 1 21.5 1 1 0.344E-02
4297.514 ’R’ 1 1 2.5 1 1 0.344E-02
4297.516 ’R’ 1 1 2.5 1 1 0.344E-02
4297.577 ’Q’ 2 2 20.5 1 1 0.344E-02
4297.749 ’Q’ 2 1 2.5 0 0 0.387E-02
4297.771 ’Q’ 2 1 2.5 0 0 0.387E-02
4297.976 ’R’ 1 1 2.5 0 0 0.387E-02
4297.999 ’R’ 1 1 2.5 0 0 0.387E-02
4298.198 ’Q’ 2 2 19.5 1 1 0.344E-02
4298.242 ’Q’ 1 1 20.5 1 1 0.344E-02
4298.814 ’Q’ 2 2 14.5 0 0 0.387E-02
4298.827 ’Q’ 1 1 15.5 0 0 0.387E-02
4298.950 ’R’ 2 2 3.5 2 2 0.281E-02
4298.976 ’Q’ 1 1 19.5 1 1 0.344E-02
4298.993 ’Q’ 2 2 18.5 1 1 0.344E-02
4299.146 ’Q’ 2 2 13.5 0 0 0.387E-02
4299.146 ’R’ 2 2 3.5 2 2 0.281E-02
4299.252 ’Q’ 1 1 14.5 0 0 0.387E-02
4299.496 ’R’ 2 2 0.5 1 1 0.344E-02
4299.507 ’R’ 2 2 0.5 1 1 0.344E-02
4299.559 ’R’ 1 1 4.5 2 2 0.281E-02
4299.657 ’Q’ 1 1 23.5 1 1 0.344E-02
4299.686 ’R’ 1 1 4.5 2 2 0.281E-02
4299.816 ’Q’ 2 2 22.5 1 1 0.344E-02
4299.845 ’Q’ 2 2 17.5 1 1 0.344E-02
4299.860 ’Q’ 1 1 24.5 1 1 0.344E-02
4299.860 ’Q’ 1 1 18.5 1 1 0.344E-02
4299.899 ’Q’ 1 1 22.5 1 1 0.344E-02
4299.982 ’Q’ 2 2 23.5 1 1 0.344E-02
4300.003 ’Q’ 2 2 21.5 1 1 0.344E-02
4300.075 ’Q’ 1 1 21.5 1 1 0.344E-02
4300.091 ’Q’ 1 1 25.5 1 1 0.344E-02
4300.269 ’Q’ 2 2 20.5 1 1 0.344E-02
4300.302 ’Q’ 2 2 24.5 1 1 0.344E-02
4300.317 ’R’ 2 2 0.5 0 0 0.387E-02
4300.324 ’R’ 2 2 0.5 0 0 0.387E-02
4300.570 ’Q’ 2 2 13.5 0 0 0.387E-02
4300.587 ’Q’ 1 1 14.5 0 0 0.387E-02
4300.633 ’Q’ 1 1 20.5 1 1 0.344E-02
4300.696 ’Q’ 2 2 19.5 1 1 0.344E-02

Continued on the next page...
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A.1 CH lines of G Band

Wavelength, Å Branch IU IL JL VU VL FVV
4300.772 ’Q’ 2 2 16.5 1 1 0.344E-02
4300.813 ’Q’ 1 1 17.5 1 1 0.344E-02
4300.887 ’Q’ 1 1 26.5 1 1 0.344E-02
4300.996 ’Q’ 2 2 12.5 0 0 0.387E-02
4301.072 ’Q’ 2 2 25.5 1 1 0.344E-02
4301.127 ’Q’ 1 1 13.5 0 0 0.387E-02
4301.172 ’Q’ 1 1 19.5 1 1 0.344E-02
4301.296 ’Q’ 2 2 18.5 1 1 0.344E-02
4301.718 ’Q’ 2 2 15.5 1 1 0.344E-02
4301.758 ’Q’ 1 1 16.5 1 1 0.344E-02
4301.805 ’Q’ 1 1 27.5 1 1 0.344E-02
4301.853 ’Q’ 1 1 18.5 1 1 0.344E-02
4301.897 ’Q’ 2 2 17.5 1 1 0.344E-02
4302.053 ’Q’ 2 2 26.5 1 1 0.344E-02
4302.266 ’Q’ 2 2 12.5 0 0 0.387E-02
4302.297 ’Q’ 1 1 13.5 0 0 0.387E-02
4302.638 ’Q’ 1 1 17.5 1 1 0.344E-02
4302.647 ’Q’ 2 2 16.5 1 1 0.344E-02
4302.714 ’Q’ 2 2 14.5 1 1 0.344E-02
4302.745 ’Q’ 2 2 11.5 0 0 0.387E-02
4302.786 ’Q’ 2 1 1.5 1 1 0.344E-02
4302.795 ’Q’ 2 1 1.5 1 1 0.344E-02
4302.803 ’Q’ 1 1 15.5 1 1 0.344E-02
4302.908 ’Q’ 1 1 12.5 0 0 0.387E-02
4303.103 ’R’ 1 1 1.5 1 1 0.344E-02
4303.112 ’R’ 1 1 1.5 1 1 0.344E-02
4303.420 ’Q’ 1 1 16.5 1 1 0.344E-02
4303.420 ’Q’ 2 2 15.5 1 1 0.344E-02
4303.457 ’Q’ 1 1 28.5 1 1 0.344E-02
4303.642 ’Q’ 2 2 27.5 1 1 0.344E-02
4303.714 ’Q’ 2 2 13.5 1 1 0.344E-02
4303.718 ’R’ 2 2 2.5 2 2 0.281E-02
4303.809 ’R’ 2 2 2.5 2 2 0.281E-02
4303.812 ’Q’ 1 1 14.5 1 1 0.344E-02
4303.838 ’Q’ 2 2 11.5 0 0 0.387E-02
4303.925 ’R’ 1 1 1.5 0 0 0.387E-02
4303.929 ’Q’ 1 1 12.5 0 0 0.387E-02
4303.933 ’R’ 1 1 1.5 0 0 0.387E-02
4304.263 ’Q’ 2 2 14.5 1 1 0.344E-02
4304.276 ’Q’ 1 1 15.5 1 1 0.344E-02
4304.383 ’Q’ 2 2 10.5 0 0 0.387E-02

Continued on the next page...
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A The G-Band lines table

Wavelength, Å Branch IU IL JL VU VL FVV
4304.567 ’R’ 1 1 3.5 2 2 0.281E-02
4304.578 ’Q’ 1 1 11.5 0 0 0.387E-02
4304.602 ’R’ 1 1 3.5 2 2 0.281E-02
4304.722 ’Q’ 2 2 12.5 1 1 0.344E-02
4304.852 ’Q’ 1 1 13.5 1 1 0.344E-02
4304.911 ’Q’ 1 1 29.5 1 1 0.344E-02
4305.093 ’Q’ 1 1 14.5 1 1 0.344E-02
4305.095 ’Q’ 2 2 13.5 1 1 0.344E-02
4305.314 ’Q’ 2 2 10.5 0 0 0.387E-02
4305.432 ’Q’ 1 1 11.5 0 0 0.387E-02
4305.547 ’Q’ 2 2 28.5 1 1 0.344E-02
4305.703 ’Q’ 2 2 11.5 1 1 0.344E-02
4305.853 ’Q’ 1 1 12.5 1 1 0.344E-02
4305.911 ’Q’ 2 2 9.5 0 0 0.387E-02
4305.955 ’Q’ 2 2 12.5 1 1 0.344E-02
4305.968 ’Q’ 1 1 13.5 1 1 0.344E-02
4306.139 ’Q’ 1 1 10.5 0 0 0.387E-02
4306.643 ’Q’ 2 2 10.5 1 1 0.344E-02
4306.686 ’Q’ 2 2 9.5 0 0 0.387E-02
4306.747 ’Q’ 2 2 11.5 1 1 0.344E-02
4306.842 ’Q’ 1 1 11.5 1 1 0.344E-02
4306.844 ’Q’ 1 1 12.5 1 1 0.344E-02
4306.851 ’Q’ 1 1 10.5 0 0 0.387E-02
4307.308 ’Q’ 2 2 8.5 0 0 0.387E-02
4307.527 ’Q’ 2 2 9.5 1 1 0.344E-02
4307.543 ’Q’ 2 2 10.5 1 1 0.344E-02
4307.579 ’Q’ 1 1 9.5 0 0 0.387E-02
4307.675 ’Q’ 1 1 11.5 1 1 0.344E-02
4307.744 ’Q’ 1 1 10.5 1 1 0.344E-02
4307.952 ’Q’ 2 2 8.5 0 0 0.387E-02
4308.152 ’Q’ 1 1 30.5 1 1 0.344E-02
4308.175 ’Q’ 1 1 9.5 0 0 0.387E-02
4308.275 ’Q’ 2 2 9.5 1 1 0.344E-02
4308.358 ’R’ 2 2 1.5 2 2 0.281E-02
4308.360 ’Q’ 2 2 8.5 1 1 0.344E-02
4308.392 ’Q’ 2 2 29.5 1 1 0.344E-02
4308.433 ’Q’ 1 1 10.5 1 1 0.344E-02
4308.436 ’R’ 2 2 1.5 2 2 0.281E-02
4308.557 ’Q’ 2 2 7.5 0 0 0.387E-02
4308.631 ’Q’ 1 1 9.5 1 1 0.344E-02
4308.901 ’Q’ 1 1 8.5 0 0 0.387E-02

Continued on the next page...
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A.1 CH lines of G Band

Wavelength, Å Branch IU IL JL VU VL FVV
4308.986 ’Q’ 2 2 8.5 1 1 0.344E-02
4309.094 ’Q’ 2 2 7.5 0 0 0.387E-02
4309.123 ’Q’ 2 2 7.5 1 1 0.344E-02
4309.194 ’Q’ 1 1 9.5 1 1 0.344E-02
4309.378 ’Q’ 1 1 8.5 0 0 0.387E-02
4309.452 ’Q’ 1 1 8.5 1 1 0.344E-02
4309.621 ’R’ 1 1 2.5 2 2 0.281E-02
4309.634 ’R’ 1 1 2.5 2 2 0.281E-02
4309.638 ’Q’ 2 2 7.5 1 1 0.344E-02
4309.701 ’Q’ 2 2 6.5 0 0 0.387E-02
4309.829 ’Q’ 2 2 6.5 1 1 0.344E-02
4309.913 ’Q’ 1 1 8.5 1 1 0.344E-02
4310.086 ’Q’ 1 1 7.5 0 0 0.387E-02
4310.108 ’Q’ 2 2 6.5 0 0 0.387E-02
4310.210 ’Q’ 1 1 7.5 1 1 0.344E-02
4310.216 ’Q’ 2 2 6.5 1 1 0.344E-02
4310.441 ’Q’ 2 2 5.5 1 1 0.344E-02
4310.456 ’Q’ 1 1 7.5 0 0 0.387E-02
4310.554 ’Q’ 1 1 7.5 1 1 0.344E-02
4310.759 ’R’ 1 2 5.5 0 0 0.387E-02
4310.80 ’R’ 1 2 5.5 1 1 0.344E-02
4310.679 ’Q’ 2 2 5.5 0 0 0.387E-02
4310.729 ’Q’ 2 2 5.5 1 1 0.344E-02
4310.896 ’Q’ 1 1 6.5 1 1 0.344E-02
4310.918 ’Q’ 2 2 4.5 1 1 0.344E-02
4310.991 ’Q’ 2 2 5.5 0 0 0.387E-02
4311.047 ’R’ 1 2 4.5 1 1 0.344E-02
4311.069 ’P’ 2 1 6.5 0 0 0.387E-02
4311.071 ’R’ 1 2 5.5 0 0 0.387E-02
4311.138 ’Q’ 2 2 4.5 1 1 0.344E-02
4311.149 ’Q’ 1 1 6.5 0 0 0.387E-02
4311.149 ’R’ 2 2 0.5 2 2 0.281E-02
4311.155 ’Q’ 1 1 6.5 1 1 0.344E-02
4311.160 ’R’ 2 2 0.5 2 2 0.281E-02
4311.266 ’R’ 1 2 4.5 1 1 0.344E-02
4311.326 ’Q’ 2 2 3.5 1 1 0.344E-02
4311.422 ’Q’ 1 1 6.5 0 0 0.387E-02
4311.471 ’Q’ 2 2 3.5 1 1 0.344E-02
4311.478 ’Q’ 1 1 31.5 1 1 0.344E-02
4311.486 ’R’ 1 2 3.5 1 1 0.344E-02
4311.500 ’Q’ 2 2 4.5 0 0 0.387E-02

Continued on the next page...
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Wavelength, Å Branch IU IL JL VU VL FVV
4311.508 ’Q’ 1 1 5.5 1 1 0.344E-02
4311.560 ’Q’ 2 2 2.5 1 1 0.344E-02
4311.575 ’Q’ 2 2 1.5 1 1 0.344E-02
4311.588 ’Q’ 2 2 1.5 1 1 0.344E-02
4311.612 ’R’ 1 2 4.5 0 0 0.387E-02
4311.631 ’R’ 1 2 3.5 1 1 0.344E-02
4311.685 ’Q’ 2 2 2.5 1 1 0.344E-02
4311.694 ’Q’ 1 1 5.5 1 1 0.344E-02
4311.727 ’Q’ 2 2 4.5 0 0 0.387E-02
4311.768 ’R’ 1 2 2.5 1 1 0.344E-02
4311.839 ’R’ 1 2 4.5 0 0 0.387E-02
4311.893 ’R’ 1 2 2.5 1 1 0.344E-02
4311.893 ’R’ 1 2 1.5 1 1 0.344E-02
4311.893 ’P’ 2 1 4.5 1 1 0.344E-02
4311.906 ’R’ 1 2 1.5 1 1 0.344E-02
4311.978 ’P’ 2 1 5.5 0 0 0.387E-02
4312.053 ’Q’ 1 1 4.5 1 1 0.344E-02
4312.090 ’Q’ 1 1 5.5 0 0 0.387E-02
4312.157 ’Q’ 2 2 3.5 0 0 0.387E-02
4312.177 ’Q’ 1 1 4.5 1 1 0.344E-02
4312.278 ’Q’ 1 1 5.5 0 0 0.387E-02
4312.296 ’Q’ 2 2 3.5 0 0 0.387E-02
4312.311 ’R’ 1 2 3.5 0 0 0.387E-02
4312.328 ’P’ 2 1 3.5 1 1 0.344E-02
4312.380 ’P’ 2 1 3.5 1 1 0.344E-02
4312.451 ’R’ 1 2 3.5 0 0 0.387E-02
4312.536 ’Q’ 1 1 3.5 1 1 0.344E-02
4312.588 ’Q’ 1 1 3.5 1 1 0.344E-02
4312.598 ’Q’ 2 2 2.5 0 0 0.387E-02
4312.680 ’Q’ 2 2 2.5 0 0 0.387E-02
4312.717 ’Q’ 2 2 1.5 0 0 0.387E-02
4312.767 ’Q’ 2 2 1.5 0 0 0.387E-02
4312.827 ’R’ 1 2 2.5 0 0 0.387E-02
4312.862 ’P’ 2 1 4.5 0 0 0.387E-02
4312.895 ’Q’ 1 1 4.5 0 0 0.387E-02
4312.909 ’R’ 1 2 2.5 0 0 0.387E-02
4313.011 ’Q’ 1 1 2.5 1 1 0.344E-02
4313.013 ’Q’ 1 1 2.5 1 1 0.344E-02
4313.016 ’Q’ 1 1 4.5 0 0 0.387E-02
4313.037 ’R’ 1 2 1.5 0 0 0.387E-02
4313.087 ’R’ 1 2 1.5 0 0 0.387E-02

Continued on the next page...
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A.2 General atomic parameters of the elements involved in the G-Band calculations

Wavelength, Å Branch IU IL JL VU VL FVV
4313.361 ’P’ 2 1 3.5 0 0 0.387E-02
4313.420 ’P’ 2 1 3.5 0 0 0.387E-02
4313.590 ’Q’ 1 1 3.5 0 0 0.387E-02
4313.649 ’Q’ 1 1 3.5 0 0 0.387E-02
4313.876 ’P’ 2 1 2.5 0 0 0.387E-02
4313.037 ’R’ 1 2 1.5 0 0 0.387E-02
4313.087 ’R’ 1 2 1.5 0 0 0.387E-02
4313.361 ’P’ 2 1 3.5 0 0 0.387E-02
4313.420 ’P’ 2 1 3.5 0 0 0.387E-02
4313.876 ’P’ 2 1 2.5 0 0 0.387E-02
4313.899 ’P’ 2 1 2.5 0 0 0.387E-02
4314.196 ’Q’ 1 1 2.5 0 0 0.387E-02
4314.219 ’Q’ 1 1 2.5 0 0 0.387E-02
4314.804 ’R’ 1 1 1.5 2 2 0.281E-02
4314.820 ’R’ 1 1 1.5 2 2 0.281E-02

A.2 General atomic parameters of the elements involved
in the G-Band calculations

Element Abundance 1st potential 2nd potential Relative mass
Ti 4.99 6.8200 13.5756 47.90
Ni 6.21 18.16884 58.6934 58.6934
V 3.96 14.66 50.9415 50.9415
Fe 7.50 7.9024 16.1879 55.85
Cr 5.67 6.7667 16.4858 51.9961
Nd 1.46 5.5250 10.73 144.24
Ca 6.36 6.1132 11.8718 40.08
Sc 3.06 6.56144 12.79967 44.9559
Y 2.20 6.217 12.24 88.90585

Mn 5.45 7.4340 15.640 54.938
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A The G-Band lines table

A.3 Atomic lines of G Band

Wavelength, Å Atom log(g∗f) χe Lower term Upper term
4295.731 CrI -0.720 2.708102 (4P)4s a5P a3P)sp v5P
4295.751 TiI -0.450 0.812998 (4F)4s a5F (4F)4p x5D
4295.881 NiI -0.480 3.841263 (3F)sp z3G s2F)5s g3F
4296.098 VI 0.410 2.13045 (3G)4s a4G (3G)4p w4H
4296.572 FeI -2.810 2.704533 (3P)4s b4P (5D)4p z4F
4297.031 CrI -1.030 2.708975 (4P)4s a5P a3P)sp v5P
4297.496 FeI -3.107 4.371645 (4F)4p z5G s4D)4d g5G
4297.675 VI 0.290 2.122377 (3G)4s a4G (3G)4p w4H
4297.744 CrI 0.250 3.75 (2I)4s a3I (2I)4p z3K
4297.784 NdII -0.780 0.380255 (3P)4s b4P (5D)4p z4D
4298.028 VI 0.240 2.114688 (3G)4s a4G (3G)4p w4H
4298.037 FeI -1.370 3.047074 (2G)4s a1G (3F)sp x3G
4298.201 FeI -2.302 3.111171 (2P)4s c3P (3G)sp v5F
4298.507 NiI -1.388 3.841263 (3F)sp z3G s2F)5s g3F
4298.664 TiI -0.050 0.818196 (4F)4s a5F (4F)4p x5D
4298.988 CaI -0.412 1.8859 4s4p 3P 4p2 3P
4299.228 TiI -0.006 1.7490 (4P)4s a5P (4P)4p y5S
4299.234 FeI -0.430 2.4256 (5D)sp z7D s6D)5s e7D
4299.241 FeI -1.750 3.2673 (2H)4s b3H (2G)4p y3H
4299.628 FeI -2.113 3.0178 s2 b3G (3G)sp w5G
4299.633 TiI -0.770 0.8259 (4F)4s a5F (3F)sp w3D
4299.707 CrI -0.930 2.8997 (6S)4p z7P 4s5s f7D
4300.049 TiII -0.770 1.1802 d3 a4P (3F)4p z4D
4300.205 FeI -1.810 3.8819 (5D)sp z3F (4F)4d e3H
4300.467 TiI -0.704 2.1604 2D2)4s a3D (4P)4p r3D
4300.498 CrI -0.430 3.4351 s2 b3G (3G)sp w3F
4300.556 TiI 0.170 0.8259 (4F)4s a5F (4F)4p x5D
4300.825 FeI -1.190 3.9844 (5D)sp z3F (4F)4d f3F
4301.081 TiI 0.260 0.8361 (4F)4s a5F (4F)4p x5D
4301.177 CrI -0.190 3.4491 s2 b3G (3G)sp w3F
4301.914 TiII -1.160 1.1610 d3 a4P (3F)4p z4D
4302.087 NiI -2.321 3.480234 (3F)sp z5G s4F)5s f3F
4302.185 FeI -1.740 3.0471 (2G)4s a1G (3F)sp x3G
4302.528 CaI 0.275 1.8991 4s4p 3P 4p2 3P
4302.692 FeI -4.446 2.4536 s2 a3H (3H)sp y5G
4303.049 FeI -3.683 3.8838 (5D)sp z3D (4F)4d e3H
4303.176 FeII -2.490 2.7045 (3P)4s b4P (5D)4p z4D

Continued on the next page...
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A.3 Atomic lines of G Band

Wavelength, Å Atom log(g∗f) χe Upper term Lower term
4303.571 NdII 0.140 0.000 (3P)4s b4P (5D)4p z4D
4304.540 FeI -2.010 2.9490 s2 b3G (3H)sp z3H
4304.641 FeI -3.898 4.0761 d8 c3F (3G)sp 1F
4304.869 FeI -2.083 3.3016 (2H)4s b3H (2G)4p v3G
4305.134 FeI -3.310 2.7277 (2G)4s a3G (3P)sp 3D
4305.205 FeI -2.070 3.5468 (2D)4s a1D (2H)4p u3G
4305.451 FeI -1.300 3.0175 (2P)4s c3P (4P)4p y3S
4305.528 FeI -1.975 4.3128 (4F)4p z5G s4D)4d g5G
4305.528 FeI -1.975 4.312761 (4F)4p z5G s4D)4d g5G
4305.714 ScII -1.220 0.595520 3d2 3F 3d4p 3D
4305.760 TiI -1.071 2.236482 (2H)4s a3H s4F)5p u3G
4305.910 TiI 0.350 0.8485 (4F)4s a5F (4F)4p x5D
4306.057 FeI -2.997 3.3967 (5D)sp z5F s6D)4d e7P
4306.326 TiI -1.392 3.186603 (3P)sp y5D d2 4p2 h5D
4306.580 FeI -2.218 3.4304 (5D)sp z5F s6D)4d f5D
4306.692 FeI -2.982 4.4156 (4F)4p z5G s4D)4d g5G
4307.176 VI -1.732 0.000 d3s2 a4F (4F)sp z4F
4307.270 NiI -1.113 4.153857 (3F)sp y3D s4F)4d f3P
4307.619 FeI -4.422 3.2517 (2D)4s a3D (2G)4p w3F
4307.744 CaI -0.256 1.8859 4s4p 3P 4p2 3P
4307.863 TiI -1.290 1.165 d3 a4P (3F)4p z4D
4307.902 FeI -0.070 1.5575 (4F)4s a3F (4F)4p z3G
4308.464 TiI -1.078 1.0666 s2 a3P (3P)sp y3P
4308.506 FeI -3.317 2.4536 s2 a3H (3H)sp z5I
4308.529 FeI -4.120 2.2229 (4P)4s a5P (5D)sp x5F
4309.031 FeI -1.100 3.6346 s2 a1I (2H)4p y3I
4309.369 FeI -1.180 2.9490 s2 b3G (3H)sp z3H
4309.455 FeI -1.579 3.111171 (2P)4s c3P a3P)sp v5P
4309.631 YII -0.750 0.179765 d5s a3D s5p z3P
4309.672 FeI -4.967 2.9982 (5D)sp z7P (4F)5s e5F
4309.790 FeI -2.023 4.5847 (2F)4s d3F (3F)sp r3G
4309.800 VI -1.580 0.040107 d3s2 a4F (4F)sp z4F
4310.066 FeI -3.280 3.4304 (5D)sp z5F s6D)4d e7P
4310.371 FeI -1.500 3.9289 (5D)sp z3D (4F)4d e3P
4310.542 FeI -2.686 3.6355 s2 b3D (2P)4p u3D
4310.656 CrI -1.507 2.967626 s2 a3H (3H)sp x5G
4311.646 TiI -0.925 2.153700 2D2)4s a3D (4P)4p r3D
4312.369 VII -4.632 1.6728 d4 b3F (4F)4p z5F
4312.473 CrI -1.370 3.112999 s2 a3F (3H)sp y3H
4312.551 MnI -1.077 2.941044 (5D)4s a4D (5D)4p y4P
4312.864 TiII -1.160 1.180169 d3 a4P (3F)4p z4D

Continued on the next page...
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A The G-Band lines table

Wavelength, Å Atom log(g∗f) χe Upper term Lower term
4313.043 FeI -3.258 2.758764 (2G)4s a3G (3H)sp y3G
4313.889 VI -1.313 1.853611 (3H)4s a4H (3H)4p x2H
4313.527 NiI -1.525 4.164930 (3F)sp z1G s4F)4d i3F
4314.083 ScII -0.100 0.618449 3d2 3F 3d4p 3D
4314.310 FeII -3.477 2.675963 (3H)4s a4H (5D)4p z4F
4314.364 NdII 0.150 1.528995 (3P)4s b4P (5D)4p z4D
4314.506 NdII -0.920 0.000 (3P)4s b4P (5D)4p z4D
4314.730 TiI -1.633 0.818196 (4F)4s a5F (3F)sp w3D
4314.804 TiI -0.416 0.836052 (4F)4s a5F (3F)sp w3D
4314.975 TiI -1.130 1.16102 d3 a4P (3F)4p z4D
4314.979 FeII -3.103 4.732076 (1D)4s c2D (3P)4p y4P

94



Outlook

The results of the radiative diagnostics of the MHD simulations presented in this thesis
establish a connection between the physical processes in the uppermost layers of the solar
convection zone and photosphere and the observational polarimetric properties of the Sun.
The results look very promising and suggest some further research topics, such as:

• Firstly, more detailed comparison of the simulated polarimetric data is necessary to
provide in order to get better understanding of the physical processes in the simu-
lated regions of the Sun.

• Radiative diagnostics of the simulations with a large range of average magnetic
field strength, including strong magnetic field regimes (sunspot umbra) and initial
magnetic field of mixed polarity. This will contribute to understand the dynamics
of sunspots and magnetic features in the “quiet” Sun, where the fields of different
strength and even opposite polarities may exist on small spatial scales (e.g. Sánchez
Almeida et al. (2003)).

• Simulations and radiative diagnostics of the domains with larger horizontal dimen-
sions can be used to study the origin of the mesogranular structure, which appears
in simulations of (magneto-)convection.

• Radiative diagnostics of the MHD models with different µ angles can be used to
study the center-to-limb variation in various spectral lines and continuum bands
and to compare the results of the simulations with observational data.

• The radiative diagnostics in other spectral bands dominated by molecular lines (for
example, the CN band at 388.0 nm) can be used to compare with various observa-
tional phenomena in these bands.
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