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Summary

The solar activity has been observed to vary at various time scales, of which the 11-year
solar cycle is the most prominent one. Since the Sun provides the main external energy to
the Earth, knowledge of solar variability is highly crucial for understanding the influence
of the Sun on the Earth’s climate system.

One of the important measurements related to solar variability is the solar irradiance:
the total solar irradiance (TSI) and the spectral solar irradiance (SSI). However, space-
based TSI/SSI measurements only cover the last four decades, which is unfortunately not
sufficient for studying long-term solar variability and its influence on climate. Therefore,
reconstructions of the solar irradiance on longer time scales are required.

Reconstructions of the solar irradiance require knowledge of proxies of solar magne-
tic activity. The only directly-observed solar quantity back to 1610 is the group sunspot
number, while one has to rely on indirect proxies going further back in time. The com-
monly used indirect proxy is the concentration of the cosmogenic isotopes (14C and 10Be)
retrieved from natural archives. Cosmogenic isotopes are produced in the upper terres-
trial atmosphere by the impinging galactic cosmic rays, whose flux is modulated by the
heliospheric magnetic field. The signals in the 14C record are well globally-mixed while
in the 10Be records they are highly subjected to the local climate.

We constructed the first multi-isotope composite based on one global 14C and six
local 10Be records, using a new Bayesian approach (Chap. 3). All six 10Be records were
first synchronized with respect to the 14C record using a wiggle-matching method. Next
a Monte Carlo simulation was performed to search for that solar modulation potential
which best fits all the available isotope data sets at any given time. This composite is
considered more robust compared to other composites constructed linearly. Hence, it is
further used in this thesis as a proxy of solar magnetic activity on a millennial time scale.

In this thesis, we use two SATIRE (Spectral And Total Irradiance REconstruction)
versions, SATIRE-T and SATIRE-M, to reconstruct the long-term changes in the solar
irradiance. The SATIRE-T model uses the sunspot number to deduce the evolution of the
solar surface magnetic components and to reconstruct the TSI/SSI back to the beginning
of the 17th century. The SATIRE-M model employs the cosmogenic isotopes as proxies
of solar activity to reconstruct the TSI/SSI over the Holocene.

Since the SATIRE-M model is based partially on the SATIRE-T model, we first re-
visited the SATIRE-T model with various modifications (Chap. 4). With these impro-
vements, the free parameters in the SATIRE-T model are constrained and further em-
ployed in the SATIRE-M model. Next, we use the SATIRE-M model and the first multi-
isotope composite to reconstruct the solar irradiance over the last 9 000 years. This is the
first SSI reconstruction that not only uses physics-based models to describe all involved
non-linear physical processes, but also bases on a multi-isotope composite. The TSI/SSI
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Summary

reconstructions have been recommended for studies of long-term climate changes within
the Palaeoclimate Modelling Intercomparison Project-phase 4 (PMIP4).

Due to the sampling and quality of the cosmogenic isotope data, the reconstructi-
ons with the SATIRE-M model have only a resolution of 10 years, which, unfortunately,
might cause biases in the climate models. Therefore, we developed a statistical approach
to simulate the quasi 11-year solar cycle from the decadally-averaged sunspot numbers
(Chap. 5). This is done by characterising the solar cycle properties and finding the linear
relationships between these properties and the decadally-averaged sunspot numbers. This
simulated sunspot number series with 11-year solar cycles has annual resolution, and is
further employed in the SATIRE model to reconstruct the annual values of TSI/SSI over
the Holocene.

The TSI/SSI reconstructions with simulated cycles are consistent with the recon-
structions based on the directly-observed sunspot numbers. This final solar irradiance
reconstruction has been provided as a solar forcing input to climate models. This ho-
pefully will help us to better understand the degree of the solar influence on the Earth’s
climate on long time scales.

10



Zusammenfassung

Die Aktivität der Sonne variiert auf verschiedenen Zeitskalen. Der 11-jährige Sonnen-
zyklus ist der herausragendste Ausdruck dieder Variabilität. Da die Sonne die wichtigste
externe Energiequelle für die Erde ist, ist die Kenntnis der Schwankungen ihrer Aktivität
von größter Wichtigkeit für das Verständnis des Einflusses der Sonne auf das Erdklima.

Zwei der wichtigsten Größen, die die Sonnenvariabilität widerspiegeln, sind die ge-
samte Bestrahlungsstärke (total solar irradiance, TSI) und die spektral aufgelöste Be-
strahlungsstärke (spectral solar irradiance, SSI). Weltraumbasierte Messungen der Be-
strahlungsstärke decken nur die letzten vier Jahrzehnte ab, was für Studien der langfris-
tigen Sonnenvariabilität und deren Einfluss auf das Klima unzureichend ist. Daher ist es
notwendig, die Bestrahlungsstärke der Sonne über längere Zeiträume zu rekonstruieren.

Proxies für die magnetische Aktivität der Sonne ermöglichen die Rekonstruktion der
Bestrahlungsstärke. Aufzeichnungen der Anzahl der Sonnenfleckengruppen reichen bis
zurück ins Jahr 1610 und sind die einzige direkt beobachtbare Kenngröße. Zu noch
früheren Zeiten, kann auf indirekte Anzeiger wie die Konzentration der kosmogenen Iso-
tope 14C und 10Be, die aus natürlichen Archiven gewonnen wird, zurückgegriffen werden.
Kosmogene Isotope werden in der oberen Erdatmosphäre durch auftreffende galaktische
kosmische Strahlung, deren Strahlungsfluss vom heliosphärischen Magnetfeld beeinflusst
wird, produziert. Die Signale in 14C-Messreihen sind global wohldurchmischt, wohinge-
gen 10Be-Messreihen stark vom lokalen Klima abhängen.

In Kap. 3 wird die erste Zusammenstellung aus mehreren Isotopen mit einer neuen,
auf Bayesscher Statistik beruhenden Methode konstruiert. Diese Zusammenstellung be-
steht aus einer globalen 14C-Messreihe und sechs lokalen 10Be-Messreihen. Alle 10Be-
Messreihen werden zuerst mithilfe einer Wiggle-Matching-Methode an die 14C-Messreihe
angepasst. Danach wird mittels einer Monte-Carlo-Simulation das Modulationspotenzial
der Sonne bestimmt, welches zu dem jeweiligen Zeitpunkt am besten zu den Isotopen-
daten passt. Daher wird die neue Rekonstruktion im weiteren Verlauf der Arbeit als
Näherungsvariable für die magnetische Aktivität der Sonne verwendet.

In dieser Arbeit werden zwei SATIRE-Varianten (Spectral And Total Irradiance RE-
construction; Rekonstruktion der gesamten und spektral aufgelösten Bestrahlungsstärke)
verwendet, um die langfristigen Änderungen der Bestrahlungsstärke zu rekonstruieren,
nämlich SATIRE-T und SATIRE-M. SATIRE-T verwendet die Anzahl der Sonnenflecken,
um die Entwicklung der magnetischen Komponenten der Sonnenoberfläche herzuleiten
und die Bestrahlungsstärke bis zurück ins 17. Jahrhundert zu rekonstruieren. SATIRE-M
verwendet die kosmogenen Isotope 14C und 10Be als indirekte Anzeiger für die Sonne-
naktivität, um die Bestrahlungsstärke im Holozän zu rekonstruieren.

Da SATIRE-M teilweise auf SATIRE-T basiert, wird SATIRE-T zunächst an einigen
Stellen verbessert (Kap. 4). Nach diesen Verbesserungen werden die freien Parameter
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Zusammenfassung

in SATIRE-T bestimmt und in SATIRE-M weiterverwendet. Wir verwenden SATIRE-
M und die Kombination mehrerer Isotope aus dieser Arbeit, um die Bestrahlungsstärke
über die letzten 9 000 Jahre zu rekonstruieren. Dies ist die erste Rekonstruktion der spek-
tral aufgelösten Bestrahlungsstärke, die nicht nur physikalische Modelle zur Beschrei-
bung aller beteiligten nichtlinearen physikalischen Prozesse verwendet, sondern auch
auf der Kombination mehrerer Isotope basiert. Die rekonstruierten Bestrahlungsstärken
wurden im Rahmen des Palaeoclimate Modelling Intercomparison Project (Paläoklima-
Modellierungsvergleichs-Projekt 4; PMIP4) für Untersuchungen langfristiger Klimaver-
änderungen empfohlen.

Da die kosmogenen Isotopendaten eine Auflösung von 10 Jahren haben, hat auch die
Rekonstruktion der Irradianz mit SATIRE-M die gleiche Auflösung, die Verzerrungen in
Klimamodellen verursachen könnte. Daher wurde ein statistischer Ansatz entwickelt, um
den ungefähr 11-jährigen Sonnenzyklus aus den über ein Jahrzehnt gemittelten Sonnen-
fleckenzahlen zu extrahieren (Kap. 5). Dazu werden die Eigenschaften des Sonnenzyklus
charakterisiert und lineare Beziehungen zwischen diesen und den über ein Jahrzehnt
gemittelten Sonnenfleckenzahlen aufgestellt. Diese simulierte Sonnenflecken-Zahlenreihe
mit 11-jährigen Sonnenzyklen hat eine Auflösung von einem Jahr. Sie wird im SATIRE-
Modell benutzt, um die jährlichen Werte der Bestrahlungsstärke über das Holozän zu
rekonstruieren.

Die Rekonstruktion der Bestrahlungsstärke mit simulierten Sonnenzyklen sind mit
den Rekonstruktionen vereinbar, die auf den direkt beobachteten Sonnenfleckenzahlen
basieren. Diese abschließende Rekonstruktion der Bestrahlungsstärke wurde als Strahlungs-
antrieb für Klimamodelle bereitgestellt. Dies wird hoffentlich helfen, den Grad des Ein-
flusses der Sonne auf das Erdklima über lange Zeiträume besser zu verstehen.

12



1 Introduction

With the goal of better understanding the past variability of the Earth’s climate changes,
this thesis is dealing with solar variability on long time scales (i.e., centuries to millennia),
which is one of the drivers of the Earth’s climate, at least in the past. Therefore, at the
beginning of this thesis, Sect. 1.1, we will briefly address the relationship between our
Sun and the Earth’s climate system. In section 1.2, the basic physics and the background
knowledge of the Sun will be given. Next, section 1.3 reviews our knowledge of the solar
radiative output (solar irradiance), its space-borne measurements and the models.

In this thesis we will later use the SATIRE (Spectral And Total Irradiance REcon-
struction) model to reconstruct the solar irradiance. Hence, Sect. 1.4 gives a more detailed
overview of this model. The proxies of solar activity we use in the two SATIRE models
and their relevant background knowledge will be described in the next chapter.

1.1 Sun-Earth connection
The Sun has a strong influence on the Earth in many respects (from magnetosphere to
the climate) and on various time scales (from days to millennia). The Earth’s magnetos-
phere is modulated by the solar wind (Sect. 2.2) in such a way that the near-Earth space
(magnetosphere, ionosphere, thermosphere) is sensitive to the changes in the heliosphere
and events originating on the Sun. The events produced by short-term variations of the
Sun and their effects on the near-Earth environment are usually dealt by space weather.
For instance, shock waves created by coronal mass ejections (CMEs) are observed to
cause geomagnetic storms. The radio bursts produced by solar flares could disrupt the
radio communication system on the Earth. The solar energetic particles (SEPs) could also
induce strong aurorae in the higher latitudes, sometimes even pose threats to satellites,
electricity facilities, resulting in power shortages (e.g., the Carrington event in 1859).

Solar variations have also great influence on the Earth on longer time scales, particu-
larly on the Earth’s climate, because the Sun is the main source of energy to the Earth.
By analysing the sunspot numbers records (Sect. 2.1), the terrestrial cosmogenic isotopes
data (Sect. 2.4) and the climate-related quantities (such as global sea surface temperature
(SST) and tree growth widths), the relationships between the Sun and the Earth’s climate
have been observed (e.g., Schneider and Mass 1975; Eddy 1976; Reid 1987; Bond et al.
2001). Friis-Christensen and Lassen (1991) has also found the link between the northern
hemisphere temperature and the solar cycle length.

Recently, various surface climate records (e.g., corals, stalagmites, marine sediments)
in the past have suggested that the Earth’s climate might be affected by the long-term
variations of solar activity. One of the classical examples of the relationship between the

13
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Figure 1.1: Schematic indicating the potential mechanisms that might influence the
Earth’s climate (details see text). Reproduced after Gray et al. (2010).

solar activity and the Earth climate is the Maunder minimum, a period between 1645 –
1715 AD. Sunspots seemed to have disappeared during the Maunder minimum, which
was coincident with a long cold period in North America and Western Europe between
mid-15th to mid-19th century (e.g., Mann 2002), also known as the Little Ice Age (LIA).
LIA also covers another extreme of low solar activity between 1640 – 1550 AD (Spörer
minimum). Nevertheless, Jungclaus et al. (2010) has suggested that the LIA might have
been caused by volcanism activities. The particles and aerosols injected along with the
volcano eruptions into the stratosphere could cover the Earth’s surface and block a great
percentage of the incoming solar irradiance, causing lower surface temperature.

There are also other potential astronomical mechanisms of influencing the Earth’s
climate. For instance, the Earth’s orbit parameters change with time. The precession, the
obliquity, and the eccentricity parameters vary with periodicities of ≈23 000, ≈41 000 and
≈100 000 years, respectively (Paillard 2001; Crucifix et al. 2006). With the change of
these orbit parameters, the Sun-Earth distance and the incident angle of the sunlight also
vary. The collective effect of these changing parameters on the Earth climate is known as
the Milankovitch cycle, which is on time scales of a few tens of thousands of years and is

14



1.1 Sun-Earth connection

the prime cause of the occurrence of the glacial/interglacial periods. Additionally, cosmic
rays have also been proposed to affect the Earth global climate (e.g., Ney 1959; Dickinson
1975; Svensmark and Friis-Christensen 1997; Marsh and Svensmark 2000a,b; Dorman
2012). The ions produced by the cosmic rays have been suggested to act as condensation
nuclei and further cluster and become cloud condensation nuclei (CCN). The CCN could
enhance the formation of the clouds (so-called cloud nucleation), increase the cloud cover
area, and further cool the surface temperature. Although the correlation between the cloud
cover and the cosmic ray intensity has been observed by Marsh and Svensmark (2000a),
a solid physical connection between the cosmic rays and the cloud formation is lacking
and the theory is still under debate. The Cosmics Leaving Outdoor Droplets (CLOUD)
experiments (Kirkby et al. 2011) at CERN (European Organization for Nuclear Research)
showed a very limited effect of cosmic ray strength on the CCN formation (Svensmark
et al. 2016; Dunne et al. 2016; Gordon et al. 2017). Consequently, on the time scales we
are concerned with in this thesis, i.e., from centennial to millennial, the solar radiative
flux is still the prime solar source of influence on the global climate.

The two possible mechanisms by which the solar irradiance affects the Earth climate
system: the top-down and the bottom-up effects, are described below and summarized in
Fig. 1.1.

• Top-down mechanism: The chemical processes in the terrestrial atmosphere are
highly wavelength and altitude-dependent. Particularly the stratosphere is sensitive
to wavelengths shorter than 350 nm (viz., UV band). Oxygen molecules absorb the
UV radiation in the Herzberg continuum (200 – 242 nm) and produce oxygen atoms
and ozone. This oxygen photolysis process is responsible for the formation of ozone
and heating up the stratopause region. Moreover, ozone is destroyed after absorbing
the UV radiation in the Hartley-Huggins band (200 – 315 nm). This process is
called photodissociation of ozone, which provides a strong radiative heating in the
lower mesosphere and the upper stratosphere. Simulations show that the changes
in the UV irradiance with the solar cycle affect the stratosphere patterns (Haigh
1996, 1999; Shindell et al. 1999; Larkin et al. 2000; Matthes et al. 2006; Haigh
2007). Perturbations in the stratosphere also influence the troposphere (Gillett and
Thompson 2003; Scaife et al. 2005), where the main climate system performs. This
stratospheric-induced heating propagates downwards to the troposphere and further
affects the climate system. It is, therefore, called the “top-down UV effect” (Kodera
and Kuroda 2002).

• Bottom-up mechanism: After the UV is absorbed by the Earth’s ozone layer, the
remaining solar irradiance (mainly visible and IR radiation) is mostly absorbed in
the cloud-free subtropical regions. The oceans in these regions are heated and va-
porized, which enhances the humidity in the air and strengthens the Hadley and
the Walker circulations. The Hadley (cell) circulation is a global tropical circula-
tion driven by the uprising air in the tropical region and the converging air in the
subtropical region. A strong Hadley circulation results in a larger latitudinal ex-
tent and stronger trade winds (in the northern hemisphere, the warm air falls down
to the surface at around latitude 30◦ and moves south-eastward due to the Corio-
lis force). The Walker (cell) circulation is driven by the unevenly distributed heat
in the eastern and western Pacific ocean. A strong Walker circulation results in a
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higher pressure in the eastern Pacific ocean and lower pressure in the west, leading
to stronger monsoon seasons in the western Pacific countries and cooler SST in the
eastern Pacific ocean caused by the enhancing upwelling current from the bottom
of the ocean. This phenomenon is the so-called La Niña. To the contrary, a weaker
Walker circulation results in warmer SST in the eastern Pacific ocean, causing flood
in Peru and Ecuador and drought in south-east Asia and Australia (El Niño condi-
tion). This collective climate response to the absorption of TSI at or around the
surface region is therefore called the “bottom-up TSI effect” (Cubasch et al. 1997;
van Loon et al. 2007; Meehl et al. 2009).

It is important to note that the response of Earth’s climate system to the solar radiative
flux involves complex atmospheric circulations and feedback mechanisms. Therefore,
both effects might only provide an initial trigger for an overall complexity in the climate
system.

The concept of radiative forcing (RF) is widely used to estimate and analyse the re-
sponse of the Earth surface temperature to the perturbations in the energy budget. RF is
defined as the energy change of the perturbing factors, which influence the energy balance
between the incoming solar irradiance and the emission by the Earth’s atmosphere. These
perturbing factors are called the RF agents, such as the greenhouse gases (GHGs, mainly
methane and carbon dioxide), aerosols and clouds. The RF has units of [W/m2]. A posi-
tive RF, such as an increasing amount of GHGs which absorb IR radiation and re-emit it
back to the Earth’s surface, results in a global temperature increase. A negative RF, such
as an increase amount of aerosol particles which reflect the incoming solar irradiance, re-
sults in a global cooling effect. The change in the RF is found to have a linear relationship
to the change in the surface temperature (Ts):

∆Ts = λs ∆RF, (1.1)

where λs is the climate sensitivity parameter with a typical value ranging from 0.3 – 1.0
K/(W/m2) (Haigh 2007) with a best estimate between 0.6 – 0.8 K/(W/m2) (Solomon et al.
2007; Le Treut 2012). Note that since the Earth reflects about 30% of the incoming solar
irradiance and re-distributes the absorbed irradiance over the global spherical surface, the
change in the RF is not one to one correlated with the change in the TSI. For instance,
a 1.0 W/m2 increase in the TSI only results in a 0.175 W/m2 increase in the RF, which
implies a 0.1 K increase in the surface temperature (by taking λs = 0.6 into account).

It has now been generally agreed within the scientific community that the recent glo-
bal warming is mostly caused by the release of GHGs, which are produced by the large
amount of fossil fuel burning (Solomon et al. 2007). Nevertheless, to better estimate the
level of anthropogenic factors on the Earth’s climate, a good understanding of the natural
cause (e.g., solar irradiation) needs to be taken into account. Since solar irradiance is
an important energy forcing inputs in many climate models (Hansen 2000; Haigh 2001,
2003, 2007; Gray et al. 2010; Jungclaus et al. 2010; Schmidt et al. 2011; Jungclaus et al.
2016; Matthes et al. 2017), reliable reconstructions of both TSI and SSI further back into
the past are needed.
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Photosphere

Figure 1.2: Schematic illustration of the solar structure: from the innermost part (core)
through radiative zone, convection zone, photosphere, chromosphere, transition region, to
the corona. Courtesy of NASA/Jenny Mottar.

1.2 Our Sun
The Sun is located at the centre of the solar system and contributes 99.86% of the solar
system’s total mass. It is a middle-aged (≈4.6 Gyr) star sitting on the main sequence in
the Hertzsprung–Russell diagram. It has a radius, R�, of 695 Mm, and its mass, M�, is
about 2 × 1030 kg. The solar luminosity, L�, which is defined as the total radiated energy
from the entire solar surface, is about 3.8 × 1026 W.

1.2.1 Solar structure

The Sun is stratified in many layers with their unique physical features. The solar structure
from the core to the corona is schematically illustrated in Fig. 1.2. The core has a radius of
0.2 R�. The density and the temperature of the core are so high (150 g/cm3 and 1.57×107

K, respectively) that the thermonuclear processes take place. Energy is generated mainly
through proton-proton (p-p) chain reaction (only less than 1% from the Carbon-Nitrogen-
Oxygen (CNO) cycle). This energy is carried outwards by photons travelling through the
radiative zone, which is between 0.2 – 0.71 R�. In this region, the temperature decreases
with distance from the core and reaches about 5 × 105 K at the top of the radiative zone.
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Figure 1.3: One dimensional profiles of the temperature (black, left y-axis) and density
(red, right y-axis) in the solar atmosphere (above the surface, τ5000Å = 1). The temperature
and density are based on Reeves et al. (1977); Vernazza et al. (1981) and Avrett and Loeser
(1992).

The region from 0.71 R� outward is called the convection zone (Stix 2002). Energy in this
region is transported by the turbulent convection, which can be observed as a granulation
pattern at the photosphere (solar surface). Since the Sun has no solid “surface”, the solar
surface is usually defined as the layer with unity continuum optical depth at 500 nm (i.e.,
τ5000Å = 1).

Above the solar surface is the solar atmosphere, which is usually divided into four
layers (the photosphere, the chromosphere, the transition region and the corona) based
on their physical properties. The 1-D density and temperature stratification profiles of
the solar atmosphere are shown in Fig. 1.3. It is seen that the temperature falls to about
6×103 K in the photosphere and reaches the temperature minimum of 4000 K at ≈500 km
above the solar surface. After reaching the temperature minimum, the temperature of the
atmosphere increases first slowly with height in the lower to the middle chromosphere and
then drastically in the upper chromosphere and in the transition region. Eventually, the
temperature rises abruptly to 1 – 3 ×106 K in the corona. The coronal heating problem
is still one of the greatest unsolved mysteries in solar physics (Parnell and De Moortel
2012). There have been different proposed mechanisms and supportive observations to
explain this drastic temperature increase in the upper solar atmosphere. These mecha-
nisms include acoustic waves proposed by Schwarzschild (1948) and Biermann (1948),
small-scale magnetic field reconnection (nanoflares, Parker 1972, 1983, 1988; Hudson
1991; Priest et al. 2002), and magnetohydrodynamics waves (Alfvén wave dissipation,
Alfvén 1947; Heyvaerts and Priest 1983; van Ballegooijen et al. 2011). The corona is the
outermost part of the solar atmosphere which extends outwards for several solar radii. Its
structure is dominantly sculptured by magnetic fields.

The solar structure also determines the solar rotational behaviour. While the Sun
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Figure 1.4: Schematic of the solar flux transport dynamo processes. Outer blue mesh
represents the solar photosphere and the inner red sphere represents the radiative core,
which rotates as a rigid body (see text for the detailed explanation of the process). Adapted
from Dikpati and Gilman (2007).

rotates like a rigid body uniformly in the radiative interior, the solar rotation rate depends
on latitude and depth in the convection zone (Goode 1995; Elsworth et al. 1995; Schou
et al. 1998; Howe et al. 2000). This is the so-called differential rotation, which can also be
observed in other astronomical objects, such as Jupiter, Saturn, other stars and galaxies.
The transition layer between radiative zone and convection zone has a strong shear, and
is called the tachocline (Spiegel and Zahn 1992). At the solar surface, the solar sidereal
(with respect to the sky background) rotation has a period of ≈25 days at the equator to
≈35 days near the poles (e.g., Thompson et al. 1996).
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1.2.2 Solar magnetic activity
The solar magnetic field is responsible for many observable solar phenomena above the
solar surface, such as sunspots, prominences, CMEs and flares. Although the exact solar
dynamo mechanism is still unknown and debated, there is some degree of agreement and
consensus between proposed models (for details, see review by Charbonneau 2010). The
solar magnetic field is believed to be generated at the bottom of the convection zone (pos-
sibly near the tachocline, an interface layer between two zones) and is sustained through
the solar cycle dynamo. The proposed surface flux transport model has found to success-
fully reproduce certain main surface magnetic features throughout the 11-year solar cycle,
as illustrated in Fig. 1.4.

As mentioned, the radiative zone rotates as a rigid body while the convection zone
rotates with varying velocities in latitude and radius. This strong shear produces a toroidal
field from the poloidal field (Ω-effect), shown in Figs. 1.4a – 1.4b. Due to the enhanced
buoyancy of the plasma, the magnetic fields start twisting while rising to the surface from
the bottom of the convective zone (Babcock-Leighton mechanism). As the twisted loops
emerge at the photosphere, the foot points of these loops form sunspots with opposite
polarities1. The sunspots have tilt angles due to the Coriolis force (Joy’s law), as shown
in Figs. 1.4c – 1.4f (α-effect). Figures 1.4g – 1.4i illustrate the meridional flows in the
convection zone (a flow toward the poles at the surface and toward the equator below
the surface as shown with yellow circles in the figure) bringing the decayed products of
active regions polewards. The magnetic fields follow the meridional flow to the bottom
of the convection zone and eventually form a poloidal field with an opposite magnetic
orientation compared to the beginning of the process. This process takes roughly between
8 – 14 years (on average 11.2 years) and therefore is also known as the 11-year solar
cycle. The model successfully reproduces many features of the solar magnetic cycle (e.g.,
Babcock 1961; Leighton 1969; Dikpati and Gilman 2007).

The magnetic fields that are strengthened through the solar dynamo mechanism leave
the location of the dynamo at the bottom of the convection zone, emerge to the solar sur-
face and form various observable magnetic structures at the solar surface. These structures
are observed with a wide range of magnetic intensity, morphology, lifetime and size. Lar-
gely, the magnetic structures are categorized into three regions: the active regions (AR),
the ephemeral regions (ER), and the quiet Sun region (QS):

• Active regions (AR): Sunspots are the most prominent features of active regions with
a typical lifetime of days to weeks. They appear in a latitude range of ±5◦ – ±40◦,
which are called the activity belts. The magnetic fields emerge outwards from the
photosphere and form magnetic bipoles on the solar surface (Parker 1979; Spruit
and Roberts 1983; Fan et al. 1994). The foot points of sunspots have strong vertical
magnetic fields of ≈3000 – 4000 Gauss (Livingston 2002). These strong magnetic
fields suppress the convection underneath the solar surface, which results in lower
temperatures (≈4500 K) of the sunspots compared to the surrounding photosphere
(quiet Sun ≈5780 K, Rempel and Schlichenmaier 2011; Solanki 2003). Hence, the
central regions of the concentrated magnetic fields (umbra) have a brightness of

1The orientation of two sunspot bipoles in the same hemisphere within the same solar cycle is constant
but is opposite to the other hemisphere. The orientation also alternates from cycle to cycle. This is called
the Hale’s polarity law (Hale and Nicholson 1925).
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Penumbra

Umbra

Figure 1.5: High resolution image of a sunspot (umbra and penumbra) observed by the
New Solar Telescope installed at the Big Bear Solar Observatory, California. Courtesy of
BBSO / NJIT

10 – 30% of the quiet Sun (Mathew et al. 2007). The penumbra is the extended
region around the umbra, which has more inclined (i.e., more nearly horizontal)
magnetic fields, and appears less dark than the umbra (75 – 85% of quiet Sun brig-
htness). Penumbrae typically have temperatures of about 5400 K with magnetic
field strengths of 1000 – 2000 Gauss (Solanki 2003). The energy blocked by suns-
pots is re-distributed in the convection zone owing to the heat conductivity of the
solar plasma (Spruit 2000). Sunspots have average sizes of up to ≈50 – 60 Mm
in diameter. A highly spatially-resolved image of a sunspot with clear umbra and
penumbra areas is shown in Figure 1.5.

Faculae are another typical magnetic feature associated with active regions and ac-
companying sunspots. Faculae are composed of highly magnetically concentrated
features with a similar magnetic structure as in sunspots but smaller in size (a single
magnetic element is from a few to tens of kilometers to a few hundred kilometers
in diameter, Meunier 2003; Lagg et al. 2010). Although individual small bright
magnetic elements are difficult to perceive, a group of the elements can be easily
observed. Recently observations2 from the SUNRISE balloon-borne solar obser-

2In 2009 and 2013, from Kiruna, Sweden to northern Canada.
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Figure 1.6: Sketch of a small-scale magnetic element which make up network and facu-
lae. The magnetic flux tube is within the two black curves. The blue boundary shows the
same level of optical depth (τ5000Å = 1), where below is the convection zone and above
is the photosphere. ∆Z represents the Wilson depression due to the strong magnetic field
inside the tube. The convective and radiative energy coming from below the solar sur-
face are represented by red arrows (subscripts i for inside the tube, and e for the external
surrounding). The radiation emitted through the walls of the flux tube (hot wall) is repre-
sented by the yellow arrows. Green arrows represent the mechanical energy flux excited
by the turbulent motions in the convective zone. Reproduced after Solanki et al. (2013).
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vatory were able to detect and resolve the fine structures and the magnetic fields
with a very high spatial resolution (under 100 km) on the solar surface (Solanki
et al. 2010, 2017; Lagg et al. 2010). The total surface coverage of faculae is an
order of magnitude larger than that of sunspots (Solanki 1999). The ratio between
facular area and sunspot area varies from 10 – 30 during solar maxima to 30 – 50
during solar minima (Chapman et al. 1997; Fligge et al. 1998). The structure of a
small-scale magnetic element is illustrated in Fig. 1.6. The blue line indicates the
optical depth unity surface (solar surface, τ5000Å = 1) and the black curves in the
middle illustrate the magnetic flux tube boundaries. Because of the strong magne-
tic field inside the flux tube, the convection inside it is suppressed. The strong field
produces magnetic pressure, which balances with the surrounding gas, and causes
the depression of the optical depth unity surface (Wilson depression). This allows
us to see deeper in the flux tube (indicated by depth ∆Z) below the surface. The
energy is transported upwards (red arrows) in the convection zone and radiates into
the optically thin flux tube (yellow arrows) from the walls of the tube and heats up
the interior of the tube (therefore the name “hot wall”). The escaping photons from
the hot walls can be easily observed, especially when the structure is located near
the limb (Spruit 1976; Carlsson et al. 2004; Keller et al. 2004). Moreover, the tur-
bulent movements in the surrounding convective zone can shake the magnetic tube
and excite mechanical waves. The mechanical energy propagates upwards to the
upper photosphere and the chromosphere, where it can dissipate and heat the local
gas and cause the strong emission in UV wavelengths and in the Ca II H, K lines
(Rezaei et al. 2007; Schrijver et al. 1989). The latitudinal distribution of faculae is
about 15◦ broader compared to the sunspots.

• Ephemeral regions (ER): Ephemeral regions are small and short-lived bipolar regi-
ons on the solar surface distributed widely in latitudes. Figure 1.7 shows a full-disc
magnetogram of the Sun. Black and white regions represent the negative (inwards)
and positive (outwards) magnetic polarities, respectively. The white box encloses
an active region which is enlarged in two smaller flanking panels (upper: magneto-
gram; lower: continuum image). A comprehensive work done by Harvey over more
than one decade (between the end of the cycle 20 to the beginning of the cycle 22)
reveals many detailed physical characteristics of ERs. Their lifetimes are typically
of hours, and their diameters are a few to tens of Megameters (Harvey and Martin
1973; Title 2000; Hagenaar 2001). The total magnetic flux of ERs has a wide range
between 1017 – 6.7 × 1019 Mx with an average value found to lie in the range bet-
ween 9.3× 1018 – 3× 1019 Mx (Harvey and Martin 1973; Martin and Harvey 1979;
Zwaan 1985; Harvey 1992; Hagenaar 2001; Hagenaar et al. 2008; Wang et al. 2012;
Zhao and Li 2012; Yang and Zhang 2014). A relationship between the ER cycle
and the corresponding AR cycle has also been found. For instance, the amplitude
of the ER cycle can be described linearly proportional to that of the AR cycle (Mar-
tin and Harvey 1979). Furthermore, Martin and Harvey (1979) and Harvey (1993,
1994) have also found that the ER cycles tend to appear a few years (typically 2 –
3 years) earlier and last longer than the corresponding AR cycles. Therefore, the
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Full-disk Magnetogram
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Figure 1.7: Full disc magnetogram of the Sun on 30th May. 2011. The black and white
regions represent the negative (into the surface) and positive (out of the surface) magnetic
polarities, respectively. An active region is framed by a white box and is enlarged in
two flanking panels (upper: magnetogram, lower: continuum image). Small ephemeral
regions are indicated by the white arrows. Adapted from Yeo et al. (2013).

ER cycles from two consecutive cycles overlap each other during the solar activity
minima. This overlap of ER cycles is possibly responsible for the secular change in
the photospheric magnetic field and the irradiance (Solanki et al. 2000, 2002b).

• Quiet Sun (QS): The regions free of, or with only weak magnetic field, are called
the quiet Sun. The quiet Sun is mostly covered by granules, which are overturning
convective cells. Granules were first observed and described by Herschel (1801).
The hot plasma in the convection zone rises to the solar surface at the centre of a
cell, then cools down and sinks back to the convection zone at the cell boundaries
(e.g., Nordlund et al. 2009). As a result, the boundaries of the cells appear darker.
Carried by the convective motions, the magnetic field aggregates in the intergranular
lanes (the boundaries between granules). The sizes of granules are usually about
a few thousand kilometres. The granules are highly dynamic and evolve on time
scales of about 5 – 10 minutes. They appear and disappear instantaneously due
to the convective motion of the plasma and appear in various sizes and irregular
shapes. A granular pattern in the quiet Sun region observed by the Swedish Solar
Telescope at a high spatial resolution (Scharmer et al. 2003) is shown in Fig. 1.8.
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Figure 1.8: Image of granulation pattern in the G-continuum. Taken from the Swedish
1-m Solar Telescope and Institute of Theoretical Astrophysics, Oslo.
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1.2.3 Solar cycles
Through his observations of the number of sunspot, Heinrich Schwabe discovered the so-
called 11-year solar cycle in 1843 (Schwabe 1844). Later, it became clear that apart from
the sunspot number, other solar observables also vary over the course of the solar cycle.
For instance, the emergence latitudes of sunspots vary with the phase of the 11-year solar
cycle. The sunspots typically emerge at around ±30◦ – ±40◦ latitude at the beginning
of a cycle and migrate to ±5◦ latitude at the end of a solar cycle (Spörer Law of Zones,
Maunder 1903). The migrating pattern forms the well-known butterfly diagram.

Herschel (1801) argued that the Sun is darker during the solar maxima due to the pre-
sence of more sunspots and the radiative output is therefore reduced. Today, this hypot-
hesis has been proven wrong, and the TSI is found to vary in-phase with the 11-year solar
cycle (Sect. 1.3.1). The increase of the TSI during solar maxima is due to the dominating
presence of the bright faculae, which accompany sunspots and overcompensate the suns-
pot darkening. Moreover, the solar magnetic field is weaker during solar minima while
it is stronger during solar maxima (Chap. 4). Some other solar phenomena, such as so-
lar flares, prominence eruptions and CMEs also occur more frequently around the solar
maximum periods than during solar minimum periods.

Aside from the 11-year solar cycle, solar variation with longer periodicities have also
been noticed. For example, a longer trend with a periodicity of ≈90 years (Gleissberg cy-
cle, Gleissberg 1939, 1960; Garcia and Mouradian 1998; Feynman and Ruzmaikin 2014;
Vázquez et al. 2016) is also observed in the sunspot number record. Others, such as the
De Vries (or Suess) cycle with a periodicity of ≈200 years (Suess 1980), an unnamed
cycle with a periodicity of ≈600 – 700-years cycle (Vitinskij et al. 1986; Sonett and Fin-
ney 1990), ≈1000-year Eddy cycle (Eddy 1976; Stuiver et al. 1995), ≈2300 – 2400-year
Hallstatt cycle (Stuiver et al. 1991; Damon and Sonett 1991; Damon and Jirikowic 1992;
Vasiliev and Dergachev 2002) and an even longer unnamed 6000-year cycle (Xapsos and
Burke 2009) have also been claimed to be present in the long-term cosmogenic isotope
records. In particular, the 6000-year cycle is still doubtful since the cosmogenic isotope
data covers only about 11 000 years.

By analysing the isotope-based SN reconstruction, the solar activity has been found to
show many extended active and quiet periods in the past. The strongest of these are called
grand maxima and grand minima, respectively. Commonly, a grand maximum (grand
minimum) is defined as the a period when the sunspot numbers are higher than 50 (lower
than 15) for at least two consecutive decades (Usoskin et al. 2007). There have been at
least 20 grand maxima and 27 grand minima identified over the Holocene3 (e.g., Usoskin
et al. 2007, 2016c; Inceoglu et al. 2015). Over the last millennium, there are five grand
minima confirmed: the Oort minimum (1010 – 1050 AD), the Wolf minimum (1280 –
1340 AD), the Spörer minimum (1460 – 1550 AD), the Maunder minimum (1645 – 1715
AD), and the Dalton minimum (1790 – 1830 AD).

Studies have shown the grand minima tend to occur in clusters within 2000 – 3000
years while the occurrence rate of grand maxima follows an exponential distribution (Us-
oskin et al. 2007). The Sun may spend as much as ≈16 – 33% of its time in grand minima
(Usoskin et al. 2016a) and up to 12% of the time in a state of high activity (Usoskin
et al. 2006a; Usoskin 2017). During the last 7 decades, the solar activity has been re-

3Approximately 11 700 years after the last ice age till now.
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ported to be in an unusually high state (Usoskin et al. 2003; Solanki et al. 2004), with a
doubled average sunspot number between 1950 – 2000 compared to that between 1750
– 1900. The recent active period has been regarded as a modern grand maximum (Ziȩba
and Nieckarz 2014; Usoskin 2017) while the observed sunspot numbers in the last two
cycles (#23 and #24) started to decrease and the solar activity has returned to a moderate
state. Although some authors have proposed that the Sun is entering the next Maunder
minimum-like state (e.g., Zolotova and Ponyavin 2014; Zharkova et al. 2015; Zachilas
and Gkana 2015), it is important to note that our ability of predicting solar activity is still
very limited and has large uncertainties (Cameron et al. 2013). Statistically, after a period
of moderate activity following a grand maximum, the next grand extremum could be a
grand maximum as likely to be a grand minimum (Solanki and Krivova 2011).

1.3 Solar total and spectral irradiance
For a long period of time, the radiative output of the Sun was thought to be invariant,
and therefore termed the “solar constant”. Even though the relationship between the solar
energy output and the solar magnetic activity was speculated long before the direct me-
asurement of the solar irradiance (Abbot 1923; Smith and Gottlieb 1975; Eddy 1976), it
was impossible to accurately measure the solar spectral irradiance by ground-based instru-
ments due to the atmospheric interference. Solar radiometers onboard of many satellites
(Sect. 1.3.1) revealed the fact that indeed the solar energy output is not only varying at all
time scales but also correlated strongly with the solar magnetic activity.

The Sun is continuously radiating energy outwards. This energy is a function of wa-
velength and is termed the solar irradiance. Total solar irradiance (TSI) is the spectrally-
integrated energy flux per unit area that is normalized to 1 AU (annual mean distance
between the Sun and the Earth; 149 597 870 km), while the spectrally-resolved irradiance
is termed solar spectral irradiance (SSI).

The TSI is primarily dominated by the visible and infrared (IR) bands of the spectrum
(which contribute ≈39% and ≈53% of the TSI, respectively) and about 30% of the TSI
comes from the wavelengths longwards of 1000 nm (Woods et al. 2009). The TSI varies
at a level of ≈0.1% on 11-year solar cycle time scale and can sometimes reach 0.3% on the
solar rotation time scale because of the passage of the bright/dark features (Ermolli et al.
2013). While the ultraviolet (UV) contribution to the TSI is small (< 8%), it contributes
more than 50% of the TSI variability (e.g., Floyd et al. 2003; Krivova et al. 2006). In the
following, we will give a brief review of the history of measuring the solar irradiance, its
origins, and the models.

1.3.1 Measurements
1.3.1.1 Measurements of TSI

Before the satellite era, the solar irradiance was measured as a constant value with a wide
range from 1338 W/m2 to 1428 W/m2 (see reviews by Smith and Gottlieb 1974; Froehlich
and Brusa 1981). The TSI measurements were so inaccurate that the subtle changes in
the solar irradiance could not be detected.
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Figure 1.9: Space-based TSI measurements covering the period of 1978 – 2018. Indivi-
dual measurements of different satellites are shown by different colours (labelled in the
plot). The monthly mean sunspot numbers are represented by dots in the bottom part of
the plot. Courtesy of G. Kopp4.

Direct measurements of TSI by space-based instruments began with a series of satel-
lites missions in 1978 (Willson et al. 1981; Rottman 1988; Floyd et al. 2003; Fröhlich
2012; Kopp 2014). Fig. 1.9 summarizes the space-based TSI measurements over time,
with different colours indicating different satellites. The corresponding sunspot number
is plotted at the bottom. It is noticeable that all the measurements share similar traits in
the solar irradiance, such as the presence of the 11-year solar cycle and the short-term
peaks and dips due to the passage of surface magnetic features across the solar disc (Will-
son et al. 1981; Hudson et al. 1982; Foukal and Lean 1986). However, it is obvious that
the absolute levels of these measurements (especially at early times) do not match each
other. The TSI values measured by the SORCE/TIM5 are ≈5 W/m2 lower than other the
measurements by other contemporaneous instruments, which themselves disagree by a
few W/m2.

These differences came from the optical (aperture) design. It has been demonstrated
by the TSI radiometer Facility (TRF, Kopp et al. 2007) that the other instruments (e.g.,
ACRIMSAT/ACRIM6 and SoHO/VIRGO7) had a different arrangement of two apertures

4http://spot.colorado.edu/~koppg/TSI/
5Total Irradiance Monitor onboard the SOlar Radiation and Climate Experiment satellite.
6Active Cavity Radiometer Irradiance Monitor onboard the Active Cavity Radiometer Irradiance Moni-

tor SATellite.
7Variability of SOlar Irradiance and Gravity Oscillations onboard the Solar Heliospheric Observatory.
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(view-limiting and precision aperture), which allowed radiation to be deflected inside the
cavity (Kopp et al. 2007; Fröhlich 2012). The optical design of TIM has successfully
reduced the effects of scattered light and diffraction in the instrument. Following this, the
measurements from other instruments have been calibrated and adjusted downwards to
the TIM measurements. This lower level of TSI measurements has been validated by the
recently launched Picard/PREMOS8 instrument (Schmutz et al. 2009, 2013). It was the
only TSI radiometer, which was calibrated in vacuum at full TSI power levels prior to its
launch. Therefore, the lower TSI level measured by the SORCE/TIM is likely accurate. In
this thesis, we take the value of 1360.52 W/m2 for the 2008 minimum (averaged over the
period November 2008 to January 2009) based on the SORCE/TIM measurement (Kopp
and Lawrence 2005; Kopp et al. 2005a,b).

Due to the limited lifetime of the instruments, all the measurements lasted not lon-
ger than one full solar cycle, which makes it difficult to assess the long-term secular
change. Due to the change in the instrumental sensitivity and their degradation over time,
it is not trivial to calibrate all the measured records and to determine the long-term solar
variability. To meet this need, three composites were, therefore, constructed: (1) PMOD
(Fröhlich 2000, 2003, 2006, 2009) (2) IRMB (also called RMIB, Dewitte et al. 2004), and
(3) ACRIM (Willson and Hudson 1991; Willson 1997; Willson and Mordvinov 2003), as
shown in Fig. 1.10.

These three different composites agree with each other well in short-term changes
while the difference in the long-term trend (see Fig. 2 in Solanki et al. 2013) is more
critical, especially in many climate studies. For instance, the PMOD composite shows
a continuous increasing trend from the solar activity minimum in 1986 to the 2008 mi-
nimum. The ACRIM composite shows an increasing trend from the solar minimum in
1986 to the 1996 minimum and a decreasing trend from the solar minimum in 1996 to
the 2008 minimum. The IRMB composite shows a continuous increasing trend from the
solar minimum in 1986 to the 2008 minimum (opposite to the PMOD). A large part of the
difference in the long-term trend among the three TSI composites is due to the correction
of the early series measured by Hickey-Frieden (HF) radiometer onboard Nimbus-7/ERB9

(Fröhlich 2006, 2012). Only PMOD composite record applies such correction while both
ACRIM and IRMB composites do not.

1.3.1.2 Measurements of SSI

The SSI has been observed by various space-borne instruments over the last four decades.
Each instrument covers different observation periods and spectral ranges, as summari-
zed in Fig. 1.11. The early measurements of the SSI were limited to the UV wave-
length range below 400 nm. As with TSI (Sect. 1.3.1.1), UV radiation (120 – 400 nm)
was monitored almost without interruption since 1978, started with the measurement by

8Precision Monitor Sensor on board the Picard satellite.
9Earth Radiation Budget instrument onboard the Nimbus-7 satellite
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Figure 1.10: Three composite records of TSI since 1978: (a) PMOD, (b) ACRIM, (c)
IRMB. Courtesy of PMOD/C. Fröhlich10.

Nimbus-7/SBUV11 (Cebula et al. 1992). Since 1991, UARS/SOLSTICE12 (Rottman et al.
1993) and UARS/SUSIM13 (Brueckner et al. 1993) provided the two main UV observa-
tion records (e.g., Floyd et al. 2003). Later, ERS-2/GOME14 (launched in 1996; Weber
et al. 1998; Munro et al. 2006) and ENVISAT/SCIAMACHY15 (launched in 2002; Sku-
pin et al. 2005) started to measure a wider range of solar spectrum, in the 240 – 790 nm
and 240 – 2380 nm, respectively. However, these two instruments were focused on at-
mospheric sounding and lacked of in-flight degradation tracking, making them unsuitable
for the study of solar SSI variation. With the launch of the SORCE satellite in 2003, a
broad spectral range of SSI (from Lyman-α to 2 400 nm) with a high temporal resolution
was available since 2004. The regular measurements were made by two instruments: the
SORCE/SOLSTICE (Snow et al. 2005) and the SORCE/SIM (Harder et al. 2005, 2009).

Consistent phenomena have been observed among the SSI measurements, revealing
that the relative SSI variation is strongly wavelength-dependent and increases towards
shorter wavelengths (Fig. 3 in Solanki et al. 2013). The visible and IR ranges have the

10https://www.pmodwrc.ch/en/research-development/solar-physics/tsi-composite/
11Solar Backscatter Ultraviolet Radiometer.
12Solar Stellar Irradiance Comparison Experiment onboard the Upper Atmosphere Research Satellite.
13Solar Ultraviolet Spectral Irradiance Monitor.
14Global Ozone Monitoring Experiment onboard the second European Remote Sensing satellite.
15SCanning Imaging Absoption spectroMeter for Atmospheric CHartographY on board the ENViron-

mental SATellite.
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1.3 Solar total and spectral irradiance

Figure 1.11: Timeline (X-axis) and spectral range (Y-axis, above 100 nm) of the SSI
observations since 1965. Taken from Ermolli et al. (2013).

least variability (≈0.1%), whereas the variability of 1% to 100% are observed in the UV
wavelengths (e.g., Floyd et al. 2003). For extent details of the SSI measurements, we refer
to the reviews by Domingo et al. (2009); Fröhlich (2012); Ermolli et al. (2013); Solanki
et al. (2013) and Yeo et al. (2014a).

1.3.2 Physical mechanisms of solar irradiance

From the space-borne measurements with high temporal and spatial resolutions, it is seen
that the solar irradiance varies at all time scales, driven by a range of physical processes.
The acoustic oscillations excited by the turbulent motions in the convection zone is a sig-
nificant source of the irradiance variation around 5 minutes (p-modes, Gough and Toomre
1991; Christensen-Dalsgaard 2002). The granulation is responsible for the variation be-
tween minutes to hours (Hudson 1988; Gough and Toomre 1991; Seleznyov et al. 2011;
Shapiro et al. 2017).

On time scales longer than one day to decades, solar irradiance variability is modula-
ted mainly by the photospheric magnetic activity, namely, the evolution process and the
spatial distribution of the solar surface magnetism. While sunspots have typical life times
of a few weeks, faculae usually live much longer. Additionally, as introduced in Sect.
1.2.2, the ERs are the main contributor to the secular change due to the overlap of two
consecutive ER cycles. As a consequence, the changes of solar irradiance on time scale
longer than one day could be contributed mainly by the summed effects of the darkening
and brightening caused by solar surface magnetic features.

The thermal relaxation of the convection zone dominates the variation on time scale
of about 105 years (Spruit 2000). On time scale longer than 106 years, the variation of
the solar irradiance results from the changes in the chemical composition of the Sun’s
core (Sackmann et al. 1993; Charbonnel et al. 1999; Mowlavi et al. 2012). In this thesis,
we study the solar irradiance variability on time scale of centuries and millennia. The
changes caused by the oscillations, granulation and the long-term chemical evolution in
the core are not considered.
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1.3.3 Models of irradiance variability

The satellite measurements of solar irradiance, as introduced in the previous sections,
cover only a limited period of time (≈four decades), with significant uncertainty and in-
strumental degradations. Therefore, modelling the solar irradiance and its variability can
assist us not only to better understand the physical processes of the solar irradiance vari-
ability, but also to reconstruct the solar variability in the past.

Since we are focussing on the solar irradiance variability on time scales of days to
millennia, which is thought to be caused mainly by the surface magnetic variability (Sect.
1.3.2), the present-day models that employ such an assumption (namely that the solar
variability on time scales longer than a day is driven by the distribution and the evolution
of the solar surface magnetism) have been the most successful in reproducing the observed
solar irradiance variability. Therefore, knowledge of the evolution of the solar surface
magnetic fields is required for the models on these time scales.

Various models use different proxies, or their combinations, to describe the effects of
either the sunspot darkening or the facular brightening. In Sect. 1.3.3.1 we will give an
overview of the proxies used by different models. Next, two classes of currently existing
TSI/SSI models, “proxy” and “semi-empirical” models, are described in Sect. 1.3.3.2 and
1.3.3.3, respectively.

1.3.3.1 Proxies

By investigating the early TSI measurements, Willson et al. (1981), Hudson et al. (1982)
and Foukal and Lean (1986) have found that certain apparent peaks and dips shown in
the TSI records coincided with the passage of sunspots and faculae. Therefore, with the
development of modelling the solar irradiance, indices of surface bright and dark features
became crucial ingredients.

The dark (sunspots and pores) and the bright (faculae and networks) features can be
represented by various relevant observable quantities. The influence of darkening is usu-
ally represented by the sunspot number or the photometric sunspot index (PSI, Hudson
et al. 1982; Froehlich et al. 1994). The brightening is typically represented by the chro-
mospheric indices, such as the F10.7 radio flux (Tapping 1987, 2013), Mg II (Heath and
Schlesinger 1986) and Ca II K-line (Keil et al. 1998). Others, such as full-disc inten-
sity images and magnetograms, can also help to determine the surface coverages and the
brightening/darkening effects.

Potentially, full-disc Ca II K spectroheliograms could be useful for determining the
plage16 regions in the past (Skumanich et al. 1975; Schrijver et al. 1989; Loukitcheva
et al. 2009), as they have been recorded regularly since the beginning of the 20th cen-
tury. However, these observations from many observatories around the globe suffer from
various artefacts and problems, which make them difficult to employ in long-term so-
lar variability studies. These issues are: lack of photographic calibration, undocumented
instrumental changes and the decay of the photographic plates (Ermolli et al. 2009). An
accurate processing and careful analysis of all available historical data are hence required.
A comprehensive work, including developing an automatic processing and photometric

16The choromospheric regions corresponding to faculae.
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calibrations, correcting various artefacts and applying the central-to-limb variation (CLV),
was performed by Chatzistergos et al. (2018) and is still in progress.

All the mentioned indices above are limited by the observational periods, and most of
them are only available for few decades with reliable quality. Among them, group sunspot
number is the only record that covers the entire four centuries (Hoyt and Schatten 1998).
Nevertheless, mistakes and errors have been reported in the early period of this record.
There are many proposed revised sunspot number series (e.g., Lockwood et al. 2014c;
Cliver and Ling 2016; Svalgaard and Schatten 2016; Usoskin et al. 2016c; Chatzistergos
et al. 2017), but none of these has been universally accepted so far. Consequently, the
topic is still under debate (more details see Sect. 2.1).

To go even further back in time, indirect proxies of solar activity are needed. Con-
centration of the cosmogenic isotopes (14C, 10Be and 36Cl) in terrestrial natural archives
have been found to be associated with the solar magnetic activity (e.g., Stuiver 1961; Lal
and Peters 1967; Eddy 1976; Stuiver and Quay 1980; Beer et al. 1988, and Sect. 2.4).
This is because they are mainly produced in the terrestrial atmosphere by high-energy ga-
lactic cosmic rays, whose intensity is highly modulated by both the geomagnetic field and
the solar magnetic field (e.g., Masarik and Beer 1999; Beer 2000a; Usoskin et al. 2002;
Muscheler et al. 2004; Caballero-Lopez and Moraal 2004).

1.3.3.2 Proxy models

Proxy models use the said indices (Sect. 1.3.3.1) to describe the effects of the sunspot
darkening and the facular brightening directly. The TSI and SSI variability reconstructed
by this type of models are calculated using linear combination of these solar activity in-
dices. The coefficients of the combination are obtained from the regression of the indices
to the measured TSI/SSI (Hudson et al. 1982; Oster et al. 1982; Chapman and Boyden
1986; Foukal and Lean 1986; Chapman et al. 1996, 2012, 2013; Lean et al. 1997; Lean
2000; Preminger et al. 2002; Coddington et al. 2016; Yeo et al. 2017a).

In the proxy models, the UV variability is usually determined by fitting the index
data to the rotational variability in the measurements. Therefore, such models have to
rely on reliable measurements of solar irradiance, and are often limited by the availability
of the measurements and the uncertainties in the index data. In addition, these models
usually assume a linear indices-to-irradiance relationship at all time scales, which is not
true for the chromospheric indices (Solanki and Krivova 2004; Foukal et al. 2011). As a
consequence, reconstructing SSI by proxy models is not straightforward.

The two main current proxy models are the NRLTSI/NRLSSI17 (Lean et al. 1997;
Lean 2000; Coddington et al. 2016) and the EMPIRE18 (Yeo et al. 2017a). As the names
suggest, NRLTSI gives only the TSI, while NRLSSI provides only the spectral irradiance.
In contrast, EMPIRE gives both, TSI and SSI. The NRLSSI reconstructions have been
reported to provide a weaker solar cycle variation in the UV than the reconstructions
with the EMPIRE model (Yeo et al. 2017a) and the semi-empirical model by Morrill
et al. (2011). The difference between the NRLSSI and the EMPIRE is attributed to the
different statistical approaches. While the NRLSSI model uses the ordinary least squares
(OLS) regression, which assumes the uncertainties in the predictors are negligible, the

17Naval Research Laboratory Solar Spectral Irradiance.
18EMPirical Irradiance REconstruction.
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EMPIRE applies the orthogonal distance regression (ODR) regression, which takes those
uncertainties into account.

On time scales longer than centuries, when the directly observed indices are not avai-
lable, cosmogenic isotopes are used as indirect indicators (proxies) of solar activity. The
isotope data are usually first converted into a Sun-related parameter, solar modulation
potential (φ, Sect. 2.3.1). Steinhilber et al. (2009, 2012) and Delaygue and Bard (2011)
used simple linear regressions between φ and the other solar quantities (e.g., TSI and open
magnetic flux) to estimate the solar irradiance. However, these linear approaches limit the
ability to calculate the spectrally-resolved irradiance and only the TSI reconstructions are
available. Furthermore, there are various non-linear processes involved at multiple stages
in the chain of processes, which eventually lead to the production of the cosmogenic iso-
topes (Sect. 2.3). The reconstructions based on linear estimation methods might therefore
not be realistic and have large uncertainties.

1.3.3.3 Semi-empirical models

The second type of the TSI/SSI models, semi-empirical models, divide the solar sur-
face into multiple features, termed “components”. The filling factors (the coverages) and
the time-evolution of these components in such models are determined from full-disc
(spatially-resolved) observations (Fligge et al. 2000; Krivova et al. 2003; Ermolli et al.
2003, 2011; Fontenla and Harder 2005; Wenzler et al. 2004, 2005, 2006; Shapiro et al.
2010; Yeo et al. 2014b). Next, the time-independent intensity spectrum of each compo-
nent is employed to calculate the solar irradiance at any given time. The intensity spectra
are calculated using spectral synthesis codes to the corresponding semi-empirical model
atmospheres of the surface features (Fontenla et al. 1999, 2004, 2009, 2011; Unruh et al.
1999; Shapiro et al. 2010). Semi-empirical models calculate the SSI in a more straight-
forward way compared to the proxy models. Moreover, semi-empirical models are able
to take the CLV of each component into account.

On millennial time scales, Vieira et al. (2011) used cosmogenic isotopes (both 14C and
10Be) as solar activity indicators, from which the other surface components were deduced,
to calculate the TSI over the Holocene. On the other hand, Shapiro et al. (2011) used only
10Be as a proxy of solar activity to linearly calculate the SSI of the “quiet sun component”
and, used sunspot number as the “active sun component” after 1610. Therefore, they
might have underestimated the overall solar irradiance for the period prior to 1610 owing
to the unavailability of the sunspot records.

The present-day semi-empirical models are: SATIRE (Spectral And Total Irradiance
REconstruction, Fligge et al. 2000; Solanki et al. 2002b; Krivova et al. 2003; Krivova and
Solanki 2005; Krivova et al. 2006, 2007, 2010; Vieira et al. 2011; Ball et al. 2014; Yeo
et al. 2014b), including the newest and a more physics-based generation, SATIRE-3D
(Yeo et al. 2017b), using state-of-the-art 3-D model atmospheres generated with the 3-D
radiation MHD MURaM19 simulation (Vögler et al. 2005); (2) SRPM20 (Fontenla et al.
1999, 2004, 2006, 2009, 2011); (3) OAR21 (Ermolli et al. 2003, 2011, 2013; Penza et al.

19MPS/University of Chicago Radiative MHD.
20Solar Radiation Physical Modelling.
21Osservatorio Astronomico di Roma.
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2003); and (4) COSI22 (Haberreiter et al. 2005, 2008; Shapiro et al. 2010, 2011, 2013).
Among these, the most versatile and advanced semi-empirical model to date is the

SATIRE family of models. The model employs different indices of solar magnetic acti-
vity, depending on the time scales. Two versions of the SATIRE model, SATIRE-T and
SATIRE-M, are employed in this thesis. In the following sections, we will describe the
SATIRE models in more detail.

1.4 SATIRE model
As most of the currently existing models, SATIRE is based on the assumption that the
solar variability on time scales longer than approximately one day is only caused by the
solar surface magnetism (e.g., Fligge et al. 2000; Krivova et al. 2003). This assumption
is supported by the excellent agreement between the modelled irradiance variations and
satellite measurements (Krivova et al. 2003; Wenzler et al. 2006; Yeo et al. 2014b). In the
SATIRE model, the solar surface consists of four components: umbra (u), penumbra (p),
faculae (f) and network (n), and quiet Sun (qs).

The time-independent intensity spectra, I(λ, µ), of umbra, penumbra and the quiet sun
are calculated following Unruh et al. (1999) using the spectral synthesis code (ATLAS9,
Kurucz 1993). The model atmosphere of faculae (and network) is adapted from the mo-
del P (Fontenla et al. 1999), modified by Unruh et al. (1999). The intensity spectra are
functions of wavelength and the heliocentric angle, θ (or µ = cosθ).

Since the ATLAS9 code assumes the local thermodynamic equilibrium (LTE), the
reconstructions with the SATIRE model are less accurate in the UV, particularly below
≈300 nm. This shortcoming in the SATIRE model is taken care by offsetting the 180 –
300 nm segment to match the Whole Heliospheric Interval (WHI) reference solar spectra
(Woods et al. 2009), and rescaling the 115 – 180 nm segment to the SORCE/SOLSTICE
measurements (Snow et al. 2005) using empirical factors (details see Yeo et al. 2014b,
and Chap. 4).

In addition, the filling factor, α, is introduced in the SATIRE model. The physical
meaning of filling factor is to describe the fraction of a given area covered by a specific
photospheric component. For the models that apply spatially-resolved full-disc magne-
tograms (i.e., SATIRE-S, -T2 and -3D), the given area is the measurement pixel, and
therefore the filling factors are dependent on both time, and θ. For the models that only
have spatially-integrated information (i.e., SATIRE-T and -M), the given area is the solar
surface area and therefore the filling factors only depend on time.

By examining the distributions and the filling factors of the photospheric components,
the solar irradiance at any given time, F(λ, t), can be calculated as the sum of the bright-
ness contributed by all the surface components:

F(λ, t) = αu(t)Fu(λ) + αp(t)Fp(λ) + αf(t)Ff(λ) + αn(t)Fn(λ) + αqs(t)Fqs(λ). (1.2)

In different versions of the SATIRE model, different ways of determining the spatial
characteristics of the magnetic components are employed, as described in the following
sections.

22COde for Solar Irradiance reconstruction.
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1.4.1 SATIRE-S
SATIRE-S (S stands for satellite era) uses spatially-resolved data, such as the longitu-
dinal magnetograms and the full-disc continuum images from the ground-based KPVT
(Livingston et al. 1976) and the space-based SoHO/MDI23 and SDO/HMI24, to determine
the positions and the fractional disc coverages by the photospheric components (Fligge
et al. 2000; Krivova et al. 2003; Wenzler et al. 2004, 2005, 2006; Ball et al. 2012; Yeo
et al. 2014b). The magnetic regions are determined from the magnetograms where the
magnetogram signal is above the noise floor. The pixels where the continuum intensity is
below a certain threshold are identified as sunspots (umbrae and penumbrae), while other
pixels are counted as faculae and network, with both being treated as a single component.

However, network elements and faculae are usually smaller than a measurement pixel
size and are largely not resolved (Krivova and Solanki 2004). Very often, they cover part
of the pixel and share the remaining part of the pixel with the quiet Sun. Therefore, the
measured magnetic flux within a pixel is always lower or equal to the intrinsic magnetic
flux of the magnetic element. The difference between these two magnetic field strengths
implies that the magnetic element only covers a fraction of the measured pixel, which is
represented by the filling factor, α. The saturation flux, Bsat, represents the value when
a pixel is fully covered by the same magnetic feature. The filling factors of the non-
spot magnetic pixels are considered to be linearly proportional to their pixel-averaged
magnetic flux density (i.e., α = 0, when no magnetic flux and α = 1, when the Bsat is
reached). Since the magnetogram signal corresponding to the faculae model atmosphere
is unknown, this saturation level is therefore set as a free parameter in the SATIRE-S
model. The value of the saturation level is calculated by comparing the modelled results
to the measured TSI/SSI.

The SATIRE-S model is capable of reproducing more than 92% of the measured so-
lar irradiance for the period 1974 – 2013 and even 96% for the solar cycle 23 (Yeo et al.
2014b). This good agreement supports the fundamental assumption in the SATIRE model
that most of the irradiance variations on the considered time scales are due to the evolu-
tion of the solar surface magnetic fields (Domingo et al. 2009). Unfortunately, because
of the limited availability of the magnetogram measurements, the reconstructions with
SATIRE-S can only go back to 1974.

1.4.2 SATIRE-T
Unlike the SATIRE-S model that relies on the direct measurements of the surface mag-
netic fields, the SATIRE-T (T for telescope era) model uses the sunspot number record
(Sect. 2.1) as a proxy of solar activity. This allows the SATIRE-T model to reconstruct
TSI/SSI back to the Maunder minimum (Balmaceda et al. 2007; Krivova et al. 2007, 2010;
Wu et al. 2018a).

Since the sunspot number only provides disc-integrated information, the AR emer-
gence rate (Chapman et al. 1997; Solanki et al. 2002b; Krivova et al. 2007, 2010) and the
ER emergence rate (Harvey and Martin 1973; Harvey 1992, 1993; Schrijver and Harvey

23Michelson Doppler Imager.
24Helioseismic and Magnetic Imager.
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Figure 1.12: Schematic of the SATIRE-T model process. The inputs of the SATIRE-T
model are the initial free parameters, sunspot numbers, the sunspot filling factor (α), and
the spectral intensities of photospheric components (F). The SATIRE-T model calculates
the magnetic fluxes and the solar irradiance, which are later compared with the reference
data sets, using the PIKAIA genetic algorithm. The PIKAIA routine mutates the free
parameters and feeds back to the SATIRE-T model, until the parameters reach a stable
regime.

1994) are derived with the physics-based model (Solanki et al. 2002b). Next, the evolu-
tion of ARs, ERs, and open magnetic field (OMF) is calculated using a set of ordinary
differential equations (ODEs; Krivova et al. 2010; Vieira and Solanki 2010). The model
has a number of free parameters that are fixed from a comparison to various observations
(for more details, see Chap. 4).

The free parameters are constrained by comparing the modelled results with the mea-
surements over the overlapping periods using the genetic algorithm, PIKAIA25 (Charbon-
neau 1995). Figure 1.12 is a schematic of the procedure of constraining the parameters.
First the sunspot number is fed into the SATIRE-T model as a proxy of solar activity
along with the sunspot area, which is extrapolated using sunspot number when the area
record was not available. The ODEs return the modelled magnetic fields, which are later
used to convert into the filling factors, α. By applying the intensity spectra of each com-
ponent, the SSI at any given time is calculated. Next, the reconstructed magnetic fluxes
and TSI/SSI are fed into PIKAIA to compare with the corresponding measured quanti-
ties. Then PIKAIA slightly “mutates” the parameters and repeats the process until the
parameters reach a stable regime that gives the best agreement of model results with the
observations.

25http://www.hao.ucar.edu/modeling/pikaia/pikaia.php
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1.4.3 SATIRE-T2

The SATIRE-T2 (SATIRE-T, version 2) model is an advanced version of the SATIRE-T
model. It employs a surface flux transport model (SFTM) to simulate the daily magne-
tograms, and therefore is more accurate on the rotational time scale than the SATIRE-T
model (Dasi-Espuig et al. 2014, 2016). The SFTM uses the information on the sunspots
(e.g., numbers, positions) to describe the emergence rate of AR magnetic flux. The evolu-
tion of the large-scale magnetic field is determined by solving the radial component of the
induction equation (Wang et al. 1989; van Ballegooijen et al. 1998; Baumann et al. 2004;
Schüssler and Baumann 2006; Cameron et al. 2010; Mackay and Yeates 2012; Jiang et al.
2014).

To simulate the daily maps of the magnetic field on the solar surface with the SFTM,
Dasi-Espuig et al. (2014) used the record of the observed sunspot group area and positi-
ons from the Royal Greenwich Observatory (RGO) between 1874 – 1976, and from the
USAF/NOAA SOON network after 1976. The detailed spatial information on sunspots al-
lows taking CLV of the AR contrast into account. The ERs are treated in the same manner
as in the SATIRE-T model. With the simulated magnetograms, the same reconstruction
scheme is followed as in the SATIRE-S model (Sect. 1.4.1). Dasi-Espuig et al. (2016)
extended the reconstruction back to 1700 using the synthetic butterfly diagram. The daily
synthetic butterfly diagram before 1874 was reconstructed by Jiang et al. (2011a,b) based
on a statistical study of the sunspot-related quantities, such as sunspot number, distributi-
ons of latitude and longitude, sunspot area, and tilt angles of sunspot groups.

Although the SATIRE-T2 model has a more realistic description of the AR evolution
than the SATIRE-T model, a number of free parameters are still needed. There are in
total five free parameters in the model of Dasi-Espuig et al. (2014) and four in that of
Dasi-Espuig et al. (2016). As in the SATIRE-T model, these four free parameters are
optimized by comparing the modelled results to the measurements using the optimisation
routine PIKAIA.

1.4.4 SATIRE-M

Directly, i.e. telescopically determined sunspot number, unfortunately, is not available
prior to the 17th century. Therefore, one has to rely on indirect proxies, cosmogenic
isotopes (e.g., 14C and 10Be) in terrestrial archives. The corresponding SATIRE model
version using such proxies, is termed SATIRE-M (M stands for millennia, Vieira and
Solanki 2010; Vieira et al. 2011; Wu et al. 2018a).

The concentration of the isotope samples retrieved from natural archives can be con-
verted into Sun-related quantities, such as the OMF and solar modulation potential, φ
(Sect. 2.3.1), via a series of physics-based models (Solanki et al. 2004). However, a re-
construction of the sunspot number and TSI/SSI from the OMF is not straightforward,
mainly due to a number of non-linear physical processes involved. Since both ARs and
ERs contribute to the OMF while decaying, and the emergence rate of ERs is related to
that of ARs (Sect. 1.2.2), the OMF can essentially be linked to ARs.

One of the most important differences of the SATIRE-M model from the other SA-
TIRE versions is the temporal resolution of the input data. The original ODEs of the
SATIRE-T model is not suitable for the decadally-resolved concentrations of cosmogenic
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isotopes. Therefore, three main changes have been made to account for this: (1) all ODEs
are averaged decadally; (2) we assume that ARs, ERs and rapidly evolving open flux
evolve steadily on the decadal time scale; and (3) the decadally-averaged sunspot number
is taken to be linearly proportional to the maximum sunspot number of the corresponding
cycle (Usoskin et al. 2007; Vieira and Solanki 2010). Based on these assumptions, the
decadally-averaged sunspot number can be described solely by the decadally-averaged
OMFs from two consecutive cycles (see appendix A.1 for the complete derivation):

〈R〉 j = a 〈ϕopen〉 j + b 〈ϕopen〉 j+1, (1.3)

where j denotes the j-th cycle. The two coefficients, a and b, are obtained from the
SATIRE-T model. Equation (1.3) essentially tells us that the OMF of each cycle is formed
by the contributions of ARs that emerged during that same and the preceding cycles. This
is because part of the emerged magnetic flux is dragged to the poles, building up big
unipolar caps of OMF that can survive longer than one cycle length.

The reconstructed sunspot number, R, and the OMF, ϕopen, are then employed in the
SATIRE-M model using the same scheme as in the SATIRE-T to reconstruct the solar
irradiance at any given time, 〈F(λ, t)〉 j, (see appendix A.2 for full derivation):

〈F(λ, t)〉 j = aF(λ) 〈ϕopen〉 j + bF(λ) 〈ϕopen〉 j+1 + Fq(λ), (1.4)

where
(a, b)F(λ) =

∑
i=u,p,f,n

(a, b)i 〈Fi(λ) − Fq(λ)〉. (1.5)

Equation (1.3) and (1.4) suggest that irradiance reconstructions based on a simple
linear regression between the OMF and the TSI (e.g., Steinhilber et al. 2009, 2012; De-
laygue and Bard 2011; Shapiro et al. 2011) are not justified physically.

1.5 Thesis outline
Various studies have suggested a link between changes in solar activity and climate on
Earth. Even though growing evidence exists for the largely human origin of the global
warming during the last century, accurate quantification of Sun’s role in this warming is
still pending. The degree of influence of the solar irradiance on the Earth’s climate system
is, however, very difficult to assess since there are various complicated processes invol-
ved. Comprehensive knowledge of the changes in the Earth’s climate system requires
powerful computation ability, where the accurate energy forcing (including the Sun), de-
tailed atmosphere-ocean coupling, energy transport between reservoirs (e.g., vegetations,
volcanic aerosols, mixed GHG and land use; Schmidt et al. 2011) are needed. Therefore,
the goal of this thesis is to understand the secular changes in the solar irradiance as well
as to quantify and make it applicable to the climate communities.

This thesis is structured as follows. In Chap. 1, we have introduced the physics of
the Sun and the models for solar irradiance reconstruction. The input to the SATIRE-
T model, the sunspot number, is still a topic of debate and will be discussed in Sect.
2.1. Further, the SATIRE-M model employs concentrations of the cosmogenic isotopes
in natural archives as input. Cosmogenic isotopes are produced by galactic cosmic rays
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(GCRs) whose incoming flux is modulated not only by the Sun but also by the geomagne-
tic field. To extract the solar signal from the cosmogenic isotope data, one has to properly
account for the geomagnetic field. In Sect. 2.2, we will introduce the geomagnetic field
and its approximations on millennial time scales. Next, the physics of GCRs and their
modulation by the Sun and the Earth are described in Sect. 2.3. Finally, the two most
commonly-used cosmogenic isotopes, 14C and 10Be, will be introduced in Chap 2.4.

Due to the different geochemical paths these two cosmogenic isotopes experience,
the signals in the data show some discrepancies not only in the temporal behaviour, but
also in their absolute levels. In Chap. 3, we will describe our new method to combine
one global 14C and six local 10Be series into one consistent multi-isotope composite. The
reconstruction of solar activity from this composite is also described in this chapter. In
Chap. 4, this composite is taken as input into the SATIRE-M model to reconstruct the
solar irradiance on millennial time scales. Since the SATIRE-M model is partially based
on the SATIRE-T model, we will first re-visit and update the SATIRE-T model (Sect.
4.2.2). The free parameters constrained from the SATIRE-T are then employed in the
SATIRE-M model to reconstruct the SSI series over the Holocene. This is the first full
SSI reconstruction based on a series of physics-based models. The reconstructed SSI has,
however, a decadal temporal resolution due to the original resolution of the cosmoge-
nic isotope data. This reconstruction would, unfortunately, cause decadal bias in climate
models since all other forcing inputs have much higher temporal resolutions (Schmidt
et al. 2011). In Chap. 5, we will describe a statistical method, which links the decadally-
averaged sunspot number to the corresponding solar cycle characteristics. With these re-
lationships, quasi 11-year solar cycles can be approximately “postdicted”. The summary
of this thesis and the outlook will be given in Chap. 6.
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2 Background of solar activity proxies

To better carry out our study, i.e., reconstructing the TSI/SSI on millennial time scales
using cosmogenic isotopes, it is crucial to also understand the proxies of solar activity.
We will first introduce the input data (sunspot number) used in the SATIRE-T model in
Sect. 2.1. Secondly, the geomagnetic field and its approximations are introduced in Sect.
2.2. Thirdly, since our proxy of solar activity used in the SATIRE-M model is produced
by high-energy cosmic rays generated outside of the solar system, the galactic cosmic
rays are then introduced in Sect. 2.3. The production of the cosmogenic isotopes used in
this thesis is described in Sect. 2.4.

2.1 Sunspot observations
Sunspots are one of the most visible and easily observable types of features on the so-
lar surface and are important manifestation of solar magnetic activity. Due to the high
magnetic concentration (Sect. 1.2), sunspots appear to be darker compared to the ambient
solar surface. Sunspots are easily followed across the solar disc due to the solar rotation.
Even though the sunspot number (SN) is rather a synthetic than a physical index, it is
often seen as an indicator of solar activity and has become a useful and convenient para-
meter in quantifying solar activity level. In the following, we will give a brief history of
sunspot observation and the SN series.

Before any systematic and continuous observation of sunspots, there have been short
and sporadic records by naked-eye observations throughout history. The earliest trace of
sunspot observations was found on oracle bones in China, which date back to around 1000
BC. Most of the ancient sunspot records can be found in the royal administration records
produced by Chinese astrologers, for example in Hán Shū (28 BC), Ho Hán Shū (118 AD)
and Sóng Shǐ (1131 AD). It has also been observed in ancient times that the durations, sizes
and shapes of sunspots are irregular. However, the records were made for the Emperors’
uses rather than scientific research, the sunspot observation was not continuous and the
detailed characteristics of sunspots are therefore missing or vague, which increases the
difficulty of quantifying and calibrating the records. Wittmann and Xu (1987), Yau and
Stephenson (1988) and Stephenson (1990) have compiled catalogues of the naked-eye
observed sunspot records from all around the world covering the period 165 BC to 1918
AD. Figure 2.1 shows the frequency of the sunspot observations in decadal cadence (Yau
1988).

Although the first hand-drawn image of the Sun was made by Gemma Frisius in 1544
(Frisius et al. 1545) with a camera obscura (Fig. 2.2), it was during the Spörer minimum
and therefore no sunspot was observed. The first accurate than naked-eye observation of
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2 Background of solar activity proxies

Figure 2.1: Dacadal distribution of naked-eye observed sunspot records from 165 BC to
1918 AD. Taken from Yau (1988).

sunspot was reported by Johannes Kepler with a camera obscura in 1607, who, however,
mistook the large sunspot as a Mercury transit (Vaquero 2007). The sunspot observation
with camera obscura lasted from the mid 16th to mid 18th century, whereas the majority
of the observations were made by telescopes.

Early telescopic sunspot observations were made from multiple observatories and
astronomers, who provided in general poor and unsystematic documentation (Vaquero
2007). Two major attempts have been made to compile the available documents. The first
one was done by Rudolf Wolf in 1849 (Wolf 1850) and the second by Hoyt and Schatten
(1998). Wolf based at Zürich observatory, Switzerland, where he recorded and collected
the sunspot numbers from other observers (e.g., Schwabe, Staudacher and Flaugergues).
Wolf attempted to produce a systematic and less biased record, which was basically to
keep just the number of sunspots observed, corrected for a measure of how well the ob-
server caught the number of sunspots on the disc. Wolf’s sunspot number is known as the
Zürich sunspot number, which has been maintained and updated continuously by succes-
sors (Waldmeier 1961; McKinnon and Waldmeier 1987; Vanlommel et al. 2004). This
series is also known as the international sunspot number, ISN. Due to various technical
issues, such as weather, observation equipments or observer-related subjective criteria,
Wolf defined the sunspot number, Rz, as

Rz = k (10 G + S ), (2.1)

where k is a correction (scaling) factor for the normalization between multiple indepen-
dent observers, G is the number of observed sunspot groups and S is the individual obser-
ved sunspots in all sunspot groups. Because of the insufficient observations in the early
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Figure 2.2: Drawing of a camera obscura for astronomical use. Adapted from Frisius
et al. (1545).

years, the ISN series has three types of temporal resolutions: 1700 – 1749 (annual), 1750
– 1817 (monthly) and 1818 – present (daily). Wolf deliberately ignored any sunspot that
was small and short-lived and the ones without penumbra (usually referred to pores). He
also counted sunspots that share the same penumbra, as one sunspot (Clette et al. 2014).
Wolf’s successor Alfred Wolfer, continued to record sunspots in Zürich but changed these
criteria. With his 17-year (1877 – 1893) parallel observation with Wolf, Wolfer derived
a stable average ratio between Wolf’s counts and his higher counts. A factor of 0.6 was
obtained through the comparison and has to be multiplied to bring Wolfer’s counts to
Wolf’s level. Since 1981, the ISN series was synthesized by the Royal Observatory of
Belgium, Brussels. This series has recently been updated from the original version 1.0 to
version 2.0 with corrections for some inhomogeneities (Clette et al. 2014). In contrast to
the ISN (v.1), which is calibrated to Wolf’s number, the ISN (v.2) takes Wolfer’s sunspot
number as reference.

The second attempt was done by Hoyt and Schatten (1998), who made a new con-
struction of the group sunspot number (GSN) series (HS98 hereafter). This series recor-
ded only the number of sunspot groups and ignored individual sunspots. The GSN series,
Rg, is extended back to 1610 and is defined as

Rg =
12.08

N

∑
i

ki Gi, (2.2)

where Gi is the GSN reported by i-th observer with their individual correction factor ki,
and N is the number of observers that observed at the given day. The constant 12.08 is a
normalization factor introduced to match the average of Rg to that of Rz over the period
1874 to 1976. The HS98 series has been considered as a robust estimate of solar activity
due to the omission of individual sunspots, which are an important source of uncertainty,
as small individual sunspots are much more likely to be missed by a given observer than
a whole sunspot group. The original HS98 series was tabulated daily from 1610 to 19951.

1https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-indices/
sunspot-numbers/group/daily-input-data/
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There is no doubt that Hoyt and Schatten (1998) performed an important piece of
work and their series has been recommended for solar activity analysis. Yet, the HS98
series contains errors and mistakes that were reported recently (e.g., Vaquero 2007; Va-
quero et al. 2012; Vaquero and Trigo 2014; Clette et al. 2014; Usoskin et al. 2016c). For
instance, the confusing use of the Gregorian and the Julian calendars, and misplacement
of observation dates, causing the wrong dates of the sunspots in the early period. Further-
more, methodological inconsistency and partial information from eclipses might lead to
an over/underestimation of the SN (Vaquero 2007).

Several attempts have been made to revisit the GSN series using different calibra-
tion methods. Lockwood et al. (2014c) applied correction by including a 20% decrease
in the GSN before 1849 (Leussu et al. 2013) and an 11.6% decrease in the GSN after
1940 (Lockwood et al. 2014b) to account for the Wolf discontinuity2 and the Waldmeier
discontinuity3, respectively.

Svalgaard and Schatten (2016) reconstructed a series (SV16, hereafter) by averaging
the values from four methods: daisy-chaining, backbone, high-low4 and brightest star5.
For the period 1749 – 2015, Wolfer’s series is taken as a reference observer to calculate the
daisy-chaining k-factors of other observers. To reduce the steps in the daisy-chain method,
the backbone method is introduced by choosing five key observers6 (called backbones)
and calibrating the other series to the overlapping periods of the backbones. For the entire
period over 1610 – 2015, high-low and brightest star methods are applied by keeping the
highest counts among the observers. The resulting series also extends back to 1610 (same
as HS98) and indicates a higher level of solar activity from Maunder minimum to mid
19th century than suggested by HS98.

Cliver and Ling (2016) reported a potential unsteady quality in the HS98 series before
1915, which is, however, not found by Lockwood et al. (2016) and Willamo et al. (2017).
Therefore, Cliver and Ling (2016) might have over-corrected the data, which resulted in
the highest level among all available GSN series. Furthermore, Usoskin et al. (2016b)
showed that the linear regression methods of re-calibrating the sunspot number series
from individual observers performed by all other studies are not realistic. Usoskin et al.
(2016c) presented the first GSN series using a non-linear calibration method. This method
is based on statistics of the active day fraction (ADF), which is defined as the ratio of
days with observed sunspots to the number of observation days by the same observer in a
month. This non-linear method is free from any inter-calibration between observers and
the error propagation resulting therefrom. This series results in a moderate solar activity
level between the HS98 and the SV16 series between the 18th and 19th century. Recently,
a constructed GSN series extending back to 1739 was published by Chatzistergos et al.
(2017), who also performed a non-linear non-parametric calibration based on probability
distribution functions (PDF) of several backbone observers. The error of this series is
estimated with Monte Carlo simulations.

2Wolf discontinuity is a sudden decrease in the ISN compared to GSN series during 1848 – 1864 (Leussu
et al. 2013).

3Waldmeier discontinuity (jump) refers to a sudden jump in the ISN series around 1945 (Svalgaard
2011).

4The high-low method is to choose the observers who reported a larger GSN than other observer.
5The brightest star method is to take the highest daily GSN per year.
6The five backbones are Staudacher (1749 – 1799), Schwabe (1828–1867), Wolfer (1878 – 1928),

Koyama (1947 – 1980), and Locarno (1958 – 2015).
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Figure 2.3: Illustration of the Earth’s magnetosphere.

All the re-calibrated sunspot number series described above are reconstructed from
existing data sets and it is not trivial to determine which series describes the reality best.
With the implementation of the sunspot numbers in reconstructing the solar irradiance
(Sect. 1.4.2), the choice of input series with an increasing long-term trend (Hoyt and
Schatten 1998; Usoskin et al. 2016c) or a rather constant long-term trend (Cliver and Ling
2016; Svalgaard and Schatten 2016) leads to different TSI/SSI reconstructions (Kopp et al.
2016; Lockwood et al. 2016).

However, since the major differences among all the proposed revised SN series lie
between the 18th – 19th centuries while the overall solar activity of the 17th and the
20th centuries are in agreement, the choice of the sunspot number series does not affect
the secular trend in solar activity from the Maunder minimum to the modern maximum
(Kopp 2016; Wu et al. 2018a).

2.2 Geomagnetic field
The Chinese discovered, more than 1 000 years ago, that a needle always aligns to the di-
rection of north-south when floating on water. Since lodestone is a naturally magnetized
piece of the mineral magnetite, this discovery eventually led to the invention of the mo-
dern compass. Soon after, the compass was widely used for navigation and has increased
the speed of civilisation all around the world. In 1600, William Gilbert first described the
Earth as a giant magnet. Two centuries later, a mathematical model was developed by
Carl Friedrich Gauß, describing the source of the majority of the measured magnetic field
origins from the interior of the Earth. The Earth’s magnetic field is briefly introduced in
the following.
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2 Background of solar activity proxies

The Earth’s magnetic field, also called the geomagnetic field, was later found to be
generated in the Earth’s interior through a self-sustaining dynamo process in the Earth’s
core, which consists of electrical currents driven by rotation and convection of the viscous
material (e.g., Glatzmaier and Roberts 1995; Glatzmaier et al. 2004; Olson et al. 1999;
Buffett 2000). The geomagnetic field extends outwards from the interior of the Earth into
interplanetary space. This field surrounds and protects the Earth from energetic charged
particles. The general shape of the geomagnetic field can be approximated by a dipole.
However, due to the solar wind, the geomagnetic field is compressed at the dayside and
extended at the nightside. Therefore, the shape of the geomagnetic field appears like a
comet-tail, as illustrated in Fig. 2.3. The dayside magnetopause is at about 10 Earth’s
radii (RE) and the tail of the magnetosphere extends to at least 100 RE (Axford et al. 1965;
Dessler and Juday 1965; Ness 1969).

The geomagnetic field can be described with three orthogonal components at any
given point on the Earth’s surface. One of the common systems is a Cartesian coordinate
system, (X,Y,Z), where X points geographically northwards, Y points eastwards and Z
points downwards (into the Earth). The magnetic field vector at any point is described as
B with magnetic field intensity B. H is the projection of B on the horizontal plane with
an intensity H, defined as

√
X2 + Y2, as shown in Fig. 2.4. An alternative common way

to specify any given point on Earth is by its total magnetic intensity B and two angular
quantities: declination (D) and inclination (I). The declination is the angle between the
horizontal direction and the geographic north, D = tan−1( Y

X

)
. The inclination is defined as

the angle between the total field vector B and the horizontal plane, I = tan−1( Z
H

)
.

Since the magnetic field B is a conservative force (i.e., ∇ × B = 0), the field can be
expressed as a gradient of a scalar potential V as

B = −∇V. (2.3)

Using the solenoidal characteristic of the magnetic field (∇ · B = 0, i.e., magnetic
monopoles do not exist), we can derive Eq. (2.3) as a Laplace’s equation:

∇2V = 0. (2.4)

The scalar potential of the geomagnetic field V is a function of radius r, co-latitude
θ, and longitude φ (Chapman and Bartels 1940). By assuming the Earth is a sphere (and
ignoring the external source term of the magnetic field which is small and transient),
the solution of Laplace’s equation (Eq. 2.4) is usually described by spherical harmonic
analysis (SHA):

V(r, θ, φ) = RE

∞∑
l=1

l∑
m=0

(RE

r

)l+1(
gm

l cos(mφ) + hm
l sin(mφ)

)
Pm

l (cosθ), (2.5)

where Pm
l are the Schmidt quasi-normalized Legendre functions of degree l and order m

(e.g., Backus et al. 1996). The gm
l and hm

l are known as Gaussian coefficients, which are
determined by fitting observational data to Eq. (2.5). The geomagnetic field is composed
of a main magnetic dipole component and other small non-dipole components, described
by the Gaussian coefficients. The magnitude of the Gaussian coefficients decreases with
increasing order, i.e., the higher order the coefficients, the less significant contribution to
the whole magnetic field.
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Figure 2.4: Sketch of coordinates used to describe magnetic fields. B is the vector repre-
senting the magnetic field of the earth with magnitude B. H is the projection of the field,
B, onto the horizontal plane. X, Y and Z represent the northward, eastward, and down-
ward directions, respectively. Declination, D, is the angel between H and the geographic
north. I, inclination, is the angle between B and the horizontal plane.

The geomagnetic field is not a static field. Instead, it varies significantly with time
throughout the Earth’s history. There have been discoveries of the changes in the strength
and direction of the geomagnetic field. One of the extreme changes in the geomagnetic
field history is the geomagnetic reversal. Evidence for these events can be found near
the mid-ocean ridges, where the rocks were magnetized when the lava temperature cools
down and pushed aside by new volcanic activities, and the magnetization is preserved
until today. The reversal has a pattern of occuring on average every few hundred thousand
years (Gubbins 1994; Merrill and McFadden 1999; Rüdiger and Hollerbach 2004) with
reversal durations lasting from a few thousand up to 28 000 years (Clement 2004). Yet the
mechanism of reversal is still a mystery. From the remnant magnetization measurements
in ocean sediments and lava flows, geologists have established a last full reversal event, the
Brunhes–Matuyama event. The Brunhes–Matuyama event occurred at about 778 000 ±
2000 years ago with a duration of about 12 000 years (Singer and Pringle 1996; Gradstein
et al. 2005). From the last full reversal till now, there was only one short event confirmed.
The Laschamp excursion, which took place about 41 000 ± 2 000 years ago, was a short
and not complete reversal. The Laschamp excursion can be seen in many geological
archives as well as from the long 10Be flux records in ice cores, such as GRIP (Greenland
Ice Core Project) and GISP (Greenland Ice Sheet Project), which show an increase in flux
by a factor of 2 during this period (see Fig. 1 in Muscheler et al. 2005).

On shorter time scales, the location of the geomagnetic pole has also been discovered
to be varying. This phenomenon is known as polar wander. A recent study shows that

47



2 Background of solar activity proxies

the geomagnetic north pole moves quickly (tens of kilometres per year) towards the north
(McElhinny and McFadden 2000). The magnetic north pole, which was in Siberia at
about 1000 AD, had moved to its presents position in northern Canada (see Fig. 5.8.1-1
in Beer et al. 2012). The geomagnetic poles are offset from the rotation axis by ≈11◦

and the closest distance between the centre of mass of the Earth and the magnetic axis is
≈450 km.

To estimate the characteristics of the geomagnetic field in the past, one requires the
information collected from either archaeology or geology. These two corresponding met-
hods are termed “archaeomagnetic studies” and “paleomagnetic studies”, respectively
(McElhinny and McFadden 2000). Both methods are built based on a common fact: under
certain conditions, the magnetic elements in the rocks align with the local geomagnetic
field and the degree of magnetization is proportional to the geomagnetic field strength at
that point of time. After some time, the magnetization is locked in the rocks and remains
even if the local geomagnetic field changes. By measuring the strength and the direction
of the magnetization in rocks, the properties of the corresponding local magnetic field at
any given point of time can be determined. Based on this concept, as long as one deter-
mines the time when the magnetization of the rocks was created and locked, the varying
geomagnetic field in the past can be reconstructed.

The first method of determining the time when the rock was magnetized is through ar-
chaeological sampling. When early humans used fire or made goods out of clay by firing
it, the magnetization of the rocks was reset during this process. Due to human activity
throughout history, archaeomagnetic studies provide a large amount of data and informa-
tion about the past 10 000 years. The second method of determining the magnetization
time is by analysing rocks formed via natural geological processes. The most common
example is the magnetization through volcanic activities. The rocks lose their original
permanent magnetic properties when its temperature reaches the Curie temperature (TC)
of the corresponding material and then is reset according to the local geomagnetic field
when the rocks cool down. In addition, the magnetic moments in the sediments align
with the local geomagnetic field and are locked when the sediments reach a certain de-
gree of compaction. This method allows for investigation back to ≈1 000 000 years ago.
It is important to note that both methods have uncertainties either caused by human acti-
vity (e.g., relocation of the goods and rocks) or by natural events (e.g., earthquake and
subsidence). Furthermore, certain chemical reactions caused by lightning can change the
characteristics of the magnetization in the rocks.

However, in most paleomagnetic studies, the data sampling is not sufficient to recon-
struct the complex magnetic structure. Therefore, the evolution of Earth’s magnetic field
is often simply described by an axial dipole. Virtual dipole moment (VDM, Korte and
Constable 2005, 2006) and Virtual axial dipole moment (VADM, McElhinny and Sena-
nayake 1982; Yang et al. 2000; Usoskin et al. 2016a) are often used to approximate the
true dipole moment (DM) and to describe the magnetic field from a limited amount of
available archaeo- and palaeomagnetic data (Constable 2007). The VDM is based on the
assumption that the field originates only from a geocentric dipole (i.e., the centre of the
geomagnetic dipole is located the centre of the Earth and the axis aligns the true magnetic
axis) while the VADM assumes the field originates from a geocentric axial dipole (i.e., the
centre of the geomagnetic dipole is located at the centre of the Earth and the axis aligns
with the rotational axis). However, such simple assumptions about the magnetic structure
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might lead to significant uncertainties and cause systematic errors (Korte and Constable
2005). In addition, the VDM and VADM are limited by the temporal resolution since
they are typically averaged over a long period of time (several centuries to millennia), to
reduce the contribution of higher degree complex fields. Different from SHA, the higher
degree of the contributions cannot be taken into account in either VDM or VADM. The-
refore, the dipole moments (P) of VDM and VADM are determined from the measured
paleointensity F:

P =
4π
µ0

r3 F
√

1 + 3cos2θ
. (2.6)

The dipole moment P is a VDM if the θ is geomagnetic colatitude, and is VADM
if the θ is geographic colatitude. The geomagnetic colatitude can be determined if the
inclination I is known (tanI = 2cotθ), which is, however, often not available. Therefore,
the VDM is reliable on time scale up to about 3 000 years due to a good global coverage
of the samplings, while the VADM is most commonly used on the time scales over the
Holocene. The dipole moment averaged over the past 0.3 Myr is about 8 × 1022 Am2

(Selkin and Tauxe 2000).

2.3 Cosmic rays
Cosmic rays (or cosmic radiation) are produced in high-energy events in the universe.
Many origins of cosmic rays have been proposed, such as supernovae (Baade and Zwicky
1934), supernova remnants (Sekido et al. 1951), magnetic variable stars (Babcock 1948),
active galactic nuclei (Biermann and Strittmatter 1987; Protheroe and Szabo 1992), qua-
sars (Torres et al. 2002), gamma-ray bursts (Millikan and Bowen 1931) and, at the low-
energy end from the Sun. Cosmic rays consist of 87% – 90% of protons (hydrogen nuclei),
9% – 12% of alpha particles and the rest less <1% nuclei of heavier elements (Masarik
and Reedy 1995; Biswas 2000). Cosmic rays originating outside the solar system are cal-
led galactic cosmic rays (GCRs). The energy of GCRs is mostly stronger than a few GeV,
and the differential energy spectrum of the GCRs follows a power-law function.

Cosmic rays can also be produced from the Sun when the Sun emits high energy
particles during extreme high-energy events, such as solar flares and CMEs. In this case,
they are called solar cosmic rays (SCRs), but also known as solar energetic particle (SEP)
events. SCRs with energy of a few tens of MeV are frequently detected by satellite-borne
measurements whereas SCRs with higher energy (a few hundreds of MeV) are detected
on the Earth’s surface, although rarely (Reames 1999). Since SCRs have lower energies
than GCRs, SCRs contribute less than 1% to the production of cosmogenic isotopes in
the terrestrial environment (Sect. 2.4). In this thesis, we focus on the type of cosmic rays
that originate outside of the solar system (viz. GCRs). Due to the long duration of the
passage of the solar system through the spiral arms of the galaxy (Shaviv 2002), the influx
of GCRs is considered roughly constant in the heliosphere on time scales of millions of
years (e.g., Beer 2000a).

However, one should note that the term “ray” (or “radiation”) is not accurate term
but rather as a historical accident due to its discovery. The first accidental discovery of
cosmic rays was by Austrian physicist Viktor Hess in 1912 with a balloon flight, which
reached up to ≈5 km (Hess 1912; Beer et al. 2012; Bertolotti 2013). From his instru-
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ments onboard of that balloon, he detected the discharge rate decreases with height up
to ≈1.5 km and increases again dramatically to ≈5 km, which is twice of the discharge
rate at the Earth’s surface. This phenomenon was explained by an extra penetrating ra-
diation entering the Earth’s atmosphere, which he called “ultra-high energy radiation”
(Ultrahochenergiestrahlung).

Since the 1930s, there have been two means of measuring the cosmic rays: (1) conti-
nuous ground-based instruments, such as the ionization chambers (Compton et al. 1934;
Lange and Forbush 1948; McCracken and Beer 2007), the Geiger–Müller counter (e.g.,
Geiger and Müller 1928) and various neutron monitors around the globe (e.g., Simpson
1953; Carmichael et al. 1968; Simpson 2000; Dorman 2004; Moraal and Stoker 2010;
Mavromichalaki et al. 2016; Usoskin et al. 2017); (2) space-based measurements, such as
balloon-borne ionization chambers (Neher et al. 1953; Neher 1971; McCracken and Beer
2007), a short test flight of the spectrometer AMS–017 in 1998 (Alcaraz et al. 2000), satel-
lites (e.g., McDonald 1998), the precise long-running spectrometer PAMELA8 (Adriani
et al. 2013), and AMS–02 (Aguilar et al. 2015) in the last decade.

A long record of GCRs can be constructed from the continuous neutron monitor re-
cords since 1951, and can be extended back to 1933 using ionization chambers and flown
balloon measurements. However, the resolution and accuracy also decrease when going
back in time.

2.3.1 Heliospheric modulation
When GCRs reach ≈150 AU from the Sun, they enter the heliosphere. It is the region
of space in which the solar wind dominates energetically over the interstellar medium.
There, the extended solar open magnetic flux is carried outwards from the Sun by the solar
wind. The strength and the direction of the heliospheric magnetic fields vary with time
in accordance with the solar magnetic activity. As a result, GCRs are influenced by the
ambient magnetic fields, or “modulated” by the Sun (Parker 1965; Toptygin 1985). The
modulation involves four main processes: (1) curvature and gradient drifts of particles
caused by the magnetic field; (2) diffusion of particles caused by the inhomogeneous
magnetic field; (3) convection of particles by the solar wind; and (4) adiabatic energy loss
due to the expansion of the solar wind. Typically, the GCRs intensity below 20 GeV are
greatly reduced when passing through the heliospheric magnetic field (Beer et al. 2006,
2012).

Forbush (1938) found that cosmic rays are influenced by the solar activity after repor-
ting a solar flare followed by a sudden decrease in the cosmic ray intensity, a so-called
Forbush decrease. Following this, the modulation of GCRs, most prominently, the 11-
year solar cycle, has been systematically observed by numerous instruments since the
1950s. As shown in Fig. 2.5, the GCR flux density (quantified as count rate measured by
a neutron monitor, panel b) is anti-correlated with solar activity (sunspot number, panel
a). The cosmic ray counts are normalized to the mean in May 1965. Due to the configura-
tion of the heliospheric current sheet and the unusually weak heliospheric magnetic field,
the GCR flux increased to the highest recorded level in 2009 (McDonald et al. 2010).

7Alpha Magnetic Spectrometer
8Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics.
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2.3 Cosmic rays

Figure 2.5: (a) Variation of solar cycle (sunspot number9) and (b) cosmic ray flux measu-
red by neutron monitors since 1951. Data from the Climax NM10are used after 1951 and
from Oulu NM11after 1964. The counts are normalized to that of May 1965 (dashed line).

Forbush (1954) and Dorman and Dorman (1967) have found a general delay in the
GCR cycles with respect to the solar cycles. This time-lag has also been found to vary
from one cycle to another (Nagashima and Morishita 1979; Marmatsouri et al. 1995),
more specifically, from odd-numbered to even-numbered cycles. In cycles 20 and 22, the
GCR cycles were delayed by about 2 months whereas a 10 – 14 month time-lag has been
observed in cycles 19, 21 and 23. This behaviour can be explained by the transport and
drift process for GCRs in the heliosphere and the time-dependent current sheet tilt angles
(Ferreira and Potgieter 2004).

To better understand the transport and the modulation of GCRs in the heliosphere,
theoretical and experimental studies have advanced greatly in the last 75 years (for details,
see review by Potgieter 1998). Broadly, the description of the modulation process can be
categorized into two groups.

The first one is the “cosmic ray propagation function”, which describes the combina-
tion of the four transportation processes (Parker 1963):

∂U
∂t

= ∇κ∇U − ∇(VU) − νD∇U +
1
3
∇ · ∇

∂

∂T
(αTU), (2.7)

9http://www.sidc.be/silso/
10http://cr0.izmiran.ru/clmx/main.htm
11http://cosmicrays.oulu.fi/
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2 Background of solar activity proxies

where U is the cosmic ray number density per unit kinetic energy interval, E, at time, t. V
is the solar wind speed, νD is the effective drift speed in the mean magnetic field, κ is the
diffusion tensor, and α = (E + 2E0)/(E + E0) is a function of the kinetic energy, where E0

is the particle rest mass. The four terms on the right-hand-side in Eq. (2.7) describe the
diffusion term, the convection term, the drift term, and the deceleration term, respectively.
Although the cosmic ray propagation function is accurate, it is, unfortunately, difficult to
use and cannot be solved analytically.

The second description of the modulation process is called the “modulation function”,
which is based on a quasi-empirical approximation, and can be solved analytically (Gleeson
and Axford 1968; Caballero-Lopez and Moraal 2004):

Ji(E, φ) = JLIS,i(E + Φi)
E(E + 2E0)

(E + Φi)(E + Φi + 2E0)
, (2.8)

where Ji is the differential cosmic ray flux of a cosmic nucleus i, JLIS is the differential
local interstellar spectrum (LIS, cosmic ray flux outside the heliosphere), Φi is the modu-
lation function of a cosmic nucleus i, E0 is the particle rest mass which has a value of 938
MeV, and φ is the modulation potential.

Due to the unknown value of JLIS, which is a measured value outside of the heliosp-
here, it has been approximated by Garcia-Munoz et al. (1975), Burger et al. (2000) and
Webber and Higbie (2003, 2009). Their values are in agreement for the GCR energy above
20 GeV while the uncertainties could reach up to a factor of 1.5 for GCR energy of 1 GeV.
These uncertainties result in the modulation theory to be model-dependent (Usoskin et al.
2005; Herbst et al. 2010).

In Eq. (2.8), the differential GCR intensity is described by the modulation potential,
φ, which is a time-dependent parameter. It describes the rigidity loss of GCR particles in
the heliosphere (i.e., the loss of particles’ momentum per unit charge). The notations of
modulation function, Φ, and modulation potential, φ, have often been misused and created
confusion. To clarify, these two quantities are related by the charge number, Z, and the
electron charge, as follows:

Φ = Zeφ. (2.9)

Therefore, the modulation function, Φ, has a unit of MeV while the modulation po-
tential, φ, has a unit of MV. For the majority of cosmic ray particles (protons), the two
units give the same value (i.e., Φp = eφp). For alpha particles and heavier elements, the
relationships are Φα = 2Φp and Φh = ZΦp, respectively.

2.3.2 Geomagnetic modulation (shielding effect)
After penetrating the heliospheric magnetic field, part of the GCRs travel into the inner
solar system to the near-Earth environment. The interplanetary magnetic field near the
Earth has an average magnetic strength of 6 nT, which is by a factor of about 104 weaker
than the strength of the geomagnetic field (≈25 – 65 µT). Therefore, GCRs that produce
cosmogenic isotopes in the Earth’s atmosphere are modulated not only by the heliosp-
heric magnetic field (Sect. 2.3.1) but also deflected by the geomagnetic field, as we will
introduce in the following.
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The geomagnetic effect on the charged particles in GCRs is called the shielding effect
(Vonmoos et al. 2006). This effect is usually described with a cut-off rigidity, Pc, which
is the minimum rigidity of a vertically-entering cosmic ray needed to reach the terrestrial
surface at a given place and time (Cooke et al. 1991). The rigidity is defined as the particle
momentum per unit charge and is independent of nuclide species. Therefore, rigidity is
a more convenient unit than particle energy. The cut-off rigidity, Pc, depends strongly on
the geomagnetic latitude and the magnetic dipole moment of the Earth. This relationship
can be described by Störmer’s equation (e.g., Cooke 1974; Cooke et al. 1991; Stanev
2010; Beer et al. 2012):

Pc =
M
R2

cos4λG

[1 + (1 + cosθ cos3λG)1/2]2 , (2.10)

where R is the distance from any given location to the dipole centre, λG is the geomagnetic
latitude, M is the geomagnetic dipole moment, and θ is the angle between the incident ray
and the West-East plane (westward). The physical meaning of Eq. (2.10) is that the
cosmic rays with rigidity smaller than its cut-off rigidity are not energetic enough to enter
the geomagnetic field and are, therefore “blocked” completely from reaching the top of
the atmosphere. The Störmer cut-off rigidity approaches zero at geomagnetic latitudes
above 65◦. In other words, GCRs with almost all energies can reach the Earth surface at
high geomagnetic latitudes. Note that the rigidity of the cosmic ray also depends on the
incident angle, θ, i.e., θ = 0◦, and θ = 180◦ for the GCRs arriving from the western and
eastern horizon, respectively. The rigidity for the GCRs entering from the east is higher
than that entering from the west. Therefore, there are more GCRs coming from the west
side at the equator. This is the ‘East-West asymmetry’ effect.

The non-dipolar components of the geomagnetic field are often omitted when com-
puting the cut-off rigidity since the it decays dramatically with increasing distance from
the Earth. In addition, when only considering the vertically incident GCRs (θ = 90◦),
the East-West asymmetry is often ignored. Under these assumptions, Eq. (2.10) can be
derived as a vertical cut-off rigidity equation (Smart and Shea 1967, 1985; Beer et al.
2012):

Pc = 14.9
cos4λG

R2 . (2.11)

The Eq. (2.11) implies that the cosmic rays with a rigidity lower than 14.9 GV is
not energetic enough to reach the geomagnetic equator with a vertical incident angle. In
contrast, the cut-off rigidity is only 3.7 GV for reaching the geomagnetic latitude of 45◦.

As a consequence, it is easy to understand from both Eqs. (2.10) and (2.11) that the
changes in the geomagnetic dipole field have no effect on the production rate of cosmoge-
nic radionuclides at high geomagnetic latitudes (>65◦) while they have large effect at low
geomagnetic latitudes. This effect is the so-called geomagnetic modulation. To conclude
with Sect. 2.3.1 that the low energy end of the CR spectrum is contributed by the SEP,
which easily reaches the Earth’s polar regions owning to the weaker geomagnetic modu-
lation, the SEP can only generate cosmogenic isotopes at high latitudes.
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2.4 Cosmogenic isotopes

When GCRs successfully travel through the heliosphere and the geomagnetic field, they
finally reach the top of the Earth’s atmosphere. These incident GCRs are hence called
the primary cosmic rays. When the primary particles interact with the atmospheric nu-
clei, secondary particles are produced in further interactions. This process is a so-called
atmospheric cascade, shown in Fig. 2.6. The cascade process produces a wide variety
of secondaries, such as protons (p), neutrons (n), muons (µ), pions (π), electrons (e−),
positrons (e+), and photons (γ). Among all, the nucleonic particles (n and p) dominate
the production of cosmogenic (cosmic-ray-produced) isotopes in the atmosphere, while
a very small portion of isotopes are produced in soil directly (Lal 1988). Apart from the
cosmogenic isotopes produced in the Earth’s upper atmosphere, they can also be found in
the extraterrestrial solid matter (lunar soil or meteorites) when the materials are exposed
to cosmic rays.

The nucleonic and electromagnetic cascades in the atmosphere and the passage of the
particles through matter have been extensively simulated by many models using Monte
Carlo calculation methods in nuclear physics, such as the MCNP12 (Waters et al. 2007;
Goorley et al. 2012), the GEANT13 (Agostinelli et al. 2003; Allison et al. 2006, 2016; Ps-
henichnov et al. 2010), the SHIELD-HIT14 (e.g., Hultqvist et al. 2012) and the FLUKA15

models (e.g., Fasso et al. 1993; Ferrari and Sala 2001; Battistoni et al. 2014).
The connection between the production rate, Q, of a cosmogenic isotope at a given

location and the cosmic ray flux is given by Solanki et al. (2004) and Usoskin (2017):

Q =

∫ ∞

Pc(λG)
J(P, φ)Y(P)dP, (2.12)

where J(P, φ) is the differential energy spectrum of CR (Sect. 2.3.1) and Y(P) is the dif-
ferential yield function of cosmogenic isotope production (i.e., number of ions produced
by primary CR with rigidity, Pc), which is calculated using a Monte Carlo simulation of
the atmospheric cascade process (Kovaltsov et al. 2012; Poluianov et al. 2016).

In this thesis, we are interested in one type of the product of the cascade process: cos-
mogenic isotopes (or cosmogenic radionuclides). Most of the cosmogenic isotopes are
produced from nitrogen (N), oxygen (O) and argon (Ar) since these three nuclei are the
main constituents of the Earth’s atmosphere. The commonly used natural archives of cos-
mogenic radionuclides are: corals, ocean/lake sediments, speleothems, ice sheets, loess,
trees and peat bogs. The cosmogenic isotopes half-lives range from hours to millions of
years depending on the species (e.g., Lal and Peters 1967). For instance, 36Cl, 26Al and
10Be have half-lives on the order of a million years, 14C has a half-life of ≈5730 years,
44Ti has a half-life of about 60 years, 24Na and 28Mg have half-lives of only a few hours.
Each type of the cosmogenic isotope provides different temporal resolutions, covers dif-
ferent periods and locations, and therefore has its own application based on its physical
property and characteristic.

12Monte Carlo N-Particle code, https://mcnp.lanl.gov/
13GEometry ANd Tracking, http://geant4.cern.ch/
14http://shieldhit.org/
15http://www.fluka.org/fluka.php
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2.4 Cosmogenic isotopes

Figure 2.6: Schematic of an atmospheric cascade process. The secondary particles are nu-
clei (N), protons (p), neutrons (n), muons (µ), pions (π), electrons (e−), positrons (e+), and
photons (γ). The stars and circles denote the process of collision and decay, respectively.
Taken from Usoskin (2013).

The concentrations of cosmogenic isotopes are often used for reconstructing solar
activity (Stuiver and Quay 1980; Stuiver and Braziunas 1989; Bard et al. 1997; Solanki
et al. 2004; Muscheler et al. 2007; Steinhilber et al. 2009, 2012; Vieira et al. 2011; Shapiro
et al. 2011; Delaygue and Bard 2011; Wu et al. 2018a). Among all the cosmogenic isoto-
pes, 14C and 10Be are mostly widely used to investigate the solar activity on time scales of
centuries to millennia due to their abundance in atural archives and their relatively long
half-lives. Unfortunately, a large amount of anthropogenic fossil fuel burning in the 20th
century and a large scale nuclear weapon tests after the 1950s have heavily contaminated
the atmosphere and disturbed the ratio of naturally-produced carbon. The degree of con-
tamination is rather difficult to estimate and the cosmogenic isotope data are therefore not
reliable after 1950.

In the following, we will focus on the two most commonly used terrestrial cosmogenic
isotopes, 14C and 10Be. Their physics background and their production processes are
described in Chaps. 2.4.1 and 2.4.2, respectively.
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2.4.1 Radiocarbon 14C
Carbon has three naturally-produced isotopes. Of these about 98.89% is 12C and 1.11%
is 13C while 14C is present only in a trace amounts. 13C is a stable isotope while 14C
decays radioactively with a half-life of ≈5730 years (Godwin 1962). The ratio between
radiocarbon and stable carbon (14C/12C) in the atmospheric CO2 is approximately 10−12

(Stuiver and Polach 1977). Less than 0.1% of the total amount of 14C is produced in the
soil in-situ (Lal 1988; Lal and Jull 2001), implying that this special radionuclide in the
terrestrial environment is produced nearly exclusively by GCRs in the upper troposphere
and the stratosphere through the following reaction (neutron capture):

n + 14
7N→ 14

6C + p. (2.13)

The existence of 14C was first predicted by Franz Kurie in 1934, and later discovered
by Martin Kamen and Sam Ruben in 1940 from sewage methane (Anderson et al. 1947;
Libby 1952; Kamen 1963). 14C has been proven to be the most accurate “chronometer”
for terrestrial events in the past ≈40 000 – 60 000 years (Lal and Jull 2001). Therefore,
it is widely applied in archaeological/anthropological dating and dendrochronology (e.g.,
Libby et al. 1949; Libby 1952; Dorman 2004; Kromer 2009).

After 14C is produced in the atmosphere, it is oxidized to 14CO2 and mixes with at-
mospheric CO2 by taking part in the global carbon cycle (e.g., Bolin et al. 1979), which
is a coupled atmosphere-biosphere-ocean system, as illustrated in Fig. 2.7. In the bio-
sphere, CO2 is absorbed by trees and grasses, which are later consumed by herbivores.
The living bodies therefore have a constant concentration of 14C until they die. After their
death, parts of the CO2 returns to the atmosphere while some stay in the soil, entering
the geosphere. In addition, atmospheric CO2 can also be dissolved in the ocean, forming
calcium carbonate (CaCO3), which sinks down to the seafloor and creates sediments. 14C
in the sediments may accumulate and sub-duct below the continental plates until they are
released back into the atmosphere through volcanic eruptions.

Among all the possible reservoirs mentioned above, tree rings are the most easily as-
sessed and analysed due to their distinguishable annual growth rings. Therefore, a long
14C record can be constructed by counting tree rings and comparing the ring widths among
trees covering different regions and periods. This method is called dendrochronology
(e.g., Kromer 2009). Due to a large percentage of ocean coverage (80%) in the southern
hemisphere compared to that in the northern hemisphere (60%), the carbon mixing effect
is more effective in the southern hemisphere, and the 14C concentration is, hence, slightly
lower (2 – 4 per mille) than the measurements in the north hemisphere. Nevertheless,
the measurements of 14C from tree rings show generally a worldwide uniformity, which
indicates the global mixing process is rather efficient. Since the global atmospheric cir-
culation varies on seasonal to annual time scales, the time-dependent atmospheric effects
(or the so-called “system effects”) need to be modelled properly to be distinguished from
the “production change” (i.e., the Sun).

The development of a numerical atmospheric cascade model (Fig. 2.6) allows the
production rate, Q (in units of [atoms/sec/cm2]), to be described as a function of modu-
lation potential, φ, and the geomagnetic dipole moment, M (see Fig. 9 in Usoskin 2013).
From this function, the solar magnetic activity can be derived if the geomagnetic dipole
moment and the production rate are known. The production rate can be calculated from
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Figure 2.7: Schematic of the global carbon cycle. Five main carbon reservoirs are the
atmosphere, the biosphere, the ocean, the sediments and the Earth’s crust. The global car-
bon cycle describes the exchange of carbon between reservoirs through various processes
(including chemical, physical, geological, and biological). Courtesy of UCAR.

the concentration of 14C (∆14C), which is measured in the tree rings. The global carbon
cycle is usually described by a box model (see Fig. 2 in Bard et al. 1997), which simulates
the fluxes between different carbon reservoirs (such as atmosphere, terrestrial biota, deep
sea, mixed ocean layers and marine sediments) as well as the mixing processes within
the ocean reservoirs (Oeschger et al. 1975; Siegenthaler et al. 1980; Garcon and Minster
1988; Bard et al. 1997; Hughen et al. 2006).

Complex models, that account for the subdivisions of reservoirs and the interchange
between ocean and atmosphere in higher latitude, can achieve detailed and realistic simu-
lations. These models are, however, much more computationally expensive. With interest
in calculating the mean production rate from ∆14C of the mean reservoirs, a simplified
box model is sufficient to represent the global system (Usoskin and Kromer 2005). The
globally-averaged production rate is about 1.7 – 2.3 atoms/sec/cm2 (e.g., O’brien 1979;
Masarik and Beer 1999; Goslar 2001; Kovaltsov et al. 2012), which is the largest pro-
duction rate compared to that of all other cosmogenic radionuclides.

14C was a good indicator of solar activity until the massive emissions of anthropogenic
gases and a series of nuclear bomb tests in the mid-20th century. The burning of fossil
fuel, which does not contain 14C (since it has decayed long ago), releases significant
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additional amounts of CO2 into the atmosphere. This “artificially-produced” 12C reached
a peak in 1963 – 1965, thus diluting the atmospheric 14CO2 concentration drastically with
respect to the pre-industrial epoch. This dilution is known as the Suess effect (Suess 1955;
Keeling 1979).

Furthermore, thermonuclear weapon tests between 1950 – 1962 increased the amount
of atmospheric thermal neutron and therefore doubled the amount of 14C in the northern
hemisphere (Damon et al. 1978; Taylor 1987). This doubled 14C inventory can be seen in
both tree rings and the direct measurements in the atmosphere.

These two main anthropogenic effects, unfortunately, affect the accuracy of carbon
dating and make the 14C data difficult to be used as a proxy for solar activity after 1950
(Joos 1994). Therefore, the Before Present (BP) time scale is introduced, mainly used
in geology and radiocarbon-dating disciplines. BP is defined as the time before 1950 AD
(present) to distinguish the epochs before/after the nuclear tests altering the portion of 14C
in the atmosphere.

2.4.2 Radionuclide 10Be
Beryllium has only one stable isotope, 9Be, which can be found only in naturally occurring
minerals. 9Be has an abundance of 4 – 6 ppm in the Earth’s crust and the uppermost solid
mantel. The radioactive isotope 10Be is another commonly used indicator of solar activity
on millennial time scales due to its long half-life of about 1.39 × 106 years (Korschinek
et al. 2010). It was discovered independently by two groups (Arnold 1956; Goel et al.
1957). Due to its long decay time and very low concentration, 10Be can be precisely
measured only by the Accelerator Mass Spectrometry (AMS) technique invented in the
1980s. This technique achieves an accuracy (ratio of 10Be/ 9Be) better than 10−13. 10Be
is originally measured in concentration (in units of [atoms/g]) and is often converted into
production rate or flux (in units of [atoms/sec/cm2]) if possible.

99.9% of 10Be is produced in the terrestrial atmosphere through cosmic ray spallation
while the remaining 0.1% is from the in-situ production when the GCRs-induced secon-
dary particles interact with mineral/rock surfaces. In the atmospheric cascade, 10Be can
be produced through multiple reactions as the following:

n + 14
7N→ 10

4Be + 3p + 2n, (2.14)

p + 14
7N→ 10

4Be + 4p + n, (2.15)

n + 16
8O→ 10

4Be + 4p + 3n, (2.16)

p + 16
8O→ 10

4Be + 5p + 2n. (2.17)

Similar to 14C, the production rate of 10Be can be described as a function of modulation
potential and the geomagnetic dipole moment (see Fig. 3 in Vonmoos et al. 2006). The
total energy of the cascade (increases with altitude) and the the number of secondary
particles (decrease with altitude) balance each other at an altitude of 10 – 15 km, where
most of the global 10Be (about 55 – 70%) is produced (e.g., Lal and Peters 1967; Masarik
and Beer 1999, 2009; Usoskin and Kovaltsov 2008; Kovaltsov and Usoskin 2010).

In contrast to 14C, which participates in the global circulation, 10Be takes a different
geochemical path after its production. After the radionuclide is produced, 10Be beco-
mes attached to the atmospheric aerosols, such as sulfates, sea salts and ammonium salts.
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Since aerosols often act as CCN, 10Be can thereby easily fall out to the Earth’s surface by
either wet or dry deposition. The wet deposition is an efficient and precipitation-related
process, which includes all processes that involve water in many forms (e.g., rain, snow,
hail). The dry deposition involves turbulence and the 10Be is removed from the atmosp-
here when it touches and adheres to any surface, such as soil and vegetation. Compared
to the dry deposition, which is only significant in very dry regions, the wet deposition is
the main mechanism removing 10Be from the atmosphere.

The signal of 10Be can be found in many types of water-related reservoirs, such as
oceans, glaciers, lake sediments and polar ice (e.g., Beer et al. 1988; Wieland et al. 1991).
Among all these, ice cores are the most commonly-employed resource for studying the
long-term solar activity on the basis of 10Be concentration. Although the ice cores have
the traceable layers, it is difficult to date them correctly especially with increasing depth.
This is due to the thinning effect of the ice, which describes the ice annual thickness
decreasing logarithmically with increasing depth owing to the increasing pressure of the
ice.

The aerosol-bound 10Be in the stratosphere has a residence time of about 1 – 2 years
while the 10Be in the troposphere has a short residence time of about a few weeks (Rais-
beck et al. 1981; Masarik and Beer 1999). Therefore, the 10Be in the stratosphere could
be slightly atmospheric-mixed compared to the 10Be in the troposphere (Raisbeck et al.
1981; Masarik and Beer 1999). Generally, the sampled polar ice cores have a greater
proportion 10Be (60 – 64%) from the stratosphere, with only 20 – 22% from the polar
region troposphere, and less than 16 – 18% from the troposphere at mid-latitude (Beer
et al. 2012). The opposite hemisphere and the equatorial region have negligible effects
on the polar ice. Additional evidence for the 10Be signal being highly climate-influenced
is the halved 10Be concentrations during the Holocene compared to that in the last gla-
cial period. This is attributed to the fact that the water cycle was reduced during the last
glacial period, causing a lower precipitation rate in the polar regions (≈50% of today’s
value), and resulting in an approximately doubled 10Be concentration. Consequently, the
measured 10Be concentrations in the polar ice contain both production signal (solar acti-
vity) and the local climatic/precipitation signals (e.g., Steig et al. 1996; Bard et al. 1997).
The common solar signal can be qualitatively observed by comparing the 10Be series from
Greenland and Antarctica with the globally-mixed 14C series.

Since the concentration of 10Be is subjected to the local climate due to partial atmos-
pheric mixing (Kocharov et al. 1989; McHargue and Damon 1991), the transport process
has to be taken into account when converting the concentration in natural archives to
the production rate in the atmosphere. The computations and models of 10Be production
have been developed since the 1960s, with various approaches and numerical methods
(Bhandari et al. 1966; Lal and Peters 1967; Lal and Suess 1968; O’brien 1979; Masarik
and Beer 1999). Modern atmospheric 3-D general circulation models (e.g., the NASA
GISS model; Field et al. 2006) for simulating the air-mass transport and wet/dry depo-
sition processes (e.g., Field et al. 2006; Heikkilä et al. 2009) allow one to estimate the
local climatic effects. The models, that are based on full Monte Carlo simulations of at-
mospheric cascades, show the globally-averaged production rate of 10Be is about 0.02 –
0.03 atoms/sec/cm2 (Webber and Higbie 2003; Webber et al. 2007; Usoskin et al. 2006b;
Usoskin and Kovaltsov 2008; Kovaltsov and Usoskin 2010). It is about two orders of
magnitude smaller than that of 14C (Sect. 2.4.1) because most of the neutrons produced in
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Figure 2.8: The drilling sites of the six 10Be series used in this thesis.

the cascade process end up producing the 14C (through neutron capture), and only those
neutrons and protons with energy >10 MeV can further produce 10Be.

The validity of the models has been demonstrated by Usoskin et al. (2009) and Pe-
dro et al. (2011). However, the choice of transportation models can result in different
solar modulation potentials, φ, for the same measured 10Be value. Two extreme scena-
rios, which assume either: (1) 10Be is only produced at high latitudes or, (2) 10Be is only
globally-mixed, have been tested to be unrealistic (i.e., they either over or underestimate
the solar activity). The actual scenario should be somewhere in between these two ex-
trema.

There have been numerous ice cores drilled at different locations in both Greenland
and Antarctica, such as Camp Century, Greenland (Beer et al. 1988), GRIP, Greenland
(Yiou et al. 1997), Dye 3, Greenland (Beer et al. 1990), GISP2, Greenland (Finkel and
Nishiizumi 1997), Milcent, Greenland (Beer et al. 1983), NGRIP, Greenland (Dahl-
Jensen et al. 2002; Hvidberg et al. 2002; Berggren et al. 2009), Dome C (Concordia),
Antarctica (Raisbeck et al. 1981), South Pole, Antarctica (Raisbeck et al. 1990; Bard
et al. 1997), Dome Fuji, Antarctica (Horiuchi et al. 2007), EPICA Dronning Maud Land
(EDML), Antarctica (Ruth et al. 2007; Steinhilber et al. 2012). Different records from
these sites provide different temporal resolutions and cover different periods of time. In
this thesis, we use three 10Be series from Greenland (GRIP, NGRIP and Dye3) and three
from Antarctic (EDML, Dome Fuji and South Pole). Their locations are shown in the Fig.
2.8.
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3 Solar activity over nine millennia:
A consistent multi-proxy reconstruction

*This chapter is published as a journal article “Solar activity over nine millennia: A con-
sistent multi-proxy reconstruction” (DOI: 10.1051/0004-6361/201731892) in Astronomy
& Astrophysics.
Credit: C.-J Wu1,2, I. G. Usoskin3,4, N. A. Krivova1, G. A. Kovaltsov5, M. Baroni6, E.
Bard6 and S. K. Solanki1,7, A&A, 2018, reproduced with permission© ESO.

Abstract
Aims. Solar activity in the past millennia can only be reconstructed from cosmogenic
radionuclide proxy records in terrestrial archives. However, because of the diversity of the
proxy archives, it is difficult to build a homogeneous reconstruction. All previous studies
were based on individual, sometimes statistically averaged, proxy datasets. Here we aim
to provide a new consistent multi-proxy reconstruction of solar activity over the last 9000
years, using all available long-span datasets of 10Be and 14C in terrestrial archives.
Methods. A new method, based on a Bayesian approach, was applied for the first time
to solar activity reconstruction. A Monte-Carlo search (using the χ2 statistic) for the
most probable value of the modulation potential was performed to match data from dif-
ferent datasets for a given time. This provides a straightforward estimate of the related
uncertainties. Six 10Be series of different lengths (from 500 – 10000 years) from both
Greenland and Antarctica, as well as the global 14C production series were used. The
10Be series were re-sampled to match wiggles, related to the Grand minima, in the 14C
reference dataset. Stability of the long data series was tested.
Results. The Greenland GRIP (Greenland Ice-core Project) and Antarctic EDML (EPICA
Dronning Maud Land) 10Be series diverge from each other during the second half of the
Holocene, while the 14C series lies in between them. A likely reason for the discrepancy is
the insufficiently precise beryllium transport and deposition model for Greenland, which
leads to under-correction of the GRIP series for the geomagnetic shielding effect. A slow 6
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61



3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

– 7-millennia variability with lows ca. 5500 BC and 1500 AD in the long-term evolution of
solar activity is found. Two components of solar activity can be statistically distinguished:
the main component, corresponding to the ‘normal’ moderate level, and a component
corresponding to Grand minima. A possible existence of a component representing Grand
maxima is hinted, but it cannot be separated from the main component in a statistically
significant manner.
Conclusions. A new consistent reconstruction of solar activity over the last nine millennia
is presented with the most probable values of decadal sunspot numbers and their realistic
uncertainties. Independent components of solar activity corresponding to the main mo-
derate activity and the grand-minimum state are identified, possibly related to different
modes of the operation of the dynamo.

3.1 Introduction
The Sun is an active star whose magnetic activity varies on different time scales, from
seconds to millennia. Understanding solar variability in detail is important for many
reasons, ranging from applications in stellar astrophysics and dynamo theory to paleocli-
matic and space weather studies. Various direct, partly multi-wavelength spectroscopic
solar observations cover the past few decades up to a century in the past. These provide
knowledge of the solar variability expressed in different indices. For the preceding centu-
ries back to 1610, only visual information from simple optical observations in the form of
sunspot numbers is available (Hathaway 2015). The quality of the sunspot number series
is uneven and the uncertainty increases sufficiently before the 19th century (Clette et al.
2014; Usoskin 2017). Yet the Maunder minimum in the second half of the 17th century
was observed sufficiently good to conclude that sunspot activity was exceptionally low
(Ribes and Nesme-Ribes 1993; Vaquero et al. 2015; Usoskin et al. 2015). For yet earlier
times, only indirect proxies can help assessing solar activity1. Such proxies are, for exam-
ple, concentrations of cosmogenic radionuclides radiocarbon (14C), beryllium-10 (10Be)
or chlorine-36 (36Cl) measured in tree trunks or polar ice cores, respectively. These ar-
chives are dated independently. The use of cosmogenic proxies to study solar activity in
the past has been proposed long ago (e.g., Stuiver 1961; Stuiver and Quay 1980; Beer
et al. 1988), and the method has been developed since then in both measurements and
modelling (see reviews by Beer et al. 2012; Usoskin 2017, and references therein). Such
data cover time scales up to ten millennia and more.

Cosmogenic radionuclides are produced as a by-product of a nucleonic cascade ini-
tiated by galactic cosmic rays (GCR) in the Earth’s atmosphere. This is the only source
of these nuclides in the terrestrial system (which is why they are called “cosmogenic”).
Radiocarbon 14C is mainly produced as a result of neutron capture (np-reaction) by nitro-
gen which is responsible for > 99% of the natural 14C production. The isotope 10Be is
produced as a result of spallation reactions of O and N nuclei caused by energetic GCR
particles. After production, the two radionuclides have different processes of transport,
deposition and storage in terrestrial archives around the globe. Radiocarbon is mostly me-
asured in dendrochronologically dated annual rings of live or dead tree trunks, while 10Be

1Although naked-eye observations of sunspots are available, they do not provide quantitative asses-
sments (Usoskin 2017).
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is measured in glacilogically dated polar ice cores mostly from Greenland or Antarctica.
In addition to the geomagnetic field, the flux of GCR impinging on Earth is modulated
by large-scale heliospheric magnetic features (interplanetary magnetic fields and solar
wind) so that the measured content of the nuclides may serve as a proxy of solar magnetic
variability in the past (once the influence of the geomagnetic field has been removed).
Different cosmogenic isotope series exhibit a high degree of similarity on time scales of
a century to a millennium, due to the same production origin (Bard et al. 1997; Vonmoos
et al. 2006; Beer et al. 2012; Usoskin et al. 2009; Delaygue and Bard 2011; Usoskin et al.
2016a; Adolphi and Muscheler 2016). However, systematic discrepancies between long-
term (multi-millennial) trends in different series can be observed (Vonmoos et al. 2006;
Inceoglu et al. 2015; Adolphi and Muscheler 2016; Usoskin et al. 2016a), probably due
to the influence of climate conditions (regional deposition pattern for 10Be or large-scale
ocean circulation for 14C) or an improper account for the geomagnetic field variation to
which the two isotopes respond differently.

Because of the differences in the isotope records, earlier reconstructions of solar acti-
vity were obtained based on individual cosmogenic series, leading to a diversity in the
results. Earlier multi-proxy efforts (e.g., Bard et al. 1997; McCracken et al. 2004; Von-
moos et al. 2006; Muscheler et al. 2007; Usoskin et al. 2007; Knudsen et al. 2009) were
mostly based on a simple comparison of individual records. The first consistent effort
to produce a merged reconstruction was made by Steinhilber et al. (2012) who used the
principle component analysis (PCA) to extract the common variability signal (assumed to
be solar) from the reconstructions based on three cosmogenic series (global 14C, Antarctic
EDML (EPICA Dronning Maud Land) and Greenland GRIP (Greenland Ice-core Project)
10Be ones) and to remove the system effects (e.g., the deposition process, snow accumula-
tion rate and changes in the carbon cycle and dating uncertainties) which are different for
each series. The PCA method keeps only the relative variability, losing the information on
the absolute level, which needs further normalization. Moreover, this method effectively
averages multiple signals without taking the accuracy of each data point and possible time
lags between the signals into account (see Figures S1 – S8 in Steinhilber et al. 2012). As
discussed by Adolphi and Muscheler (2016), the time mismatch between 14C and 10Be
series may, however, be as large as 70 years towards the early Holocene.

In this work, we introduce a new method of consistent multi-proxy reconstruction of
solar activity, based on the Bayesian approach to find the most probable value (and its un-
certainties) of solar activity at any moment of time by minimization of the χ2-discrepancy
between the modelled and the actually measured cosmogenic isotope data. This method
straightforwardly accounts for error propagation and provides the most probable recon-
struction and its realistic uncertainties. Since the method is sensitive to the dating accu-
racy of different records, we re-dated the 10Be records to match their dating with that of
14C, using the standard wiggle-matching method (Cain and Suess 1976; Muscheler et al.
2014) applied to the official ice-core chronology, as described in Section 3.3. The so-
lar modulation potential was assessed using the Bayesian approach from all the available
datasets (Section 3.4). Finally, the sunspot number series was calculated (Section 3.5).
Section 3.6 summarizes our results and conclusions.
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3.2 Data

3.2.1 Cosmogenic isotope records

In this work, we use six 10Be series, from both Greenland and Antarctica and one global
14C production series as summarized in Table3.1 and Figure 3.1.

The 14C series covers the entire Holocene with homogeneous resolution as given by
the globally averaged 14C production rate computed by Roth and Joos (2013) from the
original INTCAL09 (International 14C Calibration dataset, Reimer et al. 2009) measure-
ments of ∆14C. While this series has a pseudo-annual temporal sampling (Roth and Joos
2013), its true resolution is decadal. The series is provided as an ensemble of 1000 realiza-
tions of individual reconstructions. Each realization presents one possible reconstruction
in the sense of a Monte-Carlo approach (viz. one realized path among all possible ones
in the parametric space), considering all known uncertainties. This makes it possible to
directly assess error propagation throughout the entire process.

10Be series have different coverage and temporal resolutions. We reduced them to
two cadences. Annual series were kept as they are while rougher resolved series were
re-sampled to decadal cadence. For each series we also considered 1000 realizations
synthesized using the mean curve and the standard deviation (error bars). Two series
have been updated with respect to earlier studies. The EDML series has been used with
the new AICC2012 (Antarctic Ice Core Chronology, v. 2012) chronology (Veres et al.
2013; Bazin et al. 2013). The GRIP series has been updated from its original ss09(sea)
time scale (Johnsen et al. 1995, 2001) to a more recent GICC05 (Greenland Ice Core
Chronology, v. 2005) timescale (Vinther et al. 2006).

All 10Be series, when possible, were converted into units of production/flux [atoms
cm−2 sec−1] which is natural for the isotope production by cosmic rays. Originally, 10Be
measurements are given in units of concentration [atoms g−1]. To convert them into the
flux, the independently measured/obtained snow accumulation rate at each site is needed.
The accumulation rate was considered individually for each ice core, using the same chro-
nology as the 10Be data (Veres et al. (2013); Bazin et al. (2013) for EDML on AICC2012
and Rasmussen et al. (2014); Seierstad et al. (2014) for GRIP on the GICC05 timescale).
For some series, Dye-3 and South Pole, accumulation data are not provided, and in such
cases we used concentration data assuming that the concentration is proportional to the
depositional flux, with the scaling factor being a free parameter (Table 3.1).

3.2.2 Geomagnetic data

As the geomagnetic data for the last millennia we used a recent archeo/paleomagnetic
model GMAG.9k of the virtual axial dipole moment (VADM) as published by Usoskin
et al. (2016a) for the period since ca. 7000 BC. This model provides an ensemble of
1000 individual VADM reconstructions including all the uncertainties. The range of the
ensemble reconstruction covers other archeo/paleomagnetic models (e.g., Genevey et al.
2008; Knudsen et al. 2008; Licht et al. 2013; Nilsson et al. 2014; Pavón-Carrasco et al.
2014), as can be seen in Figure 2 of Usoskin et al. (2016a), thus covering the related
uncertainties. The length of the geomagnetic series limits our study to the period since
6760 BC.
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GMAG.9k

14C

EDML

GRIP

−6760~1900

−6760~1900

−6760~730

−6760~−1650

Dome Fuji

South Pole

NGRIP
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850~1900

1390~1900

1420~1900

−6000 −4000 −2000 0 2000
Year (−BC/AD)

Figure 3.1: Data series used in this work (see Table 3.1) and their temporal coverage, used
here. Blue shading denotes the cosmogenic isotope series, while the green one is used for
the geomagnetic series employed here.

3.3 Data processing

3.3.1 Temporal synchronization of the records: Wiggle matching
While the radiocarbon is absolutely dated via dendrochronology by tree ring counting,
dating of ice cores is less precise. In principle, dating of ice cores can be done, especially
on short timescales, by counting annual layers of sulfate or sodium, if the accumulation
and the characteristics of the site allow it (e.g., Sigl et al. 2015). But in practise dating of
long series is performed by applying ice-flow models between tie points related to known
events like volcano eruptions that leave clear markers in ice. While the accuracy of dating
is quite good around the tie points, exact ages of samples between the tie points may be
rather uncertain, from several years during the last millennium and up to 70 – 100 years
in the earlier part of the Holocene (Muscheler et al. 2014; Sigl et al. 2015; Adolphi and
Muscheler 2016).

Since our method is based on the minimization of the χ2-statistics among all series
for a given moment of time, it is crucial that these series are well synchronized. Accor-
dingly, we performed a formal synchronization of the series based on the wiggle matching
procedure, which is a standard method to synchronize time series (e.g., Cain and Suess
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3.3 Data processing

Table 3.2: Wiggles (central date and the length in years) used for synchronization of the
various 10Be time series to 14C (Eddy 1976; Stuiver and Quay 1980; Stuiver and Braziunas
1989; Goslar 2003; Inceoglu et al. 2015; Usoskin et al. 2016a), as well as the synchro-
nization time (in years) for GRIP and EDML series. All dates are given in -BC/AD for
dendrochronologically dated 14C.

Date Length dT (EDML) dT (GRIP) Date Length dT (EDML) dT (GRIP)
1680 80 N/A N/A -3325 90 −20+10

−11 7+6
−7

1480 160 N/A 8+5
−6 -3495 50 −23+6

−7 6+6
−6

1310 80 N/A 2+4
−5 -3620 50 −26+21

−10 5+6
−6

1030 80 N/A 0+4
−4 -4030 100 −19+6

−6 2+5
−4

900 80 N/A 13+4
−3 -4160 50 −22+5

−6 −3+5
−5

690 100 16+8
−6 −1+5

−5 -4220 30 −24+5
−5 −6+5

−5
260 80 12+7

−6 0+5
−4 -4315 50 −26+4

−5 4+3
−3

-360 120 6+5
−6 2+6

−3 -5195 50 −19+4
−5 7+5

−5
-750 70 −18+12

−9 0+2
−5 -5300 50 −18+4

−5 7+5
−5

-1385 80 −25+9
−7 3+4

−5 -5460 40 −22+5
−5 18+5

−4
-1880 80 −30+7

−6 5+6
−6 -5610 40 −36+9

−4 29+7
−8

-2120 40 −27+5
−6 6+7

−6 -5970 60 −29+14
−8 20+6

−6
-2450 40 −28+4

−5 0+4
−3 -6060 60 −27+13

−9 15+6
−8

-2570 100 −29+4
−4 0+3

−3 -6385 130 −22+10
−11 −4+6

−14
-2855 90 −20+7

−6 −14+16
−10 -6850 100 −19+7

−7 −24+8
−7

-3020 60 −18+6
−8 −7+12

−9 -7030 100 −25+6
−6 −39+8

−12
-3080 60 −32+6

−6 −4+11
−9 -7150 100 −29+5

−5 −49+8
−15

1976; Hoek and Bohncke 2001; Muscheler et al. 2014). We took the 14C chronology as
the reference and adjusted the timing of all other series to that.

3.3.1.1 Choice of wiggles

Since cosmogenic isotope series exhibit strong fluctuations, of various possible origins,
it is important to match only those wiggles that can presumptively be assigned to the
production changes, viz. cosmic ray (solar) variability and excluding possible regional
climate spells. One well suited type of wiggles is related to the so-called Grand minima
of solar activity, which are characterized by a fast and pronounced drop of solar activity
for several decades. The most famous example of a Grand minimum is the Maunder
minimum between 1645 – 1715 (Eddy 1976; Usoskin et al. 2015). Grand minima can
be clearly identified in the cosmogenic isotope records as sharp spikes (Usoskin et al.
2007; Inceoglu et al. 2015). A typical (though not the most pronounced) example of
such wiggles (Grand minima) is shown in Figure 3.2 for the (scaled) original EDML 10Be
series in dashed curve along with the 14C production data in red. Although the overall
variability of the two series looks alike, there is a clear mismatch in the timing between
them of roughly few decades.

For further analysis we have selected periods with clear wiggles (spikes, correspon-
ding to Grand minima, as listed in earlier works – see references in the notes to Table 3.2)
in the 14C series as listed in Table 3.2, along with their centres and time span.
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3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

Figure 3.2: A typical example of a wiggle in the 14C (red) series compared with the
original EDML 10Be series (dashed black, scaled up by a factor of 172). Solid and dashed
vertical lines denote the middle and the span of the wiggle considered for 14C. The black
sold curve is EDML 10Be series after the synchronization (see Section 3.3.1.2).

3.3.1.2 Synchronization of the wiggles

For all the selected wiggles (Table 3.2), we found the best-fit time adjustment dT between
the analysed 10Be and the reference 14C production series by maximizing the cross cor-
relation between the series, calculated within a time window centred at the middle of the
wiggle. The data were annually interpolated within the time windows so that the time step
in defining dT was 1 year. The length of the correlation window was chosen as the double
length of the wiggle (see Table 3.2). For each wiggle, we calculated the Pearson’s linear
correlation coefficients between 14C and 10Be series repeatedly and the value of dT was
selected that maximized the cross-correlation coefficient R between the two series. The
standard error (serr) of the correlation coefficient was calculated using the approximate
formula (e.g., Cohen 2003):

serr =

√
1 − R2

c

n − 2
, (3.1)

where Rc is the maximum correlation coefficient and n is the number of the data points
within the correlation window. This uncertainty serr was translated into the 1σ confidence
interval for dT , as illustrated in Figure 3.3 which shows the correlation coefficient, R
(black curve), as a function of the time shift dT . It reaches its maximum Rc = 0.86 at
dT = −25 years, as indicated by the vertical solid line. The dotted lines bound the 68%
confidence interval for dT defined as R = Rc − serr.

The ‘momentary’ time adjustments dT were considered as ‘tie points’ (listed in Table
3.2) for the 10Be series, with a linear interpolation used between them. One can see that
adjustments for the EDML series, based here on a new Antarctic Ice Core Chronology
(AICC2012; Veres et al. 2013), lie within +20/-40 years, while for the GRIP series they
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Figure 3.3: An example of the calculation of the best-fit time adjustment dT = −25 ye-
ars (solid vertical line) and its 68% confidence interval (dashed lines, -31 and -19 years)
for the wiggle case shown in Figure 3.2. Pearson’s linear correlation was calculated bet-
ween 14C and EDML 10Be series for the ±100-year time window around the center of the
wiggle.

vary within +20/-50 years. The adjustment range for GRIP is concordant with the Green-
land chronology correction function (e.g., Muscheler et al. 2014) within the uncertainties
of the GICC05 timescale (Seierstad et al. 2014). Some discrepancies may be caused by
the differences in the datasets and methodology applied. There are no earlier results for
the EDML synchronization chronology to be compared with. We emphasize here that
we do not pretend to perform a full chronological scale update but only to match wiggles
between a single beryllium series and 14C data, which is sufficient for this work. In par-
ticular, earlier synchronization studies produced smooth correction curves (e.g., Knudsen
et al. 2009; Muscheler et al. 2014) where individual wiggles may be still slightly misma-
tching, while here we are focused on matching each wiggle in each series separately.

An example of the resulting re-dated 10Be series compared to the reference 14C record
is shown with the solid black curve in Figure 3.2. The synchronization obviously impro-
ves the cross-correlation between the series as shown in Table 3.3. The improvement (in
term of the ratio of R2, which is a measure of the power of co-variability, between the
original and synchronized series) is significant for the long (1.1 and 2.14 for GRIP and
EDML series, respectively) and shorter Greenland series (NGRIP and Dye3) but small
for short Antarctic series.

The pairwise wavelet coherence between long-term series is shown in Figure 3.4,
calculated following the procedure described in Usoskin et al. (2009), including the signi-
ficance estimate using the non-parametric random-phase method (Ebisuzaki 1997). One
can see that the coherence between EDML 10Be and 14C series (panel a) is good on the
timescale shorter than 1000 years and insignificant on the timescale longer than 2000 –
3000 years, with no coherence inbetween. Coherence between GRIP 10Be and 14C se-
ries is good at all timescales longer than 400 – 500 years. Coherence between GRIP and
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Table 3.3: Squared correlation coefficients between the six 10Be series and the 14C series
for the originally dated (Ro) and synchronized (Rs) series. Improvement factor f is defined
as the ratio of the squared correlation coefficients.

GRIP EDML NGRIP Dye3 DF SP
R2

o 0.60 0.18 0.12 0.23 0.57 0.53
R2

s 0.66 0.38 0.14 0.26 0.59 0.53
f 1.11 2.14 1.11 1.14 1.03 1.01

EDML series is intermittent on the timescales shorter than 1000 years and insignificant
on the longer timescales.

3.4 Reconstruction of the solar modulation potential
Since cosmogenic isotopes are produced by cosmic rays in the Earth’s atmosphere (Beer
et al. 2012), their measured production/depositional flux reflects changes in the cosmic
ray flux in the past. In turn, cosmic rays are modulated by 7 solar magnetic activity,
which is often quantified in terms of the modulation potential φ. The latter is a useful
parameter to describe solar modulation of GCR using the so-called force-field parame-
trization formalism (e.g., Caballero-Lopez and Moraal 2004; Usoskin et al. 2005). In an
ideal case, when both the production rate of cosmogenic isotopes and the geomagnetic
field at a given time are known, the corresponding modulation parameter can be calcu-
lated for the given isotope, using a production model which considers, in great detail,
all the processes of the nucleonic-muon-electromagnetic cascade triggered by energetic
cosmic rays in the atmosphere. Here we use the production model by Poluianov et al.
(2016), which is a recent update of the widely used Cosmic Ray Atmospheric Cascade
model (CRAC; Kovaltsov and Usoskin 2010; Kovaltsov et al. 2012). This model provi-
des absolute production rates and is in full agreement with other modern models (Pavlov
et al. 2017). The modulation potential φ is defined here (see full formalism in Usoskin
et al. 2005) for the local interstellar spectrum according to Burger et al. (2000). Since
the modulation potential is a model-dependent parameter, our result cannot be directly
compared to the φ-values based on different assumptions (e.g., Steinhilber et al. 2012)
without a re-calibration (Herbst et al. 2010; Asvestari et al. 2017). Thus, the φ-series is an
intermediate result which is further converted into an physical index of the open magnetic
flux and subsequently to the sunspot numbers.

The relation between the isotope production rate and its measured content (∆14C for
14C and depositional flux or concentration for 10Be) depends on the corresponding atmos-
pheric/terrestrial cycle of the isotope. Radiocarbon is involved, as carbon-dioxide gas, in
the global carbon cycle and is almost completely mixed and homogenized over the global
hemisphere. Here we used the globally averaged 14C production rate as computed by Roth
and Joos (2013) from the INTCAL09 standard ∆14C dataset (Reimer et al. 2009) using a
new-generation dynamic carbon cycle model including coupling with the diffusive ocean.
However, the effect of extensive fossil fuel burning (Suess effect) makes it difficult to use
14C data after the mid-19th century because of large and poorly constrained uncertainties
(Roth and Joos 2013). Radiocarbon data cannot be used after the 1950s because of man-
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3.4 Reconstruction of the solar modulation potential
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c) GRIP-vs-EDML
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Figure 3.4: Wavelet coherence between long series, re-dated using the wiggle matching,
considered here: (a) 10Be EDML vs. 14C; (b) 10Be GRIP vs. 14C; (c) 10Be GRIP vs. 10Be
EDML. Color scale ranges from 0 (deep blue) to 1 (dark red). Arrows denote the relative
phasing between the series: arrows pointing right denote phase matching, while pointing
left – antiphase. The white curves denote the cone of influence (COI) beyond which the
result is unreliable.
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3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

made nuclear explosions leading to massive production of 14C. Accordingly, we do not
extend our analysis towards the twentieth century (cf., e.g., Knudsen et al. 2009).

Contrary to 14C, 10Be is not globally mixed and its transport/deposition in the atmos-
phere is quite complicated and subject to local/regional conditions. Here we applied the
10Be production model by Poluianov et al. (2016) while atmospheric transport and depo-
sition was considered via parametrization by Heikkilä et al. (2009, 2013) who performed
a full 3-D simulation of the beryllium transport and deposition in the Earth’s atmosphere.
However, the existing models consider only the large-scale atmospheric transport and do
not address in full detail the deposition at each specific location, that may differ signifi-
cantly from site to site. This remains an unknown factor (up to 1.5 in either direction)
between the modelled and actually measured deposition flux of 10Be at any given location
(e.g., Sukhodolov et al. 2017). On the other hand, a free conversion factor exists if the
10Be data are provided in concentration units rather than depositional flux. Therefore,
we considered a single scaling factor entering the production rate Q to match it to the
measured values, that is separately adjusted for each 10Be series.

Sometimes sporadic solar energetic particle (SEP) events are produced by the Sun,
with strong fluxes of energetic particles impinging on the Earth’s atmosphere. Although
such solar particle storms usually have a short duration and soft energy spectrum, the
SEP flux can produce additional cosmogenic isotopes in the atmosphere. For extreme
events, the enhancement of the isotope production may greatly exceed the annual yield
from GCR (Usoskin and Kovaltsov 2012). If not properly accounted for, such events may
mimic periods of reduced solar activity (McCracken and Beer 2015), since the enhanced
isotope production is erroneously interpreted in terms of the enhanced GCR flux and,
consequently, reduced solar activity. There are two known extreme SEP events that can
lead to such an erroneous interpretation (Bazilevskaya et al. 2014): the strongest one
around 775 AD (Miyake et al. 2012) and a weaker one in 994 AD (Miyake et al. 2013).
Energy spectra of these events were assessed elsewhere (Usoskin et al. 2013; Mekhaldi
et al. 2015). The production effect of the event on the 10Be data in polar ice was calculated
by Sukhodolov et al. (2017) and removed from the original data. One potential candidate
around 5480 BC studied by Miyake et al. (2017) appears to be an unusual solar minimum
rather than an SEP event. Accordingly, we keep it as a wiggle not correcting for the
possible SEP effect.

Here we first calculated the modulation potential φ in the past for each series indivi-
dually, and then for all series together. The reconstruction process is described in detail
below.

3.4.1 Reducing the series to the reference geomagnetic conditions
Temporal variability of cosmogenic isotope production contains two signals: solar mo-
dulation and changes of the geomagnetic field, which are independent of each other, and
can thus be separated. Since here we are interested in the solar variability, we remo-
ved the geomagnetic signal by reducing all production rates to the reference geomagnetic
conditions, defined as follows: the geomagnetic field is dipole-like, aligned with the geo-
graphical axis, and its virtual axial dipole moment (VADM) is 8 × 1022 A m2. The exact
VADM value is not important for the procedure, so we have chosen a round one close to
the mean value for the twentieth century. The reduction was done in two steps:
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3.4 Reconstruction of the solar modulation potential

Figure 3.5: (a) Original (black) mean 14C production rate (Roth and Joos 2013) and
the one reduced to the standard geomagnetic conditions (red). (b) mean VADM recon-
struction (Usoskin et al. 2016a).

(1) From the given isotope’s production rate Q(t) and the geomagnetic VADM M(t) we
calculated the value of φ(t) using the production model by Poluianov et al. (2016).

(2) From the value of φ(t) computed in step 1, we calculated the reduced production rate
Q∗(t) using the same production model but now fixing the VADM at M = 8 × 1022

A m2. This value roughly corresponds to the 20th century conditions. This yields
the isotope production rate as it would have been during time t if the geomagnetic
field was kept constant at this value of M.

The new Q∗ series is now free (in the framework of the adopted model) of the geomag-
netic changes and is used in the subsequent reconstructions. An example of the original
series and that corrected for variations in the geomagnetic field is shown in Figure 3.5.

3.4.2 Reconstruction based solely on 14C
First, we calculated the solar modulation potential based solely on the radiocarbon data
using the Monte-Carlo method similar to that developed by Usoskin et al. (2014, 2016a).
The reconstruction includes the following steps:

(1) For each moment t in time, we used 1000 realizations Qi(t) of the full ensemble
provided by Roth and Joos (2013), which include both uncertainties of the carbon
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3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

Figure 3.6: An example of the χ2 vs. φ dependence for the year 805 AD for the 14C series.
The dashed lines represent the 68% confidence interval for φ.

cycle and the measurement errors. At the same time we also used 1000 realizations
of the VADM M j(t) from Usoskin et al. (2016a), which include uncertainties and
cover the range of available archeomagnetic reconstructions to calculate 106 values
of Q∗i j(t), as described in Section 3.4.1. The whole ensemble provides a natural
way to represent the range and uncertainties of the reconstructed quantities (Q or
VADM). For this Q∗i j(t) ensemble we calculated the mean 〈Q∗(t)〉 and the standard
deviation σQ(t).

(2) Using the statistics of the Q∗(t) ensemble, we defined, for each time t, the best-fit
φ(t) that minimizes the value of χ2:

χ2(φ) =

(
〈Q∗〉 − Q′(φ)

σQ

)2

, (3.2)

where Q′(φ) is the value of Q∗ computed for a given value of φ, which was scanned
over the range 0 – 2000 MeV. The best-fit value of φ0 is defined as that correspon-
ding to the minimum χ2

0 (→ 0 for a single series used). The 68% confidence interval
of φ is defined as that bounded by the values of χ2 = χ2

0+1. An example of the χ2(φ)
dependence and definition of the best-fit φ-values and its uncertainties is shown in
Figure 3.6.

(3) The series of reconstructed φ based on 14C (φ14C) was then computed, along with
the uncertainties, as shown in Fig. 3.7.
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3.4 Reconstruction of the solar modulation potential

Figure 3.7: Series of the modulation potential φ computed based only on the 14C data.
Shading denotes the 68% confidence interval.

3.4.3 Comparison between the long 10Be and 14C series

Next we compared the long-term behaviour, in the sense of the scaling factors, of the
long-running 10Be series versus the reference 14C series. First we considered a 1000-
year window and calculated the mean value of 〈φ14C〉 within this period, as described in
Section 3.4.2. We then scaled each 10Be series individually with a scaling factor κ and
reconstructed the value of φκ, for the re-scaled 10Be series in this time window. The value
of κ was defined such that the mean value of φ10Be agrees with that for 14C, for the same
period, i.e. 〈φ10Be〉 = 〈φ14C〉. Then, the 1000-year window was moved by 100 years and
the above procedure was repeated.

The resulting 10Be scaling factors κ are shown as a function of time in Figure 3.8. The
κ-factor for the GRIP series is relatively stable during the period 6760 BC – 3000 BC and
depicts a steady monotonous decrease around 3000 BC and reaching -12% with respect
to the final κGRIP around 1000 AD. The Pearson’s squared correlation between the two
curves is significant R2 =0.78 (p-value 0.02)2 implying a possible residual effect of the
geomagnetic field in the reconstruction.

It is interesting to note that the two 10Be series show very different trends during the
second half of the Holocene. The κ-factor for the EDML series shows a weak growing
trend against the 14C series over the entire period of their overlap, with κ varying from
-5% to +10%. A shallow wavy variability can be noticed, with a quasi-period of approxi-
mately 2400 years, which is probably related to Hallstatt cycle (Damon and Sonett 1991;
Usoskin et al. 2016a). The correlation between the κ−factor for EDML and the VADM
is insignificant R2 = 0.52 (p = 0.12). This suggests that most likely the under-corrected
geomagnetic field effect is only related to the GRIP series.

The discrepancy between GRIP and 14C series is well known (e.g., Vonmoos et al.
2006; Inceoglu et al. 2015), but has been typically ascribed to the early part of the Ho-

2The significance is estimated using the non-parametric random-phase method by Ebisuzaki (1997)
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3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

Figure 3.8: The 10Be scaling factor κ, with 68% uncertainties indicated by the grey
shading, in the sliding 1000-year window as a function of time. Panels a and b are for
the GRIP and EDML series, respectively. Dashed lines depict the κ factor defined for the
entire period (Section 3.4.5).

locene, because of the normalization of both series to the modern period. With such a
normalization, the records agree with each other over the last millennia but diverge before
ca. 2000 BC (Inceoglu et al. 2015). Sometimes (e.g., Usoskin 2017, and references the-
rein) this discrepancy was also explained as a possible delayed effect (not perfectly stable
thermohaline circulation) of the deglaciation in the carbon cycle (e.g., Muscheler et al.
2004). However, as we show here, this explanation is unlikely for two reasons.

More details of the long-term relation between the series are visible in Figure 3.9,
where we plot the pairwise wavelet coherence between the modulation potential (shown
in Figure 3.12) from the three long series. As one can see in panel a, the EDML series
is coherent with the 14C series at all timescales shorter than ≈ 2000 years and again (but
insignificantly) longer than 4000 years, while no coherence exists between 2000 and 4000
years. The GRIP-based series (panel b) is well coherent with the 14C one on timescales
longer than 100 – 200 years, with the coherence disappearing at timescales longer than
2000 – 3000 years. The two 10Be are hardly coherent with each other on timescales longer
than 1000 years (panel c), with a small insignificant isle of coherence beyond the cone of
influence. It is noteworthy that each of the 10Be series exhibits a higher coherence with
the 14C one than with each other. A similar conclusion was made by Usoskin et al. (2009)

76



3.4 Reconstruction of the solar modulation potential

using different 10Be data series. Uncovering a reason for this discrepancy requires further
investigation.

Since the reason for this discrepancy is unknown, we do not correct it. In the following
we apply fixed coefficients for 10Be series, thus keeping the long-term variability as it
exists in the original data.

It is interesting that while the coherence between EDML- and 14C-based reconstructi-
ons has been improved compared to the coherence between the raw data series (Figure
3.4), the coherence has been degraded for the GRIP series (panels b) in the long times-
cales above 2000 years. This suggests that beryllium may be better mixed for Greenland
than yielded by the applied beryllium transport parametrization based on Heikkilä et al.
(2009). The reconstruction based on the 14C series has no residual correlation with VADM
(R2 < 0.01). A new full-size model of the atmospheric transport and deposition of 10Be
in polar regions, particularly in Greenland, is needed in the future to resolve the issue.

3.4.4 Reconstructions from individual series
Two beryllium series, GRIP and EDML, are used here for a preliminary assessment of
this method for their overlap. The mean modulation potential for the period 6800 BC –
700 AD based on radiocarbon is 〈φ14C〉 = 0.468 GV.

First, we scaled each 10Be series individually with a free scaling factor κ0 and recon-
structed the series of φ. The values of κ0 were defined such that the mean value 〈φ10Be〉

is equal to that for 14C for the same period. The scaling factor found for the GRIP data
is close to unity, κ0 = 1.1. This implies that 14C and 10Be data are fully consistent in the
framework of the model, and that our modelling of the cosmogenic isotope production
and transport/deposition is appropriate. The best-fit scaling factor for EDML is κ0 = 0.8,
viz. about 20% lower than unity, which is reasonable considering specific features of the
deposition at this site. These values of κ0 are considered as initial guesses for a more
precise search for the scaling factors, as described below.

3.4.5 A combined-record reconstruction of φ
In the preceding section we calculated three series of φ, from different cosmogenic isotope
datasets, using their inter-calibration to the mean φ value obtained from the 14C data
over the overlap period. This is similar to what was done earlier (Vonmoos et al. 2006;
Steinhilber et al. 2012; Usoskin et al. 2014, 2016a). Here we go further and perform a
consistent Bayesian-based reconstruction of the modulation potential φ. For each moment
of time we find, using the measured data and knowledge of the other complementary
parameters, the most probable value of φ and its uncertainty.

(1) First, we fix the scaling factors for GRIP and EDML series at their initial guess
values κ0 as described above.

(2) We then calculate, as described in Section 3.4.2 (step 1), 106 realizations of the
isotope production rates Q∗(t) reduced to the standard geomagnetic conditions.

(3) The mean 〈Q∗(t)〉 and the standard deviation σQ∗(t) are calculated over the 106

ensemble members for each time point t.
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Figure 3.9: Wavelet coherence between individual long-term series of the modulation
potential φ reconstructed from individual long-term cosmogenic series (shown in Figure
3.12). (a) 10Be EDML vs. 14C; (b) 10Be GRIP vs. 14C; (c) 10Be GRIP vs. 10Be EDML.
Notations are similar to Figure 3.4.
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3.4 Reconstruction of the solar modulation potential

(4) For each t the value of χ2(φ) is calculated as:

χ2(φ) =

3∑
i=1

(
〈Q∗i 〉 − Q′i(φ)

σQi

)2

, (3.3)

where index i takes values 1 through 3 for 14C, GRIP and EDML series, respecti-
vely. An example of χ2 as a function of φ at one point in time for the three individual
series as well as for their sum is shown in Figure 3.10. Each of the individual da-
tasets (panels a–c, each similar to Figure 3.6) yields a very sharp and well defined
dip in the χ2 value approaching zero. This is because, for a given single value of Q,
the corresponding value of φ can be defined precisely. However, the obtained indi-
vidual φ−values are not identical for different datasets, leading to a smooth overall
χ2-vs-φ dependence (panel d) with the minimum χ2 being about 1.7, or 0.85 per
degree of freedom (DoF). This implies that the same value of φ = 0.58 GV satisfies
all three isotope data records within statistical confidence.

(5) We calculate the sum of individual χ2 values (Eq. 3.3) as χ2
Σ

=
∑

t χ
2(t) over all the

750 time points during 6760 BC – 730 AD. The corresponding sum is χ2
Σ

= 4347
or ≈ 2.9 per DoF, indicating that there is likely a systematic difference between the
series. The DoF number is defined as 750 × 3 (number of points in the three series)
minus 752 (the number of fitted parameters), thus 1498.

(6) Since the values of the scaling factors κ0 were initially defined by normalizing the
mean values of φ, which is not optimal, we re-define them via χ2 as follows. We
repeat steps (1)–(5) above, now scanning the values of κ in the range of 0.85 –
1.25 and 0.6 – 1.1, with steps 0.01 and 0.015, for the GRIP and EDML series,
respectively. The corresponding χ2

Σ
are calculated. The distribution of χ2

Σ
as a

function of κGRIP and κEDML is shown in Figure 3.11. The distribution has a clear
minimum (χ2

min = 3205) with the values of κGRIP and κEDML being 1.028 and 0.815,
respectively, which is close to the initial guess (Section 3.4.3).

Reconstructions of φ based on the best-fit scaling for individual series are shown in
Figure 3.12 as coloured curves. The differences between the data points from the different
series are normally distributed with a mean value of about zero and the standard deviation
of 100 – 200 MV. This serves as an estimate of the accuracy of individual reconstructions.

3.4.6 Full reconstruction

Next, we analyse all the available data series, including also four shorter 10Be series,
extending the φ reconstruction to 1900 AD. The four shorter series are (see Table 3.1)
NGRIP and Dye3 from Greenland, as well as Dome Fuji (DF) and South Pole (SP) from
Antarctica.

We first estimate the best-guess scaling κ−factors for each short series similar to what
is described in Section 3.4.3, viz. equalizing the mean values of 〈φ〉 for the series in
question to that of the reference 14C series for the period of their overlap. We then slightly
vary the κ−value around these best-guessed values to calculate the corresponding χ2 for
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3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

Figure 3.10: Dependence of χ2 (Eq. 3.3) on φ for the decade centred at 2095 BC: (a)
14C with no scaling,(b) 10Be GRIP with scaling (κ = 1.028), (c) EDML with scaling
κ = 0.815, and (d) sum of the three χ2 components.

each individual series, as shown in Figure 3.13. The vertical solid lines mark the best-
fit κ-values which minimize the 5-point smoothed χ2. The best-fit scaling factors are
listed in Table 3.1. The scaling factor for 10Be series with depositional flux data (GRIP,
EDML, NGRIP, Dome Fuji – see Table 3.1 and Figure 3.8) are close to unity (within
20%) implying again that our model is quite realistic. The 68% uncertainties are defined
as corresponding to

(
χ2

min + 1
)
.

Next, the full reconstruction using the χ2 method described in Section 3.4.5, but now
for all the series, was performed (see Fig. 3.12). The number of different series used to
reconstruct individual data points varies in time between two and five (see Figure 3.1).
The mean χ2 per DoF is 0.57, for 84% of data points χ2 < 1 per DoF, implying that the
agreement between different series is good.
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3.5 Reconstruction of sunspot number

Figure 3.11: Distribution of χ2
Σ

versus κGRIP and κEDML. Grey scale is on the right. The
minimum of the distribution (χ2

min = 3205) occurs at κGRIP=1.028 and κEDML=0.815, as
marked by the cross-hairs.

3.5 Reconstruction of sunspot number

The modulation potential series alone are not very useful as a solar activity proxy since
the modulation potential is a relative index whose absolute value is model dependent
(Usoskin et al. 2005; Herbst et al. 2010, 2017). Therefore, we convert the modulation
potential, reconstructed in Section 3.4 into a more definitive index, the sunspot number
S N. This is done via the open solar magnetic flux Fo, following an established procedure
(e.g., Usoskin et al. 2003; Solanki et al. 2004; Usoskin et al. 2016a). Applying the updated
SATIRE-M model (Vieira and Solanki 2010; Vieira et al. 2011; Wu et al. 2018a), we can
write the relation (Usoskin et al. 2007, see the Appendix therein) between the two indices
as

SNi = 116 × φi + 33 × (φi+1 − φi) − 16, (3.4)

where the sunspot number during the i-th decade, SNi, is defined by the modulation poten-
tial (expressed in GV) during the contemporary and the following decades. The negative
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3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

Figure 3.12: Reconstruction of the modulation potential φ using only individual cosmo-
genic isotope series (color curves as denoted in the legend) with the best-fit scaling (see
Table 3.1) and the final composite series (thick black curve). Top and bottom panels depict
the two halves of the entire interval. Only mean values are shown without uncertainties.

offset term (-16) reflects the fact that zero sunspot number during Grand minima does not
imply the absence of GCR modulation, so that even when SN = 0 the value of φ is about
0.14 GV (e.g., Owens et al. 2012). Since sunspot numbers cannot be negative, the SN was
assigned zero values when the values of φ drop below the sunspot formation threshold.
The uncertainties of the reconstructed SN-values were defined by converting the low- and
upper-bound (68%) φ-values (defined as described above) for each decade into sunspot
numbers. The reconstructed sunspot number series3 is shown in Figure 3.14 along with
its 68% confidence interval and compared with the International sunspot number series
(SILSO ISN version 2, Clette et al. 2014)4. Since we use sunspot numbers in their ‘clas-
sical’ definition, the ISN v.2 data were scaled down with the factor 0.6 (as described in

3Available as a table in the Supplement materials and at the MPS Sun-Climate web-page http://www.
mps.mpg.de/projects/sun-climate/data

4File SN_y_tot_V2.0.txt available at http://www.sidc.be/silso/infosnytot
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3.5 Reconstruction of sunspot number

Figure 3.13: Values of χ2 versus the scaling factors κ for four short 10Be series, as marked
in each panel. The 5-point running mean curves are shown in red. The locations of the
best-fit κ−values are shown by the straight black lines.
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3 Solar activity over nine millennia: A consistent multi-proxy reconstruction

Figure 3.14: Reconstructed sunspot number along with its 68% confidence interval (gray
shading). This series is available in the Support Data. Red line depicts the decadally res-
ampled International sunspot number (version 2, scaled by 0.6) from Clette et al. (2014).
The dashed line denotes the level of SN=10.

Clette et al. 2014).
One can see that the reconstructed solar activity varies at different time scales, from

decades to millennia. In particular, there is a long period with relatively high activity
between roughly 4000 BC and 1500 BC, and periods of lower activity ca. 5500 BC and
1500 AD. The origin of this is unclear. For example, Usoskin et al. (2016a) suggested,
based on the fact that the GRIP and 14C series behave differently at this time scale, that
it is a global climate effect rather than solar. As a result, they removed this wave from
the data in an ad-hoc manner. However, as we show here, it is more likely related to the
under-correction of the GRIP-based series. Therefore, it may be related to solar activity
so that we retain it in the final dataset.

The new series is generally consistent with previous reconstructions (e.g., Usoskin
et al. 2016a) but it also has some new features. In particular, it implies a lower activity
during the sixth millennium BC. We note that a possible overestimate of solar activity for
that period was suspected earlier (Usoskin et al. 2007, 2016a).

Although the overall level of solar activity may vary significantly, the periods of Grand
minima may correspond to a special state of the solar dynamo (Schmitt et al. 1996; Küker
et al. 1999; Moss et al. 2008; Choudhuri and Karak 2012; Käpylä et al. 2016) and thus
are expected to provide roughly the same low level of activity, corresponding to a virtual
absence of sunspots. Thus, the level of the reconstructed activity during clearly distinguis-
hable Grand minima may serve as a rough estimate of the ‘stability’ of the reconstruction,
if we assume that activity always drops to the same, nearly zero level during each Grand
minimum (Sokoloff and Nesme-Ribes 1994; Usoskin et al. 2014). The expected level of
solar activity during Grand minima (SN→0) is indicated by the horizontal dashed line in
Figure 3.14. One can see that the level of the reconstructed Grand minima (observed as
sharp dips) is roughly consistent with SN→0 throughout almost the entire period, con-
sidering the uncertainty of the order of 10 in SN units. However, periods of 3500 BC –
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2500 BC and before 5500 BC are characterized by a slightly higher SN level during the
Grand minima suggesting for a possible overestimate of activity during those times. Inte-
restingly, there were no clear Grand minima during 2500 BC – 1000 BC, suggesting that it
was a long period of stable operation of the solar activity main mode.

The overall level of solar activity remained roughly constant, around 45 – 50, during
most of the time, but appeared somewhat lower (around 40) before 5000 BC, suggesting
for a possible slow variability with a timescale of about 6 – 7 millennia (cf., Usoskin
et al. 2016a). The reason for that is not known, but this could be due to: (1) climate
influence, although this would be expected to affect 14C and 10Be isotopes differently; (2)
solar activity, or (3) large systematic uncertainty in the geomagnetic field reconstruction
which is poorly known before about 3000 BC.

Figure 3.15 shows the kernel density estimation of the probability density function
(KDF) of the reconstructed decadal sunspot numbers for the entire period (877 decades).
One can see the high peak of the distribution with values around 40 which corresponds
to the moderate activity. Quite clear is also a low activity component with values below
15, corresponding to Grand minima. In addition, there is a hint for a bump at the high
activity tail (SN greater than 60, visible only as a small excess above the main Gaussian
curve) suggesting a Grand maximum component. In order to illustrate this, we applied a
formal multi-peak (Gaussian) fit to the KDF as shown by the blue dotted curves. The main
peak is centred at decadal SN=42 (σ = 10) and represents the main component. Another
peak can be found as a small bump around SN=27 (σ = 6), but it is not sufficiently
separated from the main component to justify calling it a separate component. The Grand
minimum component (Gaussian with σ = 6 centred at SN=12) is significantly separated
from the main component (statistical significance p < 0.05). The separation of the Grand
maximum component, while visible by eye as a deviation from the Gaussian shape at
high values, is not statistically significant. The statistical separation of the special Grand
minimum component was first shown by Usoskin et al. (2014) for the last three millennia,
while the result for the Grand maximum component was inconclusive.

Here we fully confirm this result over nine millennia, which implies that Grand mi-
nimum and normal activity components form a robust feature of solar variability. This
also suggests that the new reconstruction is more robust and less noisy than previous ones
(e.g., Steinhilber et al. 2012; Usoskin et al. 2016a) and allows to statistically identify the
Grand minimum component over 9000 years.

3.6 Conclusions

We have provided a new fully consistent multi-proxy reconstruction of solar activity over
about nine millennia, based for the first time on a Bayesian approach. We used all the
available datasets of cosmogenic radioisotopes with sufficient length and quality in ter-
restrial archives and up-to-date models of isotope production and transport/deposition as
well as a recent archeomagnetic model. We used six 10Be series of different lengths from
both Greenland and Antarctica, as well as the official INTCAL global 14C series. Earlier
reconstructions were based on either individual datasets or on a statistical superposition of
those (e.g., Steinhilber et al. 2012). Our new method is based on finding the most proba-
ble value of the solar modulation potential which matches all the data for a given point in
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Figure 3.15: Probability kernel density function estimate (black dots) of the reconstructed
decadal sunspot numbers (Gaussian kernel, width=3) and its multi-peak fit (red).

time, providing also a straightforward estimate of the uncertainties. Prior to the analysis,
long 10Be series were formally re-dated to match wiggles in the 14C data. All employed
cosmogenic isotope series were reduced to the reference geomagnetic field conditions.
We have also tested the stability of the two long 10Be series and found that they appear
to diverge from each other during the second half of the Holocene, while the 14C series
lies in between them. The GRIP-based series appears to anti-correlate with the long-term
geomagnetic VADM series, implying a possible under-correction for the geomagnetic
shielding effect for GRIP location, while EDML and 14C-based reconstructions do not
show any significant residual correlation with VADM. This suggests that the applied mo-
del of beryllium transport and deposition does not work properly for the Greenland site
but is reasonably good for the Antarctic site. A full-size transport/deposition model (e.g.,
Sukhodolov et al. 2017) needs to be applied in the future to resolve this issue.

The reconstructed series (Figure 3.14) shows variability on different time scales. Of
particular interest are Grand minima of activity, visible as strong dips in the time series
with the level of decadal sunspot numbers below 10 – 15. Another feature of the long-term
evolution of solar activity is a slow variability on the 6 – 7 millennia timescale with lows
ca. 5500 BC and 1500 AD. Such behaviour was interpreted by Usoskin et al. (2016a) as a
possible effect of climate influence on the carbon cycle, but the fact that the 14C series lies
between the two diverging 10Be series on this time scale makes this explanation unlikely.
The cause of the feature remains unknown.

Most of the time solar activity varies slightly around the moderate level of SN≈ 40,
corresponding to the main component of solar activity. Yet, Grand minima form a statis-
tically distinguishable component. The existence of this component was first found for
the last three millennia by Usoskin et al. (2014), who interpreted it as special mode of the
solar dynamo. Its confirmation here for nine millennia implies that it is a robust feature of
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solar activity. At the same time, a possible existence of a component representing Grand
maxima is hinted (cf. Usoskin et al. 2014) although it cannot be separated from the main
component in a statistically significant manner. We speculate that the different compo-
nents of the activity distribution may be related to different modes of the operation of the
dynamo.

Finally, a new consistent reconstruction of solar activity (in the form of decadal suns-
pot numbers) is presented that offers a more reliable estimate of the long-term evolution of
solar variability and poses robust constraints on the development of solar/stellar dynamo
models as well as solar-terrestrial studies.
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4 Solar total and spectral irradiance
reconstruction over the last 9000
years

*This chapter has been submitted as a journal paper to A&A by C.-J Wu1,2, N. A. Krivova1,
S. K. Solanki1,3 and I. G. Usoskin4,5.

Abstract

Contents. Changes in solar irradiance and in its spectral distribution are among the main
natural drivers of Earth’s climate. However, irradiance measurements are only available
for less than four decades, while assessment of solar influence on Earth requires much
longer records.
Aims. The aim of this work is to provide the most up-to-date physics-based reconstruction
of the solar total and spectral irradiance (TSI/SSI) over the last nine millennia.
Methods. The concentrations of the cosmogenic isotopes 14C and 10Be in natural archi-
ves have been converted to the decadally-averaged sunspot numbers through a chain of
physics-based models. TSI and SSI are reconstructed with an updated SATIRE model.
Reconstructions are carried out for each isotope record separately, as well as for their
composite.
Results. We present the first ever SSI reconstruction over the last 9000 years from the in-
dividual 14C and 10Be records as well as from their newest composite. The reconstruction
employs physics-based models to describe the involved processes at each step of the pro-
cedure.
Conclusions. Irradiance reconstructions based on two different cosmogenic isotope re-
cords, 14C and 10Be, agree well with each other in their long-term trends despite their
different geochemical paths in the Earth atmosphere. Over the last 9000 years, the range
of the secular changes in TSI are of the order of 0.11%, or 1.5 W/m2. After the Maunder
minimum, the reconstruction from the cosmogenic isotopes is consistent with that from
the direct sunspot number observation. Furthermore, over the 18th to 19th century, the
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3School of Space Research, Kyung Hee University, Yongin, Gyeonggi-Do,446-701, Republic of Korea
4Space Climate Research Unit, University of Oulu, Finland
5Sodankylä Geophysical Observatory, University of Oulu, Finland
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agreement with the reconstruction from the sunspot number by Chatzistergos et al. (2017)
is better than with that from the WDC-SILSO sunspot number series (Clette et al. 2014).

4.1 Introduction

The Sun is the dominant external energy source to Earth’s system (Kren et al. 2017) and
is thus expected to affect its climate (Hansen 2000; Haigh 2001, 2003; Gray et al. 2010;
Solanki et al. 2013). Although solar variability and its influence on Earth have been
studied for a long time by various approaches, the physical processes and the level of
solar influence on Earth’s coupled atmosphere-ocean system are not yet fully understood.
Variability in solar irradiance is considered among the possible mechanisms. The total
solar irradiance (TSI) is the spectrally-integrated energy flux per unit area normalised to
1 AU, while the solar spectral irradiance (SSI) is the flux per unit wavelength. TSI (which
is dominated by the radiation in the visible and infrared, IR, bands of the spectrum) and
SSI (in particular, in the ultraviolet, UV, spectral range) are the main agents of the so-
called bottom-up and top-down mechanisms, respectively (Gray et al. 2010). The bottom-
up mechanism is induced by the solar irradiance absorbed by Earth’s surface while the
top-down one is associated with the interaction between the ultraviolet irradiance and
the stratosphere (Haigh 1994, 2001). As UV radiation below 400 nm most probably
contributes more than a half of the TSI variability (Krivova et al. 2006; Ermolli et al.
2013; Yeo et al. 2014b, 2017a; Morrill et al. 2014; Woods et al. 2015), SSI and the UV
range are of particular interest to studies of solar influence on climate.

To better understand the mechanisms of solar impact on climate, long-term records of
solar irradiance are required. Both TSI and SSI are measured since 1978 by space-based
instruments, yet for longer time scale suitable models are needed. A number of models
have been published (Lean 2000; Krivova et al. 2007, 2010; Shapiro et al. 2010; Dasi-
Espuig et al. 2014, 2016; Coddington et al. 2016) that reconstruct solar total and spectral
irradiance on decadal to centennial time scales from various solar activity proxies, such
as the Ca II K index, solar radio flux f10.7cm, sunspot areas, or the sunspot number. Also
isotope concentrations in terrestrial archives have been utilised to evaluate TSI on the
millennial time scale (Steinhilber et al. 2009, 2012; Delaygue and Bard 2011; Shapiro
et al. 2011; Vieira et al. 2011). Of these, only Shapiro et al. (2011) have also considered
SSI, while only Vieira et al. (2011) have used physics-based models to describe the whole
chain of the involved processes at each step. Other models have relied on the linear
regressions between the measured irradiance and the input proxies, while Vieira et al.
(2011) have demonstrated that the linear relationship is actually not applicable. Here
we follow the approach of Vieira et al. (2011) to update their TSI reconstruction and to
also, for the first time, reconstruct SSI from the UV to the far-IR, considering physical
process instead of relying on linear relationships. Also, for the first time, we present a
reconstruction based on a composite 10Be and 14C records.

We use the SATIRE model (Spectral and Total Irradiance REconstruction, Fligge et al.
2000; Krivova et al. 2003, 2007, 2010; Wenzler et al. 2004, 2006; Vieira et al. 2011; Ball
et al. 2014; Yeo et al. 2014b; Dasi-Espuig et al. 2014, 2016), which is a family of models
based on the assumption that the irradiance variation on time scales longer than about
one day is driven solely by the changes in the photospheric magnetic field. This model
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family attributes the irradiance changes to the competing contributions of dark (sunspot
and pores) and bright (faculae and the network) surface magnetic features, as all other
variable irradiance models do. The brightness of individual components is assumed to
be time-independent, but their surface coverage changes with time. The positions and
the areas of the various surface magnetic components are most accurately extracted from
solar full-disc magnetograms, as used in the SATIRE-S model (“S” stands for satellite
era, Fligge et al. 2000; Krivova et al. 2003; Wenzler et al. 2006; Ball et al. 2014; Yeo et al.
2014b), but these are only available (with a suitable quality and cadence) since 1974. In
the period 1610 – 1974, SATIRE relies on sunspot observations and the corresponding
version is termed SATIRE-T (where “T” stands for telescope era, Balmaceda et al. 2007;
Krivova et al. 2007, 2010), and SATIRE-T2 for the version using the surface flux transport
model to restore the evolution of the solar surface magnetic flux (Dasi-Espuig et al. 2014,
2016). The sunspot number has not been recorded prior to 1610 but can be reconstructed
from the cosmogenic isotope concentrations, 14C and 10Be retrieved from tree rings and
ice cores, respectively (Beer 2000a; Solanki et al. 2004; Usoskin et al. 2007; Steinhilber
et al. 2009, 2012; Vieira et al. 2011; Usoskin 2017).

The production rate of cosmogenic isotopes depends on the intensity of galactic cos-
mic rays (GCRs) that enter Earth’s atmosphere. GCRs have to penetrate the heliosphere
and the Earth’s magnetic field before interacting with nuclei of atmospheric atoms and
producing radionuclides that are later stored in terrestrial archives. Therefore, the abun-
dance of isotopes in archives depends not only on the heliospheric magnetic field, but also
on the geomagnetic field (shielding effect, Vonmoos et al. 2006). As the GCR flux im-
pinging on Earth is modulated by the solar open magnetic flux (Masarik and Beer 1999;
Usoskin et al. 2002; Caballero-Lopez and Moraal 2004), the concentration of cosmogenic
isotopes is an indirect indicator of solar activity. A distinct inverse proportional relations-
hip between GCR flux and solar activity has been observed (Usoskin 2017).

Although one can reconstruct the sunspot number from cosmogenic isotope records,
these data have a much lower temporal resolution than the daily observed sunspot num-
ber: only decadal-averaged values are available on the millennial timescale. Therefore,
the SATIRE-T model cannot be applied directly. It has been adapted to deal with this
complication by Vieira and Solanki (2010) and Vieira et al. (2011), and the correspon-
ding version of the model is termed SATIRE-M (“M” for millennia). Vieira and Solanki
(2010) have shown that the relationship between the irradiance and quantities that are
usually derived from the cosmogenic data is non-linear, and Vieira et al. (2011) have used
this model to reconstruct the TSI, for the first time avoiding a linear relationship. They
used the solar open magnetic flux (OMF) derived by Usoskin et al. (2007) from the iso-
tope 14C measurements to reconstruct the solar surface magnetic fields over the Holocene
for two geomagnetic models. Recently, Usoskin et al. (2016a) have reconstructed sunspot
number back to 6755 BC from an updated geomagnetic model and two cosmogenic iso-
tope series, 14C (Roth and Joos 2013) and 10Be (Yiou et al. 1997; Muscheler et al. 2004;
Vonmoos et al. 2006). Furthermore, Wu et al. (2018b) have combined one global 14C and
six local 10Be series into a single state-of-the-art multi-isotope composite record. They
also used it to reconstruct the sunspot number over the Holocene.

Here we reconstruct the TSI and SSI using the updated model of Vieira et al. (2011)
and the most up-to-date sunspot reconstructions by Usoskin et al. (2016a) and Wu et. al
(2018). We also extend the model to reconstruct both the total and the spectral irradiance.
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The concept and the methods of the SATIRE model are introduced in Section 4.2. The
cosmogenic isotope data are described in Section 4.2.3.1, and the reconstruction of solar
irradiance is presented in Section 4.3. The results and conclusions are summarized in
Section 4.4.

4.2 Model description

4.2.1 The general concept of the SATIRE model

In the SATIRE models, the solar surface is described by five components: umbra, pe-
numbra, facula, network and the quiet Sun. The features evolve with time and move
across the visible disc as the Sun rotates. Thus the positions of and the fractional disc
coverage by the features change. On each given day this information is taken from solar
observations. In particular, when daily high-resolution full-disc solar magnetograms and
continuum images are available for the last 4 decades, the SATIRE-S model is able to re-
plicated the directly measured irradiance variability accurately. However, one has to rely
on less complete sets of observations for going further back in time .

The longest record of direct solar observations is the sunspot number that extends
back to the Maunder minimum, although with progressively degrading quality (see Sect.
4.2.2.1). SATIRE-T employs the sunspot numbers to first reconstruct the evolution of
the solar photospheric magnetic fields through a set of ordinary differential equations
(Solanki et al. 2000, 2002b; Vieira and Solanki 2010), which is then used as input to
the reconstruction of the solar irradiance (Balmaceda et al. 2007; Krivova et al. 2007,
2010). Before 1610 only indirect data are available, and thus Vieira and Solanki (2010)
and Vieira et al. (2011) have adapted the SATIRE model to use the radioisotope data
as input (SATIRE-M). This requires an additional step of first reconstructing the solar
activity (either the sunspot number or the solar OMF) from the concentrations of 14C or
10Be records (e.g., Solanki et al. 2004; Steinhilber et al. 2012; Usoskin et al. 2014). In
this study, to reconstruct the solar total and spectral irradiance on both centennial and
millennial time scales, we will use the SATIRE-T model for the period from the Maunder
minimum to the present and the SATIRE-M model over the period 6755 BC to 1895 AD.
More details of the SATIRE-T and SATIRE-M model are given in Sect. 4.2.2 and Sect.
4.2.3, respectively.

In all versions of the model, the input data are used to recover the fractional solar disc
coverage by a given photospheric component at a given time, which is described by the
corresponding filling factor α (note that the definition of the filling factors is somewhat
different in the version of the model that uses spatially-resolved solar magnetograms and
images, but this is irrelevant for this work). The brightness of each component i is time-
independent and is calculated following Unruh et al. (1999) using the ATLAS9 spectral
synthesis code (Kurucz 1993) from the corresponding solar model atmospheres (for de-
tails see Unruh et al. 1999). Intensity spectra Ii(λ, µ) (µ = cosθ, where θ is the heliospheric
angle) of the quiet Sun, umbra and penumbra are calculated from the model atmosphe-
res of Kurucz (1993, 2005) with effective temperatures of 5777 K, 4500 K and 5400 K,
respectively. The model atmosphere used for faculae and network was adapted from the
model P by Fontenla et al. (1999). The intensity spectra, Ii(λ, µ), are then integrated over
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the whole disc (or over the activity belts, see Sect. 4.2.2.2) to give the disc-integrated
brightness spectra, Fi(λ), of each component.

The solar irradiance at a given wavelength, λ (SSI), at a given time, t, is obtained by
summing up spectra of the individual photospheric components weighted by their surface
coverage, given by their filling factors αi:

F(λ, t) =
∑

i=u,p,f,n,q

αi(t)Fi(λ). (4.1)

The ATLAS9 spectral synthesis code uses the assumption of Local Thermodynamic
Equilibrium (LTE), which breaks down in the solar chromosphere where the important
parts of solar UV radiation are formed. Krivova et al. (2006) and Yeo et al. (2014b)
have shown that the SATIRE spectra need a correction below 300 nm. Following Yeo
et al. (2014b), between 180 and 300 nm we introduce an offset in the absolute values
to match the Whole Hemispheric Interval (WHI) reference solar spectrum (Woods et al.
2009), while in the range 115 – 180 nm, the variability is rescaled with empirical factors
derived using the SORCE/SOLSTICE measurements (Snow et al. 2005). Note that these
corrections do not affect the long-term trend. Finally, TSI is calculated as an integral of
SSI over the entire spectral range 115 – 160 000 nm.

4.2.2 SATIRE-T
4.2.2.1 Surface magnetic field

In the SATIRE-T model, the evolution of the solar surface magnetic field is described by
a set of coupled ordinary differential equations (ODEs). The model has been described
in detail in earlier papers (Solanki et al. 2002b; Krivova et al. 2007; Vieira and Solanki
2010). Therefore, here we only briefly outline its main features. Three components of
the magnetic field are considered: the magnetic field in active regions, ϕact, ephemeral
regions, ϕeph, and the open flux, ϕopen. Active regions (ARs) include sunspots and faculae.
They typically emerge in the so-called activity belts (i.e., within roughly latitudes of 5
– 30◦ for sunspots and 5 – 45◦ for faculae) and show a pronounced solar activity cycle.
Ephemeral regions (ERs) are small-scale bipolar regions with much shorter lifetimes dis-
tributed more homogeneously over the solar surface. They show a much weaker, if any,
variation over the solar cycle (see Harvey 1993; Hagenaar 2001; Hagenaar et al. 2003).
The emergence of ARs and ERs in our model is described by the corresponding emer-
gence rates, εact and εeph, respectively. This magnetic field decays on time scales of τ0

act
and τ0

eph. Part of the field is trapped by the solar wind plasma and dragged further into the
heliosphere, forming the so-called open flux. Whereas part of the open flux decays within
a few months, some part of it can survive much longer (about 3 – 4 years, Solanki et al.
2000, 2002b; Vieira and Solanki 2010; Owens and Lockwood 2012). Thus the slowly and
rapidly decaying components of the open flux, ϕs

open and ϕr
open, respectively, are modelled

separately, with the corresponding decay times being τs
open and τr

open. The flux transfer
from ARs and ERs to the slowly evolving open flux occurs on time scales τs

act and τs
eph,

while τr
act is the time scale for the transfer of the AR flux to the rapidly evolving open flux.

The evolution of the magnetic field is then described by the following equations:
dϕact

dt
= εact −

ϕact

τ0
act
−
ϕact

τs
act
−
ϕact

τr
act
, (4.2)

93



4 Solar total and spectral irradiance reconstruction over the last 9000 years

dϕeph

dt
= εeph −

ϕeph

τ0
eph

−
ϕeph

τs
eph

, (4.3)

dϕr
open

dt
=
ϕact

τr
act
−
ϕr

open

τr
open

, (4.4)

dϕs
open

dt
=
ϕact

τs
act

+
ϕeph

τs
eph

−
ϕs

open

τs
open

. (4.5)

As ARs typically include sunspots, the sunspot number can be considered as a good
indicator of the emergence of the magnetic field in ARs. Balmaceda et al. (2007), Vieira
and Solanki (2010) and Krivova et al. (2010) used the group sunspot number (GSN) by
Hoyt and Schatten (1998) as input, while Krivova et al. (2007) considered both the group
and the International (or Zürich) number. The group and the International sunspot num-
bers agree over the last 150 years but show different overall activity levels between 1700
and 1850. A recalibration and multiple corrections to sunspot observations is the subject
of an intense ongoing debate (Clette et al. 2014; Lockwood et al. 2014c; Usoskin et al.
2016c; Cliver and Ling 2016; Chatzistergos et al. 2017; Svalgaard et al. 2017), which
remains a controversial topic. The effect of the choice of the input sunspot number on
the irradiance reconstructions has been considered by Kopp et al. (2016) and is beyond
the scope of this study. Briefly, the choice of the input series affects the overall irradiance
level in the 18th and early 19th centuries but not the magnitude of the secular change
between the Maunder minimum (1637 – 1715) and now (Krivova et al. 2007; Kopp et al.
2016). Furthermore, as the main goal of this work is a reconstruction of the solar irradi-
ance over a much longer period using the cosmogenic isotope data, the level of the solar
activity in the 18th century will at the end be derived independently of the sunspot data.

Thus we here use the updated International (Zürich) sunspot number series (SN ver-
sion 2.0, Ri hereafter) by WDC-SILSO1 as our input sunspot number. However, this SN
series only extends back to 1700 which is the end phase of the Maunder minimum. Furt-
hermore, this data set is problematic during the early 18th century due to the large amount
of missing sunspot number data and the difficulty of calibrating between different observa-
tories. Vaquero et al. (2015) have accounted for this issue and revised the sunspot number
during this period. We therefore replace the sunspot number between 1639 – 1715 with
the one reconstructed by Vaquero et al. (2015). The original Ri series is given at three
cadences, covering different periods: daily (1818 – present), monthly (1749 – present)
and yearly (1700 – present). In this study, we interpolate the monthly sunspot number
from 1749 – 1818 and yearly averaged before 1749 to a daily cadence for consistency in
the input temporal resolution for the SATIRE-T model.

Following Solanki et al. (2002b); Krivova et al. (2007, 2010) and Vieira and Solanki
(2010) we assume the emergence rate of the AR magnetic flux, εact, to be directly related
to Ri:

εact = εmax,21 Ri

Rmax,21
i

, (4.6)

where εmax,21 and Rmax,21
i are the emergence rate and the SN value observed during the

maximum of cycle 21, obtained from a 3-month moving average (Schrijver and Harvey
1994; Vieira and Solanki 2010).

1http://sidc.oma.be/silso/datafiles
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We further assume that the emergence rate of ERs is linked to that of the active regions.
This is based on the studies of the ERs evolution by Harvey and Martin (1973) and Harvey
(1992, 1993). In particular, Wilson et al. (1988) and Harvey (1992) found that ERs start
emerging earlier than ARs belonging to the same activity cycles. Thus the ER cycles last
longer than the corresponding sunspot cycles and overlap during solar minima. Following
Vieira and Solanki (2010), we define the ER emergence rate (εeph) as follows:

εeph(t) =
∑
n=1

εmax,n
act Xgn, (4.7)

where X is the amplitude factor and gn defines the ER cycle shape:

gn(t) =

cos2
(
π(t−tmax

n )

Leph
n

)
, −

Lact
n
2 − Lext

n ≤ t − tmax
n ≤

Lact
n
2 + Lext

n

0, otherwise.
(4.8)

Here tmax
n stands for the time when cycle n reaches its maximum and Lact

n is the corre-
sponding cycle length. The function gn ensures that the ER cycle maxima are at or before
the corresponding sunspot cycle maxima (see Dasi-Espuig et al. 2014). The ER cycle
length of the corresponding activity cycle is defined as:

Leph
n = Lact

n + 2Lext
n , (4.9)

where 2Lext
n is the time extension related to each activity cycle with a constant extension

parameter cx:
Lext

n = Lact
n − cx. (4.10)

The decay and transfer times for the surface magnetic components are free parameters
in the SATIRE-T model, which are obtained from a comparison of the results with various
observations, details are described in Sect. 4.2.2.3.

4.2.2.2 Filling factors

The calculated magnetic flux for each component as a function of time is converted to
filling factors entering Eq. (4.1) as follows. First, the fractional disc area coverage by
sunspots is obtained directly from the measured sunspot areas whenever these are availa-
ble (Balmaceda et al. 2005, 2009; Yeo et al. 2017a) 2.

For the period prior to Greenwich observations (i.e., before 1874) when the area record
is not available, we extrapolate it using sunspot numbers. Sunspots are divided into umbra
and penumbra using their observed mean area ratio: αu/(αu + αp) = αu/αs = 0.2 (see, e.g.,
Solanki 2003). Assuming the mean field strength in penumbra is 550 G and in umbra 1800
G (Keppens and Martínez Pillet 1996), we obtain the total magnetic flux in sunspots. The
magnetic flux in faculae is then the difference between the total flux in ARs and that in
sunspots, ϕf = ϕact − ϕu − ϕp. The magnetic flux in the network is the sum of the ERs and
open flux: ϕn = ϕeph + ϕopen.

To convert the magnetic flux in faculae ϕf , and in network ϕn into filling factors αf,n,
we assume the filling factors to vary linearly with the corresponding magnetic flux until

2http://www2.mps.mpg.de/projects/sun-climate/data/sunspot_area_psi_20170531.
txt
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Table 4.1: Parameters and their allowed ranges in SATIRE-T model

Parametera Notation Range Kea10 This work
ER decay time τ0

eph 0.0016 (fixed)
AR decay time τ0

act 0.3 0.3 (fixed)
Slow OF decay time τs

open 0.0016 4.0 2.97 3.75
Rapid OF decay time τr

open 0.08 0.36 0.16 0.14
AR to slow OF transfer time τs

act 10 90 71.2 88.3
AR to rapid OF transfer time τr

act 0.0016 3.0 2.1 2.6
ER to slow OF transfer time τs

eph 10 90 17.8 20.6
Saturation flux in faculae Bsat,f 50 850 156 371
Saturation flux in network Bsat,n 800 (fixed)
ER cycle amplitude factor X 70 150 78 106
ER cycle extension cx 5 8 5.01 7.63
Fraction of detectable ER flux ce 0.3 (fixed) 0.4(fixed)

Notes. (a) Time is in unit [year] and magnetic flux in unit [G].

References. Kea10: Krivova et al. (2010)

the saturation flux is reached. The filling factors are 1 above the saturation limit (Fligge
et al. 2000; Krivova et al. 2003, 2007; Yeo et al. 2014b). The saturation flux in the network
(Bsat,n) is fixed at 800 G (for details, see Krivova et al. 2007), while the saturation limit in
faculae (Bsat,f) is a free parameter in the model (Krivova et al. 2003)

The derived facular and network magnetic fluxes are disc-integrated, and so this ap-
proach assumes that they are homogeneously distributed on the solar surface. This as-
sumption might overestimate the contribution of faculae to the total solar irradiance since
in reality, AR faculae may emerge within the so-called activity belts (at latitudes ±5 – 45◦

for faculae and ±5 – 30◦ for sunspots), while the brightness of faculae increases toward the
limb (Ortiz et al. 2002; Yeo et al. 2013). Krivova et al. (2007) used simple weighting fac-
tors to account for this. In this study, instead of integrating the intensity spectra, Ii(λ, µ) of
sunspot and active regions over the whole disc, we integrate them over the activity belts.

4.2.2.3 Model optimisation

As mentioned in Sect. 4.2.2.1, some of the decay and transfer times in the Eqs. (4.2)
– (4.5) are free parameters in the SATIRE-T model. There are in total 12 parameters in
the SATIRE-T model, as summarised in Table 4.1, of which 4 parameters can be inferred
from observations whereas others are rather uncertain and are therefore considered to be
free. The ER decay time (τ0

eph) is taken to be 0.0016 years following Hagenaar (2001), the
AR decay time (τ0

act) is set to be 0.3 years (Krivova et al. 2010) and the saturation field
in the network (Bsat,n) is fixed at 800 G (Krivova et al. 2007). One more parameter, the
fraction of the detectable ER flux, ce, which is described later in this section is also fixed
to 0.4. The other 8 parameters are left free within the ranges based on observations and
physical constrains (for details, see Krivova et al. 2007, 2010; Vieira and Solanki 2010).
These 8 free parameters are fixed from a comparison of the model outcomes with various
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available observations, as described in the following.
The observations used to compare with and to fix the free parameters are: (1) PMOD

TSI composite since 1978 (Fröhlich 2006, 2009)3; (2) ground-based total magnetic flux
(TMF) measurements by Wilcox Solar Observatory (WSO), National Solar Observa-
tory(NSO) and Mount Wilson Observatory (MWO) covering cycles 21 – 23 (Arge et al.
2002; Wang et al. 2005); (3) OMF over the period 1845 – 2010 reconstructed by Lock-
wood et al. (2014a) from the aa-index; (4) 200 – 400 nm SSI UV reconstructed from
magnetograms with the SATIRE-S model over the period 1976 – 2015 (Yeo et al. 2014b,
2015) and from the f10.7cm radio flux with the EMPIRE model over 1947 – 1976 (Yeo
et al. 2017a); and (5) facular contribution to the TSI variation calculated with SATIRE-S
over 1974 – 2015 (Yeo et al. 2014b, 2015).

All data sets have been updated since the previous reconstructions by Krivova et al.
(2007, 2010). A major update concerns the OMF. The updated series spans 60 years
longer than the previous version by Lockwood et al. (2009) that covered only from 1904
to 2010. Note that being the longest observational series, the OMF record mostly affects
the long-term trend.

When comparing the reconstructed TMF to the measured one, we take into account the
finding by Krivova and Solanki (2004) that more than half of the ER flux is not detected
in the magnetogram archives used here due to the insufficient spatial resolution of the
instruments or is hidden in the noise. Therefore, when comparing to the observations,
we reduce the amount of the ER flux by a factor ce, i.e, the TMF is computed as ϕtot =

ϕact + ceϕeph + ϕopen, where ce describes the fraction of detectable ER flux. We follow
previous studies and take ce = 0.4 (Balmaceda et al. 2007; Krivova et al. 2007; Dasi-
Espuig et al. 2016). This factor is not used when calculating the irradiance, as in this case
it is the total amount of the solar surface magnetic flux which is of relevance.

To optimise and constrain the free parameters, we utilise the genetic algorithm PI-
KAIA (Charbonneau 1995), which is designed to find the set of parameters that minimi-
zes the difference between the modelled and the reference or data sets. Here, we minimize
the sum of the reduced chi-squared value (χ2), in other words, we search for the minimum
of χ2

TSI +χ2
faculae +χ2

UV +χ2
TMF +χ2

OMF (Vieira and Solanki 2010). The results are described
in Sect. 4.3.

4.2.3 SATIRE-M
As direct solar observations are not available before the Maunder minimum, to reconstruct
the irradiance before that we use the concentrations of the cosmogenic isotopes 14C and
10Be in natural archives to describe the changes of solar activity with time.

4.2.3.1 Cosmogenic data

The cosmogenic radioisotopes 14C and 10Be are produced in the terrestrial atmosphere
by galactic cosmic rays (GCRs). After entering the Earth’s atmosphere, GCRs collide
with nuclei (mainly Oxygen and Nitrogen) and produce these radionuclides. Since the
GCR flux is modulated by the heliospheric magnetic field (e.g., Beer 2000a; Muscheler

3http://www.pmodwrc.ch/pmod.php?topic=tsi/composite/SolarConstant;
version d42_65_1608
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Figure 4.1: Sunspot series used as input in the SATIRE-M model over the period 1000BC
to 2015 AD. U16-14C (blue): 14C from Usoskin et al. (2016a); U16-10Be (green): 10Be
from Usoskin et al. (2016a); Wu18 (black): multi-isotope composite constructed by Wu
et al. (2018b). The decadally-averaged directly observed sunspot number Ri (International
sunspot number v2.0) used in this paper is compared in thick red line.

et al. 2004; Usoskin et al. 2006a; Steinhilber et al. 2008; Vieira et al. 2011), this allows
a reconstruction of the solar magnetic activity at the time of the isotope production (Lal
and Peters 1967).

To convert the concentrations of the cosmogenic isotopes into Sun-related quantities,
several models have to be applied, such as the isotope production model (Masarik and
Beer 1999; Kovaltsov et al. 2012; Poluianov et al. 2016), atmospheric transport and depo-
sition model (e.g., Heikkilä et al. 2009; Roth and Joos 2013), and the geomagnetic field
model (Yang et al. 2000; Korte and Constable 2005; Knudsen et al. 2008; Usoskin et al.
2016a).

To account for the geomagnetic field, two different models have been used: VDM
(virtual dipole moment, Korte and Constable 2005) and VADM (virtual axial dipole mo-
ment, Usoskin et al. 2016a). VDM is approximated as a geocentric and tilted dipole and is
reliable for only up to a few thousand years when the spread and quality of geomagnetic
samples are good. VADM assumes the dipole to be aligned with the geographical axis
and provides a rough geomagnetic estimation for the Holocene.

After production, 14C takes part in the global carbon circulation in the atmosphere
until it is absorbed by plants or stored in sediments (Roth and Joos 2013), while 10Be
attaches to aerosols and quickly precipitates within 1 – 2 years after the production and
is preserved in reservoirs or ice sheet (Vonmoos et al. 2006). Unlike 14C, which carries
globally averaged information, 10Be records are strongly regional-dependent (Sukhodolov
et al. 2017). Therefore, the signals retrieved from various natural archives are affected by
the geochemical process (Steinhilber et al. 2008, 2012; Beer et al. 2012), or the so-called
systematic differences (e.g., snow accumulation rate, long-term changes in the carbon
cycle, dating uncertainties).

In this study, three series of decadal SN reconstructed from cosmogenic isotopes are
used, as described below. The first, 14C-based, SN series (“U16-14”, Usoskin et al. 2016a)
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Table 4.2: Data sets used here, their time spans and the geomagnetic models.

Date set Radionuclide Data spans SN version Geomagnetic model
U16-14C 14C 6755 BC – 1895 AD U16
U16-10Be 10Be 6755 BC – 1645 AD U16 VADM; U16
Wu18 14C & 10Be 6755 BC – 1895 AD Wu18

References. U16: Usoskin et al. (2016a); Wu18: Wu et al. (2018b).

is an extended and updated version of a series taken from Usoskin et al. (2014). It is cal-
culated from an updated 14C production rate record INTCAL09 (Reimer et al. 2009) and
a new geomagnetic model (GMAG.9k) reconstructed by Usoskin et al. (2016a). Based on
the geomagnetic model GMAG.9k, Usoskin et al. (2016a) also reconstructed a SN series
(“U16-10Be”) from the longest 10Be data set from the Greenland Ice Core Project (GRIP;
Yiou et al. 1997; Muscheler et al. 2004; Vonmoos et al. 2006).

Figure 4.1 shows the SN series U16-14C (blue) and U16-10Be (green) over the period
1000 BC to 2015 AD. Due to the different geochemical production processes and non-
linear local climatic influences, some temporal discrepancies between multiple isotope
data sets can be found (e.g., 900 BC – 700 BC). Several studies (Delaygue and Bard 2011;
Steinhilber et al. 2012) have combined the individual series using a normalization and the
Principal Component Analysis (PCA), which extract the common signals (assumed to be
solar) and remove the systematic effects. However, this method keeps only the relative
variability, and essentially averages the data points at a given time, without taking the
geomagnetic fields and the potential time lags into account and neglecting uncertainties.
According to Adolphi and Muscheler (2016), the time lags between individual series may
reach up to several decades. To account for these issues, Wu et al. (2018b) combined six
10Be series with the global 14C record into a consistent multi-isotope series, “Wu18”, the
third series used in this study. This composite takes care of the temporal discrepancies
between the seven individual series and minimises the difference between the modelled
solar activity and the measured cosmogenic isotope data (see Wu et al. 2018b, for more
details), as shown by the thick black curve in Fig. 4.1. For comparison, the decadally-
averaged directly observed sunspot number series after 1639 is represented by the red
solid line. These data sets, their periods, and the geomagnetic field used are summarized
in Table 4.2.

Until now, the reconstructions of TSI were only based on individual records (Shapiro
et al. 2011; Delaygue and Bard 2011; Vieira et al. 2011), of which only one reconstruction
(Vieira et al. 2011) was made with a non-linear model. We here make use of the recent
composite, Wu18, to reconstruct the TSI and the first SSI series over the Holocene.

4.2.3.2 Reconstruction of solar irradiance

The quantity related to solar activity that can be derived most directly from cosmogenic
isotope concentrations is the solar modulation potential. It describes the energy loss of
GCRs in the heliosphere due to the solar magnetic field (Usoskin et al. 2005). The solar
modulation potential can then be converted into the solar open magnetic flux (OMF) using
the heliospheric cosmic ray transport model (Usoskin et al. 2007).
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As described by Eqs. (4.2) – (4.7), the open magnetic flux is related to ARs and ERs.
Vieira and Solanki (2010) and Vieira et al. (2011) have made use of this relationship, as
well as the other two physical assumptions, see the descriptions below, to take the lower
temporal resolution of the cosmogenic isotope data into account. This modified model
is termed SATIRE-M model. The first physical assumption is that the fluxes in ARs,
ERs and rapidly evolving open flux are in a steady state on decadal time scale, i.e., the
emerging flux is approximately equal to the decaying flux (Vieira and Solanki 2010):〈

ϕact

τact

〉
= 〈εact〉,

〈ϕeph

τeph

〉
= 〈εeph〉,

〈
ϕact

τr
act

〉
=

〈ϕr
open

τr
open

〉
, (4.11)

where 〈...〉 represents decadal average. The temporal parameters τact and τeph are
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. (4.13)

The second physcial assumption is that the decadally-averaged sunspot number is line-
arly related to the maximum sunspot number of the corresponding cycle (i.e., 〈R〉 ∝ Rmax

i ,
Usoskin et al. 2007; Vieira and Solanki 2010). Based on these assumptions, Vieira and
Solanki (2010) obtained the following relationship between the decadal sunspot number
and the solar open flux:

〈Ri〉 j = aR〈ϕopen〉 j + bR〈ϕopen〉 j+1, (4.14)

where aR = 1/cτ1 and bR = 1/c∆t, respectively. The sampling interval ∆t is 10 years, and
the constant c is

c =

[( 1
τs

act
+

τr
open

τs
openτ

r
act

)
τact +

2.2Xτeph

τs
eph

] εmax,21
act

Rmax,21
i

, (4.15)

and the time parameter τ1 is
1
τ1

=
1

τs
open
−

1
∆t
. (4.16)

The time parameters τ1, τact, τeph and the ER amplitude factor X are taken from the
SATIRE-T model and are fixed here.

The equation (4.14) describes the relation between decadally averaged SN and the
OMFs from two cycles. Physically, this relationship means that the open flux during a
given cycle is affected by solar activity from this and the previous solar cycle. Therefore,
the ratio of the contributions from two cycles, aR/bR = ∆t/τ1 = (∆t/τs

open)−1, depends on
the sampling interval and on the decay time of slowly evolving open flux. In this study,
our sampling interval and the τs

open are 10 years and 3.75 years, respectively. Thus, the
aR/bR ratio is 1.67, which is lower than the estimate by Vieira et al. (2011), who obtained
2.4. This implies that the contribution of the previous cycle to the open flux at a given
time is higher in the updated model.

Next, to calculate the solar irradiance, the filling factors of all magnetic components
are needed (see Eq. 4.1). We first compute the filling factors for the sunspot umbrae and
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penumbrae. The relation between the decadal sunspot area (decadally-averaged filling
factors for umbrae and penumbrae) and the decadal sunspot number can be simplified
into a linear relation (Vieira et al. 2011):

〈αs〉 j = A1〈Ri〉 j + A2, (4.17)

where A1 is a proportionality coefficient and A2 is the offset. Both coefficients are time-
independent, as well as the various a, b and c parameters appearing in equations below.
Filling factors for umbra and penumbra are obtained by combining Eqs. (4.14) and (4.17)
and assuming a ratio of umbral to penumbral area of 1:4 (Solanki 2003):

〈αu〉 j = au〈ϕopen〉 j + bu〈ϕopen〉 j+1 + cu, (4.18)

〈αp〉 j = ap〈ϕopen〉 j + bp〈ϕopen〉 j+1 + cp. (4.19)

The values of au,p, bu,p and cu,p used in this study are listed in Table 4.3.
The filling factors for faculae and network are found similarly to SATIRE-T while

taking the decadal average into account. Thus, we assume (1) the mean field strength
of umbra ([Bu]) and penumbra ([Bp]) are 1800 G and 550 G, respectively; (2) an active
region is composed of sunspot and faculae; and (3) the network includes ERs and OMF,
i.e., ϕn = ϕeph + ϕopen (Krivova et al. 2010). The filling factors of faculae and network can
then be written as

〈αf〉 j =
〈ϕf〉 j

S �Bsat,f
= af〈ϕopen〉 j + bf〈ϕopen〉 j+1 + cf , (4.20)

〈αn〉 j =
〈ϕn〉 j

S �Bsat,n
= an〈ϕopen〉 j + bn〈ϕopen〉 j+1, (4.21)

where S � is the solar surface area. The magnetic saturation limits of faculae (Bsat,f) and
network (Bsat,n) are adapted from SATIRE-T as well. The values of af,n, bf,n and cf used
in this study are listed in Table 4.3.

Finally, the solar spectral irradiance can be obtained by applying these filling factors
of the magnetic components in the Eq. (4.1):

〈F(λ, t)〉 j = aF(λ)〈ϕopen〉 j + bF(λ)〈ϕopen〉 j+1 + Fq(λ), (4.22)

where

(aF, bF)(λ) =
∑

i=u,p,f,n

(ai, bi)〈Fi(λ) − Fq(λ)〉. (4.23)

It is important to note that with the Eq. (4.22), the solar spectral and total irradiance
can be computed straightforwardly from the values of the open flux from two consecutive
cycles. Moreover, during the simplification of the SATIRE-M model in order to deal with
the decadal cadence, the model heritages all the parameters from the SATIRE-T model
(Sect. 4.1) and no free parameters are introduced.
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Table 4.3: Parameters used in Eqs. (4.18) – (4.21).

Quantity a b c a/b
[10−5 Wb−1] [10−5 Wb−1]

αu 3.2 1.9 -0.4 1.67
αp 12.8 7.7 -1.6 1.67
αf 126.3 75.7 -9.1 1.67
αn 71.8 30.8 - 2.33

4.3 Results

4.3.1 Comparison with observations

As described in Sect. 4.2.2.3, we fix the free parameters of the SATIRE-T model by
comparing the output with five independent data records. Here, we first compare the
reconstructed quantities to the corresponding observations or alternative models over their
overlapping periods of time.

The modelled total magnetic flux (TMF) is compared with the observations in Fig.
4.2. Panel a shows the TMF over cycles 21 – 23. Data from different observatories
are represented by different symbols: WSO (squares), KP NSO (diamonds) and MWO
(triangles). Each individual symbol represents the total photospheric magnetic flux for
a given Carrington rotation. The thick solid line is a 3-month moving average of the
reconstruction. The detectable ER flux is reduced by a factor of 0.4 to take the under-
detected flux in observations into account. The figure shows the data since 1967, but we
only calculate the reduced χ2 value from 1976 onwards, i.e., to the right of the vertical
dashed line, when all three observational data sets are available. In contrast to the previous
work by Krivova et al. (2010, Kea10 hereafter), who fitted the modelled TMF to individual
observation data points, we fit to the average of the three, as indicated by the red line.
The reduced χ2 value is 0.036. Panel b compares the modelled OMF (solid line, yearly
averages) with the empirical reconstruction by Lockwood et al. (2014a, dashed line) based
on the aa-index between 1850 – 2010. The reduced χ2 value over this period is 0.225.
Note that although the reference open magnetic flux record used in this paper covers
60 years longer than the previous version (Lockwood et al. 2009) used by Kea10, our
modelled has a lower χ2 value than in Kea10 (χ2=0.243).

Figure 4.3a shows the TSI reconstruction (red dots) from the sunspot number (Ri)
overplotted on the PMOD composite (green lines) over the period 1978 – 2015. In
this study, we take the SORCE/TIM measurement during the activity minimum in 2008
(1360.52 W/m2) as reference. Both, the reconstructed TSI and PMOD series are norma-
lized to the 2008 minimum level, indicated by the dashed horizontal line. The difference
between the two series is shown in panel b (daily values as dots and the 361-day moving
average as thick solid line). The reduced χ2 value between the daily modelled TSI and
the PMOD composite is 0.20, which is lower than 0.233, obtained by Kea10.

Next, we compare the modelled UV flux (integral over 220 – 240 nm; red) with the
reference data (black) in Fig. 4.4a. The obtained χ2 value of 0.043 is significantly lower
than the value obtained by Kea10. The reference UV time series here is the reconstruction
with SATIRE-S model which has been shown to be in close agreement (R2

c=0.975) with
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Figure 4.2: a) 3-month moving averaged reconstructed total magnetic flux (thick black
line) compared to the averages of the three observational data sets (thick red line). The
three individual observational data sets are WSO (squares), KP NSO (diamonds) and
MWO (triangles). The reconstructed total magnetic flux shown is ϕtot = ϕact + 0.4ϕeph +

ϕopen, to take the unresolved magnetic flux in small ephemeral regions into account (see
Sect. 4.2.2.3). b) Yearly averaged reconstructed OMF (solid line) since 1845 and the
reconstruction from the aa-index by Lockwood et al. (2014a, dashed line).

the UARS/SUSIM record. We take the SATIRE-S reconstruction here rather than the
SUSIM data, since it covers a much longer period (11 years vs. 40 years, Krivova et al.
2006; Yeo et al. 2014b).

Since the irradiance variations in the UV range are mainly due to faculae (Unruh et al.
2008), we additionally constrain the SATIRE-T model by requiring that it also reproduces
the facular contribution to the TSI variation correctly. The calculated facular contribution
to the TSI variation over the period 1974 – 2015 (red) is compared to that obtained from
the more accurate SATIRE-S model based on full-disc solar magnetograms (black, Yeo
et al. 2014b) in Fig. 4.4b. Since the direct information on the emergence rate of bright
features (faculae and network) back to 1610 is missing, their emergence rate is assumed
to be related to the evolution of sunspots. This is a valid assumption on time scale of
months or longer, but the modelled facular variability cannot be expected to be accurate
on time scales shorter than a month. Therefore, the facular contribution is shown as an
81-day moving average. The reduced χ2 value between the two series is 0.018, which is
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Table 4.4: The reduced χ2 values and the correlation coefficients (Rc) between the
SATIRE-T reconstruction and the independent data sets used to constrain the model (ex-
cept the Lyman-α, which was not used for fixing the parameters).

Quantity Cadence Period χ2 Rc χ2 Rc

Version Kea10 This work
TSI 1 d 1978 – 2015 0.233 0.81 0.200 0.80

TMF 1 CRa cycle 21 – 23 0.069 0.93 0.036 0.98
OMF 1 y 1845 – 2010 0.248 0.86 0.243 0.82

Facular contribution to 3 m 1974 – 2015 0.064 0.94 0.018 0.97
the TSI variation

UV (220 – 240 nm) 3 m 1947 – 2015 0.072 0.94 0.043 0.96
Lyman-α 3 m 1947 – 2015 - - 0.13 0.96

Notes. (a) Carrington rotation.

almost 4 times lower than in Kea10. The great improvement in the UV-band is due to the
more accurate description of the activity belts (see Sect. 4.2.2.2). It is also worth noticing
that both the secular change and the solar cycle amplitude of the UV fluxes and the facular
contribution to the TSI changes agree very well with the SATIRE-S model.

After constraining the SATIRE-T parameters by comparing to the various mentioned
independent data sets above, we also compare the modelled Lyman-α irradiance with
the LASP composite of measurements (since 1978) and a proxy model (prior to 1978,
Woods et al. 2000, 2004)4. The Lyman-α line impacts the chemistry and heating rates
in the terrestrial middle atmosphere and is, therefore, of interest for climate research. A
comparison over the period 1947 – 2015 in shown in Fig. 4.5, the modelled Lyman-α is
in red and the composite is in black. The 1-σ uncertainty of the composite is indicated
in gray shade. The modelled Lyman-α is normalized to the 2008 minimum (horizontal
dashed line). The reduced χ2 is 0.013. We emphasize that this data set was not used to
constrain the model, so that the good agreement between the model and the data provides
further support to our model.

In summary, the resulting reconstructions show excellent agreement with the corre-
sponding reference data. The derived free parameters are listed in Table 4.1. The reduced
χ2 values and the correlation coefficients (Rc) of the physical quantities are summarized in
Table 4.4, compared with the results of Kea10. The parameters are now fixed and further
employed to reconstruct the solar spectral irradiance over the last nine millennia (Sect.
4.2.3).

4.3.2 SATIRE-T reconstruction back to the Maunder minimum

Figure 4.6a shows the 361-day smoothed reconstructions of the TMF (thick-solid line),
AR flux (red), ER flux (blue) and OMF (dashed). Note that the TMF is without the
reduction by ce = 0.4, as here we are interested in the total flux responsible for irradiance
changes, not the one observed. In our reconstruction, the ER cycles are shorter than the
previous versions. It is important to note that while the reconstructed fluxes during the

4http://lasp.colorado.edu/lisird/lya/
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Figure 4.3: TSI since 1978: a) Daily reconstructed (red) and measured PMOD composite
(green). b) Difference between the reconstruction and the PMOD composite. Daily values
are indicated by dots and the 361-day moving average by the thick solid line.

Maunder minimum drop down to zero, this does not imply that the solar activity was
completely absent at that time. It is only a consequence of the lack of information on
solar activity at that time. Since the sunspot number dropped to zero, the emergence rates
of magnetic regions in our model are also zero over most of that period. In principle, the
magnetic flux might have still emerged in some weaker regions, and contributed to the
OMF, which is supported by the cosmogenic data (Stuiver and Braziunas 1993; Kocharov
et al. 1995; Beer et al. 1998). This means that the irradiance drop during the Maunder
minimum was probably somewhat lower than our model returns, and the estimated secular
change is thus an upper limit.

The reconstructed TSI (SSI integrated over 115 – 160 000 nm) is shown in Fig. 4.6b
(361-day moving average in black, 11-year running mean in blue). The dashed horizontal
line indicates the Maunder minimum level of TSI. To compare with other studies, we
calculate the increase in the TSI from the end of the Maunder minimum to the mean
over the period 1975 – 2005. Our reconstruction returns an increase of 0.92+0.08

−0.02 W/m2,
which is somewhat lower, although still within the uncertainty ranges, than in the previous
reconstructions with the SATIRE-T model (1.25+0.05

−0.3 W/m2, Krivova et al. 2007, 2010),
SATIRE-T2, based on synthetic magnetograms produced with a surface flux transport
model from the group sunspot number (1.2+0.2

−0.3 W/m2, Dasi-Espuig et al. 2016), and the
empirical reconstruction with the NRLTSI model (1.1 W/m2, Coddington et al. 2016).

Since the sunspot number is the only input to the SATIRE-T model, the choice of the
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Figure 4.4: a) The reconstructed UV irradiance (220 – 240 nm, red) and the reference UV
data set (Yeo et al. 2014b, black); b) the facular contribution to the TSI changes model-
led with SATIRE-T (red) and obtained from full-disc solar magnetograms (SATIRE-S;
black). In the SATIRE-S model the period between 1990 – 1993 is not shown due to gaps
in the input data (Yeo et al. 2014b). All curves are in 81-day moving averages.

sunspot number series affects the level in the modelled solar irradiance during the 18th to
early 19th century. However, the secular change is not affected (c.f., Kopp 2016), since
neither the modern nor the Maunder minimum levels are affected by this choice. One of
the shortcomings of most existing sunspot number reconstructions is the employment of
a linear scaling between various individual records, which is not justified (Usoskin 2017).
Among the proposed revised sunspot number series (Sect. 4.2.2.1), Usoskin et al. (2016c)
and Chatzistergos et al. (2017) were the only ones to apply a non-linear non-parametric
calibration method. Chatzistergos et al. (2017) did the calibration using probability distri-
bution functions (PDF) of several backbone observers with errors estimated with Monte
Carlo simulations. Therefore we also consider their series here as an alternative input
record to the SATIRE-T model. The difference between the TSI reconstructions from the
sunspot number records by WDC-SILSO and Chatzistergos et al. (2017) is used here as a
rough estimate of the uncertainty range over 1739 – 2010 due to the choice of the sunspot
number (gray shading in Fig. 4.6b).

To test the stability of our reconstruction and the sensitivity of the model to various
free parameters, we have considered different combinations of parameters (e.g., fixed/free
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Figure 4.5: 81-day moving average of the reconstructed Lyman-α (red) and the Lyman-α
composite by (Woods et al. 2004, see text) with its 1-σ uncertainty (gray). The model is
normalized to the composite during the 2008 solar minimum (dashed horizontal line).

τ0
act, fixed/free Bsat,n and fixed/free ce). These tests showed that the resulting reconstruction

is stable to the choice of parameters. The overall secular change always lies in the range
0.90 – 1.0 W/m2.

4.3.3 SATIRE-M reconstruction on millennial time scales
Keeping all the parameters fixed, we now employ the SATIRE-M model to reconstruct
solar total and spectral irradiance back to 6755 BC from the cosmogenic isotope data.
Figure 4.7a shows the TSI reconstructions over the last 9000 years based on the three
isotope series, as introduced in Sect. 4.2.3 (U16-14C in blue, U16-10Be in green, Wu18 in
black). Figure 4.7b is an enlargement over the period 1000 BC – 2000 AD. The decadally-
averaged TSI reconstruction based on the Ri series is also shown (red) for comparison.

It is worth noticing that the reconstructions based solely on either 14C (U16-14C) or
10Be (U16-10Be) show temporal discrepancies due to differences in the relevant geoche-
mical production processes and local climatic influences (Sect. 4.2.3.1 and Wu et al.
2018b). The reconstruction based on the composite (Wu18) of one global 14C and six
regional 10Be series has remedied this (See Fig. 12 in Wu et al. 2018b). The composite-
based reconstruction shows the common solar signal extracted from both individual iso-
tope series, and is therefore considered to be much more robust. On the millennial time
scale, the variability of TSI (∆TSI/TSI) obtained from all three isotope records is very
similar (≈0.11%). Since in the second half of the 20th century, the activity of the Sun was
comparatively high (see also Solanki et al. 2004), this result means that during extended
activity minima (grand minima) the irradiance dropped by up to 1.5 W/m2 compared to
the recent level. Interestingly, the TSI over the 19th centuries level reconstructed from the
cosmogenic isotope data agrees better with the reconstruction from the sunspot record by
Chatzistergos et al. (2017) than that from the WDC-SILSO.

Figure 4.8 shows the reconstructed SSI in selected wavelength bands over the period
1000 BC – 2000 AD. The four selected spectral intervals are (a) Lyman-α, here integral
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4 Solar total and spectral irradiance reconstruction over the last 9000 years

Figure 4.6: a) Reconstructed magnetic flux (361-day moving averages) at the solar surface
since 1639: total magnetic flux (thick black), AR flux (red), ER flux (blue) and open flux
(dashed). b) Reconstructed TSI back to 1639 (361-day moving averages in black and 11-
year smooth in blue). The horizontal dashed line shows the Maunder minimum level. The
gray shaded area represents the uncertainty range due to the choice of the sunspot record
(see main text for details).
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Figure 4.7: Three TSI reconstructions based on different isotope records: U16-14C (blue),
U16-10Be (green) and the composite Wu18 (black) plotted over the periods: a) 6755 BC
– 2000 AD and b) 1000 BC – 2000 AD. The uncertainty range of the reconstruction based
on the Wu18 composite is shown in shaded area. Decadal averages of the reconstruction
based on the directly observed SN are shown in red after 1639.

over 121 – 122 nm, (b) UV between 115 – 400 nm, (c) visible between 400 – 700 nm and
(d) IR, longwards of 700 nm.
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Figure 4.8: Reconstruction of UV/SSI integrated over a) Lyman-α, b) 115 – 400 nm
(marked UV on the axis label), c) 400 – 700 nm and d) wavelengths longward of 700 nm
(IR) based on three isotope-based SN series (see legend in the plot) over period 1000 BC
– 2000 AD. The reconstruction based on the directly observed SN is shown in thick red
line after 1639. All curves are decadal averages.
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4.4 Summary

Solar radiation is the dominant energy source to Earth’s climate. In addition to the known
quasi 11-year solar cycle, the Sun varies on longer time scales, and this variability might
affect the Earth. Since direct solar irradiance measurements only exist after 1978, this
record is too short for assessing the solar influence on climate, so that reconstructions of
past irradiance changes are needed. Models assuming that irradiance variations on time
scales longer than about a day are caused by the evolution of the solar surface magnetism
reproduce over 90% of the measured irradiance variability (e.g., Krivova et al. 2003; Er-
molli et al. 2003, 2013; Ball et al. 2014; Yeo et al. 2014b; Coddington et al. 2016). In
particular, the newest version of SATIRE (Yeo et al. 2017a) does so without any recourse
to the irradiance measurements (i.e., without free parameters). Thus here we assume that
the same is also true on longer time scales up to millennia and reconstruct solar total and
spectral irradiance over the last 9 millennia from proxies of solar magnetic activity. In
particular, we use the SATIRE-T (Krivova et al. 2007, 2010) and -M (Vieira et al. 2011)
models, in which the evolution of the solar surface magnetic field is reconstructed from
the sunspot number (Clette et al. 2014; Clette and Lefévre 2016; Chatzistergos et al. 2017)
and cosmogenic isotope data (Usoskin et al. 2016a; Wu et al. 2018b), respectively.

First, the SATIRE-T model has been re-visited with several modifications and updates.
The changes include: modified ephemeral region cycle description (to assure the fact that
the ER cycle maxima occur at or before the corresponding AR maxima), a more realistic
description of the spatial distribution of faculae and sunpots (activity belts), updates in the
input sunspot number series and the reference series (OMF, TMF, TSI, UV and facular
contribution to the TSI variation). The reconstruction with the SATIRE-T is in close
agreement with the observations over the last 4 decades. The modelled open magnetic
flux also agrees well with the independent reconstruction based on the aa-index over the
last 150 years (Lockwood et al. 2014c). The reconstructed TSI shows an increase between
the late 17th century and the present of 0.92+0.15

−0.05 W/m2, which is somewhat lower (but
within the mutual uncertainty ranges) than in the earlier reconstructions with SATIRE-
T (Krivova et al. 2007, 2010), SATIRE-T2 (Dasi-Espuig et al. 2016), and the NRLTSI
model (Coddington et al. 2016). This is significantly lower than in the reconstruction by
Shapiro et al. (2010) and Egorova et al. (2018).

Keeping the free parameters fixed, we then used the SATIRE-M model and the SN
series reconstructed from cosmogenic data, to calculate the TSI and SSI over the last
9000 years. Of the three isotope-based SN series, two are individual 14C and 10Be series
from Usoskin et al. (2016a), and one in the newest multi-isotope composite by Wu et al.
(2018b). The three TSI/SSI reconstructions with the SATIRE-M model show a mutually
similar long-term variability. The range of the TSI variability on millennial time scales
for the three used isotope series is about 0.11% (1.5 W/m2). After the Maunder minimum,
the reconstruction from the cosmogenic isotopes is consistent with that from the direct SN
observation. Furthermore, over the 19th century, the agreement with the reconstruction
from the SN by Chatzistergos et al. (2017) is better than with that from the WDC-SILSO
SN series (Clette et al. 2014).

This reconstruction is the first SSI reconstruction over the Holocene, which uses
physics-based models to describe all involved processes (Vieira and Solanki 2010; Vieira
et al. 2011), and also the first one based on a composite 14C-10Be record (Wu et al. 2018b),

111



4 Solar total and spectral irradiance reconstruction over the last 9000 years

and is recommended for studies of long-term climate changes (e.g., Jungclaus et al. 2016).
The TSI/SSI reconstructions are available at the webpage of MPS “Solar Variability and
Climate” group5.

5http://www2.mps.mpg.de/projects/sun-climate/data/
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5 Postdicting Solar Cycles on
Millennial Time Scale

To be submitted to A&A by C.-J Wu1,2, N. A. Krivova1 and S. K. Solanki1,3.

Abstract

Contents. Reconstructions of the solar irradiance over millennia are usually done with a
decadal resolution, yet the 11-year signal is important for paleo-climate models.
Aims. The aim of this work is to provide annually sampled records of sunspot numbers
and irradiance, including solar cycle variations, over millennia using decadally-averaged
cosmogenic isotope data as input.
Methods. We employ a regression analysis to obtain relationships that allow four key cha-
racteristics of the solar cycle seen in sunspot number to be derived from the decadally-
averaged sunspot number values. Furthermore, we introduce a new solar cycle shape
function, which allows the shape to be described using only four known cycle characte-
ristics without free parameters. The derived relationships are applied to obtain annually
sampled sunspot numbers from three time series of cosmogenic isotope data including a
new multi-isotope composite.
Results. The statistical approach introduced here is tested against the actually measu-
red sunspot number. The solar cycle shape function is shown to reproduce the observed
shapes of the solar cycles since 1700 rather well (Rc=0.96). The amplitudes of the re-
constructed solar cycles also display good agreement with the observed cycle amplitu-
des (Rc=0.84). The phase of the cycles is obtained less stably and can drift with time
compared with the directly observed phase. After validation, the new method is used to
reconstruct a yearly sunspot number record spanning the last 9000 years. This in turn is
employed to reconstruct the solar irradiance with the same cadence over the same period
of time.
conclusions. We have presented a new method for reconstructing the solar cycle from
decadally sampled cosmogenic isotopes. It represents the true solar cycle better than
earlier attempts and allows providing yearly sampled and sunspot numbers and irradiance
to climate modellers.

1Max-Planck-Institut für Sonnensystemforschung, Justus-von-Liebig-Weg 3, Göttingen, Germany
2Georg-August-Universität Göttingen, Institute for Astrophysics, Göttingen, Germany
3School of Space Research, Kyung Hee University, Yongin, Gyeonggi-Do,446-701, Republic of Korea

113



5 Postdicting Solar Cycles on Millennial Time Scale

5.1 Introduction

The Sun is our closest star and the dominant energy source to the Earth. The energy
flux per unit area at the mean Sun-Earth distance is termed total solar irradiance (TSI).
TSI varies at various time scales, from about 0.1% on the solar cycle time scale to about
0.3% on the solar rotation time scale (see reviews by Ermolli et al. 2013; Solanki et al.
2013). The assessment of the TSI variability is important since it has impact on the Earth’s
climate (e.g., Haigh 2007; Gray et al. 2010; Schmidt et al. 2011; Jungclaus et al. 2016;
Matthes et al. 2017).

To better understand the influence of solar irradiance on Earth’s climate system on
various time scales, one needs long-term and continuous solar records. However, the di-
rect regular observations of the solar irradiance are available only since 1978. Models,
therefore, are required to reconstruct the solar irradiance back in time. There have been
a number of models developed to reconstruct solar irradiance on centennial time sca-
les using the sunspot observations as inputs (e.g., Solanki and Fligge 1999; Fligge and
Solanki 2000; Lean 2000; Krivova et al. 2010; Shapiro et al. 2010; Dasi-Espuig et al.
2014, 2016). Due to the lack of direct observations of solar activity, solar irradiance re-
construction on millennial time scales requires different proxies from sunspot number or
sunspot area. Cosmogenic isotope concentrations in the terrestrial archives are conside-
red as alternative indicators of solar activity since the cosmogenic isotopes are produced
by galactic cosmic rays (GCRs), whose flux is modulated by the heliospheric and geo-
magnetic field (Beer 2000a; Usoskin et al. 2002). Earlier studies have reconstructed the
TSI from the isotope data, using either simple linear regressions (Steinhilber et al. 2009,
2012; Delaygue and Bard 2011; Shapiro et al. 2011), or a physics-based model (Vieira
et al. 2011; Wu et al. 2018a).

The solar irradiance reconstructions based on cosmogenic isotopes are often limited to
data with a temporal resolution of about 10 years, which smooths out the information on
the 11-year solar cycle (SC). However, in climate models, all energy forcing inputs (such
as volcanic, vegetation, land use) should have consistent temporal resolution to avoid any
biases in the climate simulations (Schmidt et al. 2011). Several attempts have been made
to remedy the missing information on SCs in the irradiance reconstructions. For instance,
Steinhilber et al. (2009) superimposed sinusoidal functions with a periodicity of 11-year
on the recosntructed solar modulation potential (φ), while Schmidt et al. (2011) utilised a
synthetic 11-year SC. Although these two methods provide a higher temporal resolution
with cyclic variation, they are not realistic.

The motivation of this study is to simulate the SCs using a statistical and more realistic
approach. We will first quantify the main SC properties using the directly measured suns-
pot number (SN) series. We will then search for a set of statistical relationships between
these properties and the corresponding decadally-averaged SN. The derived relationships
will be applied to three sets of cosmogenic isotope-based SN series. Two of these are
based on individual cosmogenic isotope records (14C and 10Be, respectively), while the
third one is a multi-isotope composite constructed by Wu et al. (2018b, Paper I hereafter).
The simulated SN series with SCs has a 1-year temporal resolution and, will then be input
into the SATIRE model, following Wu et al. (2018a, Paper II hereafter), to reconstruct the
total and spectral solar irradiance over the last 9000 years with an annual cadence.

This paper is structured as follows. We will first introduce the three cosmogenic iso-
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tope data sets in Sect. 5.2. The statistical approach to simulate SCs will be described in
Sect. 5.3. The reconstructed SN and TSI/SSI with solar cycles will be presented in Sect.
5.4. Finally, the results will be discussed and summarized in Sect. 5.5.

5.2 Cosmogenic isotope records

When GCRs interact with the Earth’s upper atmosphere, a cascade of reactions takes
place and a wide range of species of secondary particles and cosmogenic isotopes are
produced. The flux of GCRs is modulated by both the heliospheric magnetic field and the
geomagnetic field. Therefore, cosmogenic isotope abundances in natural archives, such
as 14C and 10Be retrieved from tree rings and ice cores, respectively, are commonly seen
as indicators of historical solar magnetic activity on millennial time scales, once other
effects have been removed.

After being produced in the upper atmosphere, these two isotopes follow different
geochemical paths in the Earth’s climate system. 14C is easily oxidized into 14CO2 and
takes part in the global carbon circulation until it settles in sediments or is absorbed by
living organisms (Kovaltsov et al. 2012). The signal of 14C is, therefore, globally well-
mixed. In contrast, 10Be usually attaches to aerosols, and precipitates within 1–2 years
mainly through wet deposition into local water reservoirs or accumulates in the ice sheets.
Hence, the signals in 10Be series are highly subjected to the local climate conditions.

The conversion of the original measured signals of 14C and 10Be (typically in units
of production rates or concentrations) into Sun-related quantities is not trivial, due to
many non-linear processes involved in the isotope production and deposition. To ac-
count for this, physical models have been developed. First, isotope production models
(Masarik and Beer 1999; Kovaltsov et al. 2012; Poluianov et al. 2016) and atmospheric
transport/deposition models (Heikkilä et al. 2009; Roth and Joos 2013) are used. Next,
geomagnetic field models (Yang et al. 2000; Korte and Constable 2005; Knudsen et al.
2008; Usoskin et al. 2016a) are employed to hive off the solar modulation potential, φ,
which is the first Sun-related quantity that can be determined from the cosmogenic data.
It describes the energy loss of GCRs in the heliosphere due to the modulation by the solar
magnetic field (e.g., Usoskin et al. 2005). It is, however, a relative quantity whose abso-
lute level is model-dependent (Herbst et al. 2010, 2017; Usoskin et al. 2005) and is not
suitable to be used directly as a proxy of solar magnetic activity.

Although some early studies reconstructed the solar irradiance (Steinhilber et al. 2009,
2012; Delaygue and Bard 2011; Shapiro et al. 2011), the linear regressions between φ and
TSI that they used are not expected to capture all the non-linear physcis processes invol-
ved. Therefore, Usoskin et al. (2003, 2016a); Solanki et al. (2004) and Wu et al. (2018b)
converted φ into a more definitive index, SN, which then served as a proxy of solar activity
used to reconstruct the solar irradiance using essentially a form of the SATIRE-T model
adapted to the decadal sampling rate (Vieira et al. 2011; Wu et al. 2018a).

In this study, we use three SN series derived from cosmogenic isotope data, of which
two series are based on individual cosmogenic isotopes (14C and 10Be, respectively), while
the third one is the newest composite of seven isotopes records (paper I). The 14C-based
SN series, “U16-14C”, is reconstructed by Usoskin et al. (2016a) from the globally-
averaged 14C production rate (Roth and Joos 2013) from the original ∆14C measurements
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in the tree rings (INTCAL09, Reimer et al. 2009) and adopts an updated geomagnetic
model (GMAG.9k). The 10Be-based SN series, “U16-10Be”, is reconstructed from the
sample in the Greenland Ice Core Project (GRIP; Yiou et al. 1997; Muscheler et al. 2004;
Vonmoos et al. 2006) with an updated 10Be production rate model (Kovaltsov and Usoskin
2010) and the GMAG.9k geomagnetic model. Due to the common modulation origin (viz.
the Sun), the signals of 14C and 10Be share a high degree of similarity while certain tem-
poral discrepancies between them are likely due to the different geochemical processes in
the atmosphere (Muscheler et al. 2014; Adolphi and Muscheler 2016; Wu et al. 2018b).
In addition, the 10Be signals lack an absolute level calibration due to the different assump-
tions in the snow accumulation and deposition for each individual drilled ice core. In the
paper I, we have accounted for this and constructed a multi-isotope composite, “Wu18”,
using one global 14C and six local 10Be series. This time series takes into account uncer-
tainties in the 10Be absolute chronology by wiggle matching with respect to the 14C time
series. The information on these three data sets and their periods is given in Table 4.2. All
three data sets have a decadal temporal resolution. The statistical approach to simulate
the SCs from the decadally-averaged values will be introduced in the next section.

5.3 Methodology

Multiple studies have shown that the SC characteristics (e.g., the amplitude or the cycle
length) vary from one cycle to another. A number of empirical relationships have also
been found between various SC parameters (e.g., Waldmeier 1935, 1939; Dicke 1978;
Wilson 1987; Hathaway et al. 2002; Solanki et al. 2002a). For instance, stonger cycles
tend to rise faster than weaker ones (Waldmeier Effect, Waldmeier 1935, 1939). The cycle
amplitude tends to be anti-correlated with the length of the previous cycle (Amplitude-
Period Effect, Wilson et al. 1998; Hathaway et al. 2002; Solanki et al. 2002a; Kane 2008).
Wilson et al. (1998) has also found the Amplitude-Minimum Effect, namely that the cycle
amplitude is correlated with the level of the preceding cycle minimum. We note that
the “amplitude” in these earlier studies is usually defined as the maximum SN reached
during a cycle (usually monthly smoothed or yearly smoothed), and is different from our
definition below (Sect. 5.3.5).

Moreover, there is an indication that the SC characteristics to be related to the overall
solar activity level. Thus Fligge et al. (1999) have shown that during the Maunder mini-
mum, which was an extended period of generally very weak solar activity, solar cycles
were noticeably longer than 11 years. Since the decadally-averaged SN reconstructed
from the cosmogenic isotopes can be considered as a measure of the overall solar activity,
the potential links, such as those mentioned above, might help us to connect the decadal
SN values with the characteristics of individual cycles. Based on this concept, we develo-
ped a sequence of procedure to simulate the SC parameters from the decadally-averaged
SN. Here, we first outline the three main steps of the procedure, while more details on
each step are given in the following individual sections:

1. First, we do a statistical study of various SC parameters to establish the potential
links between them and the decadal SN values. Then we simulate the SC parameters
back in time from the decadal SN values using such relationships (Sect. 5.3.1).
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2. We introduce a new SC shape fit function, which is then used to refine the SC shape
between the simulated cycle minimum and maxima (as well as between the cycle
maxima and minima). This function requires only four simulated SC characteristics
from the step (1) with no further free parameters being needed (Sect. 5.3.2).

3. We compare the result and the directly observed SN over the overlapping period.
The phase of the simulated SN, which cannot be determined independently, is then
be adjusted by maximizing the cross correlation coefficient (Sect. 5.3.3).

5.3.1 Statistical approach
To recover the information on the past SCs from the decadally-averaged SN, we first
search for the potential relationships between various SC properties and the decadally-
averaged values using the directly observed SN.

Following the paper I, we use the updated version (v2.0) of the annual international
sunspot number series by WDC-SILSO1 (SNv2, Clette et al. 2014). We also employ the
group sunspot number series (GSN) constructed by Chatzistergos et al. (2017, RCH he-
reafter) to estimate the uncertainty of the results (Sect. 5.4.1) due to the uncertainty in
the SN record. RCH is a new GSN series, which is based on a non-linear non-parametric
method for cross-calibration of individual historical GSN records.

Using the directly observed SN we quantify four main SC properties: (1) annual SN
at the cycle maximum, S max, (2) annual SN at the preceding minimum, S min, (3) cycle rise
time, Lrise, and (4) cycle length, Lcyc. Together with the SC shape function (which will be
introduced in Sect. 5.3.2), these give a relatively complete description of a cycle.

Earlier studies have compared various SC properties with each other (e.g., Waldmeier
1935, 1939; Hathaway et al. 2002; Solanki et al. 2002a; Karak and Choudhuri 2010). We
here compare each property directly with the decadally-averaged SN, 〈SN〉. Moreover,
even though a potential correlation between S max and S min has been suggested (Wilson
et al. 1998), we compare these two characteristics with the 〈SN〉 individually. This is
because the 〈SN〉 is the only information available from the isotope data, and thus deter-
mining one parameter from another could easily propagate the errors.

The levels of both the SN maxima and minima affect the decadal SN average. The-
refore, we compare the 〈SN〉 with two parameters, S max and S min that are closest to it.
Then we compare the 〈SN〉 with the Lrise of the cycle (k) who possesses that found S max.
However, due to the anti-correlation between the strength of a given cycle and the length
of the previous cycle, we compare the 〈SN〉with the length of the previous cycle (Lcyc,k−1).

Figure 5.1 visualizes how the decadally-averaged SN values are compared with the SC
parameters. The annual SNv2 series over the period 1700 – 2017 is shown in panel a, where
the numbers of the cycles (C) are indicated above the curve. The SN series is segmented
into calendar decades beginning from 1700, as shown by the vertical dashed lines, where
the numbers of the decades (D) are denoted in the upper x-axis. The decadally-averaged
SN, 〈SNv2〉, is shown by a dot in each decadal segment. Since the solar cycle lengths are
not exact 10 years, there are in total 32 decades corresponding to 29 cycles. For instance,
the decadal values of both D4 and D5 are compared with the S max and Lrise of cycle C0,
and the Lcyc of cycle C-1.

1http://www.sidc.be/silso/datafiles
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D0                       D5                      D10                     D15                      D20                     D25                     D30
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Figure 5.1: Observed SN series, SNv2, segmented into calendar decades (vertical dashed
lines). The decadal SN value, 〈SNv2〉, calculated in each decade is shown by a dot. The
numbering of the decadal segments is denoted as D in the upper x-axis, and the numbering
of solar cycle as C. Note that in Sect. 5.3.5 we will test different segmentation dates and
their influence on the results.

Figure 5.2 shows the relationships between the four SC parameters and the decadally-
averaged SN, 〈SNv2〉. The solid lines represent the best fits in four panels, and the 3-σ
uncertainties are shown by the dashed lines. Note that since both, 〈SNv2〉 and the SC para-
meters contain uncertainties, a commonly-used ordinary linear squares regression (OLS)
is not suitable for finding the best fit, as it only takes the uncertainties in one variable into
account. We hence apply the ordinary least squares bisector regression (OLS-bisector),
which is defined as the fit that bisects the angles of two OLS regressions (i.e., standard
OLS and inverse OLS, Babu and Feigelson 1992). By doing so, the best fit accounts for
the uncertainties in both, independent and dependent variables. The Pearson correlation
coefficient, Rc, between the 〈SNv2〉 and the S max (panel a) is 0.86, whereas the Rc between
the 〈SNv2〉 and the other three characteristic values (panel b – d) are 0.61, -0.66, and -0.61,
respectively. The Rc values are also given in the corresponding panels.

We note that the relationships obtained so far are based on the decadal SN values
averaging from 1700, namely: 1700 – 1709, 1710 – 1719, ..., and so on. Later in Sect.
5.3.5, we will shift these decadal segments by 1 – 9 years to examine the sensitivity of
these linear relationships to the segmentation periods.

Using the set of relationships obtained above, we are now able to simulate (postdict)
the SC parameters back in time from the 〈SNv2〉. Nonetheless, based on our simulation
approach, we can only determine the length of the previous cycle, whereas the length and
the end timing of the last cycle of the series are unknown. These two values, Lcyc, f and
Tend, f , are, hence, needed as initial conditions in this approach. According to the current
decaying SC, we take 2019 as the end of the C24, whose cycle length would then be 11
years.
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D D

D D

Figure 5.2: Four relationships of four studied SC parameters vs. 〈SNv2〉: (a) S max. (b) S min.
(c) Lcyc. (d) Lrise. The solid lines are the best OLS-bisector fits, with 3-σ uncertainties
shown by the dashed lines. Each data point represents one decade (D), the values are
obtained by comparing with the SC parameters of the corresponding cycle (C), see the
text for the details.
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Figure 5.3: Comparisons of fitted SC shape (red) and directly measured SN, SNv2 (annual,
black) after 1700 with Pearson correlation coefficient Rc=0.96.

5.3.2 Shape of solar cycle

Following the step (1) of the procedure, we can only recover the timings of the S max

and S min in the past, without any information on the shape of the cycle. Therefore, the
SC shape has to be determined and added separately. Multiple studies (e.g., Stewart and
Panofsky 1938; Nordemann 1992; Elling and Schwentek 1992; Hathaway et al. 1994;
Volobuev 2009) have dealt with the SC shape using simple functions with a number of
free parameters, which varied from one cycle to another to fit the observed SC shape. All
these proposed functions are, unfortunately, not directly suitable on millennial time scales
as there is no information on the SC shapes in the past. Therefore, we need to search for
a more general function to describe the SC shape without any free parameter.

Our method is inspired by Volobuev (2009), who proposed the first empirical fit
function with only one free parameter. We re-derived this one-parameter function and
optimized it into an empirical non-parametric fit function, F (t), with the four SC parame-
ters obtained from the previous step (Sect. 5.3.1):

F (t) =


(S max−S min1)
(Tmax−Tmin1)2 exp

[
1 −

(
t−Tmin1

Tmax−Tmin1

)2]
(t − Tmin1)2 + S min1, Tmin1 ≤ t ≤ Tmax,

(S max−S min2)
(Tmin2−Tmax)2 exp

[
1 −

(
t−Tmin2

Tmin2−Tmax

)2]
(t − Tmin2)2 + S min2, Tmax ≤ t ≤ Tmin2,

(5.1)
where the subscripts 1 and 2 indicate the preceding and following cycle minimum, re-
spectively. The rising phase of a SC is described by the top equation and the decaying
phase by the bottom equation.

This function is validated on the known SC characteristics of the last 29 cycles after
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1700. The timings of the cycle maxima and minima are taken from the NOAA2 table.
Figure 5.3 shows the comparison between the reconstructed cycles (red) and the observed
annual SNv2 (black). The correlation coefficient, Rc, between the two series is 0.96. It is
gratifying that this non-parametric function, which bases only on four given cycle para-
meters, reproduces the SC shapes so well for such a large number of cycles with rather
different properties. It is therefore a reasonable function for describing the SC shape of
the simulated cycles occurring prior to the availability of direct sunspot observations.

5.3.3 Phase adjustment

The simulated SN series with realistic SC shapes from the previous two steps is now
compared with the annual SNv2 over the overlapping period (if there is). Using cross
correlation between the two series, a lag value of the simulated series can be determined.
This value is then applied to the whole simulated series. However, one should keep in
mind that this step can only try to adjust the phase for the last period that overlaps the
SNv2. And it does not guarantee the cycle phase of the whole time series would be fully
and correctly adjusted, as shown in the examples in the next two sections.

This shortcoming is, unfortunately, inevitable. This is because unlike the uncertainties
in the S max and S min, which are independent from one cycle to the next, the uncertainty in
the Lcyc accumulates with time so that cycles can sometimes get out of phase. This beco-
mes a problem especially when grand minima are encountered, as we do not know if the
memory of the cycle phase is maintained across a grand minimum or not. The strength
and length of the solar cycle of grand minima are not clear (e.g., Ribes and Nesme-Ribes
1993; Usoskin et al. 2000; Mursula et al. 2001; Vaquero et al. 2015; Zolotova and Ponya-
vin 2015; Svalgaard and Schatten 2016).

5.3.4 Test simulation of the procedure

We now examine if the whole procedure works under a general condition. Using the
relationships obtained in Sect. 5.3.1 based on the 〈SNv2〉 averaged over every consecutive
10 years from 1700 on, and the values of 〈SNv2〉 as input, we simulate the SC properties
and the shape following steps (1) and (2), respectively. Next, this simulated SN series is
adjusted in phase compared with the annual SNv2 following the step (3), where a lag of
5.1 years is obtained. This value of the lag is then applied for the whole simulated period
(in this case is 1700 – 2019). The result (red) and the SNv2 (black) are shown in Fig. 5.4a.
The correlation coefficient, Rc, with a 30-year running window is shown in the panel b.
The frequency of the Rc is presented as a histogram in the panel c.

It can be seen from the Fig. 5.4a that the overall simulated amplitude is in a good
agreement with the observed SN. However, Figs. 5.4a and 5.4b show that the phase of
the cycles is only recovered well over the period 1790 – 1920 with an average Rc ≈ 0.9,
while the simulated series is out of phase by multiple years before 1750 and around 1940
with the correlation coefficient actually becoming negative at some times. Therefore, an
overall correlation coefficient is 0.52.

2https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-indices/
sunspot-numbers/cycle-data/
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Figure 5.4: (a) Reconstructed from the decadally averaged observed SN, 〈SNv2〉 (red),
overplotted on the observed SNv2 (black). (b) Running correlation coefficients, Rc, deter-
mined over a running 30-year window centred at each year. (c) Frequency of Rc in (b).
The dashed line indicates Rc = 0.
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5.3.5 Sensitivity of the result to the decadal segmentation
As described in Sect 5.3.1, 〈SNv2〉 was calculated by averaging annual SNv2 over every
consecutive 10 years starting from 1700 (i.e., over the periods 1700–1709, 1710–1719,
... and so on), with a 0-year lag from 1700. Also, Sect. 5.3.4 uses these 〈SNv2〉 as
decadal inputs and the four linear relationships obtained therefrom, to simulate the four
SC parameters. In reality, however, the cosmogenic isotope signals are sampled over any
arbitrary ten years. Therefore, we now test how sensitive our results are to the choice of
the decadal intervals, over which the averaging is done.

We now repeat the procedure as in Sect 5.3.1, but this time starting with the averaging
one year later (i.e., 1701–1710, 1711–1720, ... and so on). This procedure is repeated 10
times until we have a total of 10 series, with the first 10-year averaging period of the 10th
series being 1709–1718. These 10 decadally-averaged SN series are denoted as Hi, where
the subscript i indicates the lag 0 – 9 in years.

The values in each Hi series are then compared with the four SC parameters, same
procedure as described in Sect. 5.3.1 and shown in Fig. 5.2. As a result, we obtain 10
sets of linear relationships with 10 lags. A set of four linear relationships is noted as K j,
where the subscript j indicates the lag 0 – 9 in years. The correlation coefficients, Rc, of
the four SC parameters a functions of lag ( j) are shown in four panels in Fig. 5.5. It can
be seen that all the correlation coefficients are rather stable.

Finally, since it is not clear what the correct lag is for a given data set (i.e., which
correct K j to use), we also need to test the K j with the 〈SNv2〉 with ten possible lags (Hi).
Therefore, there are in total hundred possible combinations (Hi=0...9,K j=0...9) to simulate
the SC parameters and we examine the stability of all these 100 combinations.

Following the whole simulation procedure and these 100 combinations, we simulate
100 SN series with annual cadence, which are compared to the SNv2. Figure 5.6 shows the
correlation coefficients between these 100 simulations and the SNv2 over the whole period
of time (1700 – 2017). The x-axis represents the number of the (Hi,K j) combinations in
a two-digit format. For instance, 63 stands for the combination (H6,K3). The mean Rc

value of these 100 simulated results is 0.59. This relatively low correlation is attributed to
the difficulty of recovering the precise SC phases over the whole period.

Since the overall solar activity, the amplitude of the solar cycle variation, and the
annual temporal resolution are the most important ingredients for climate models, a few
years of offset in the phase is not fatal. Hence, instead of using correlation coefficient
of the whole time series, we use another quantity, ‘amplitude’, which is defined as the
difference between the SN maximum and minimum of each cycle (∆S ). We compare the
∆S of the simulated SCs with that of the closest observed SC. The correlation coefficients
of ∆S of the hundred combinations are shown in Fig. 5.7. The x-axis represents the
(Hi,K j) combination and the mean Rc,∆S value is 0.84. Again, this results indicate that the
SC can be simulated stably well regardless of the unknown lags i and j.

Therefore, for the robustness, we combine all the data points of the four linear rela-
tionships from each 1-year lag test, as shown in Fig. 5.8, and take the sets of regression
coefficients to simulate the SCs parameters from the 〈SNv2〉 values:
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Figure 5.5: Pearson correlation coefficients, Rc, between four SC parameters: (a) S max,
(b) S min, (c) Lcyc, (d) Lrise, and the 〈SNv2〉. The x-axis indicates the lag j in years from
1700. The Rc averaged over all 10 values of j is given in each panel.

Figure 5.6: Pearson correlation coefficients between the reconstructed SC and the SNv2.
The x-axis represents the 100 combinations (Hi,K j) from the ten relationships and
decadally-averaged SN with offsets ( j).
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Figure 5.7: Correlation coefficients of ∆S (S max−S min) between the reconstructed SC and
the measured SNv2. The x-axis represents the 100 combinations, (Hi,K j), from the linear
relationships and decadally-averaged SN with offsets ( j).

Lrise,c = −(0.07 ± 0.01) × 〈SNv2〉D + (7.7 ± 0.5) (5.2)

Lcyc,c−1 = −(0.08 ± 0.01) × 〈SNv2〉D + (15.1 ± 0.6) (5.3)

S max,c = (1.89 ± 0.13) × 〈SNv2〉D + (8.6 ± 6.9) (5.4)

S min,c = (0.22 ± 0.03) × 〈SNv2〉D − (4.1 ± 1.2) (5.5)

The SC simulation based on the 〈SNv2〉 and this set of regression coefficients (Eqs. 5.2
– 5.5) are shown in Fig. 5.9. It can be seen that both the overall comparison (Rc= 0.7) and
the overall amplitude (Rc,∆S =0.91) are in good agreement with the observed SNv2, and are
also significant better than those of the average of 100 combinations (Figs. 5.6 and 5.7).

Furthermore, as mentioned in Sect. 5.3.1 that we take the GSN series constructed by
Chatzistergos et al. (2017), RCH, to estimate the uncertainty of the results. Therefore, we
also do the same statistical study (not shown) based on the RCH series. The set of four
relationships obtained based on 〈RCH〉 series considering all 10 1-year lags are:

Lrise,c = −(0.08 ± 0.01) × 〈RCH〉D + (8.6 ± 0.67) (5.6)

Lcyc,c−1 = −(0.09 ± 0.02) × 〈RCH〉D + (16.0 ± 0.9) (5.7)

S max,c = (1.8 ± 0.2) × 〈RCH〉D + (1.5 ± 4) (5.8)

S min,c = (0.56 ± 0.06) × 〈RCH〉D − (15.7 ± 3.5) (5.9)

The SC reconstruction based on the 〈RCH〉 and the relationships Eqs. (5.6) – (5.9) are
present in Fig. 5.10. The regression coefficients obtained based on RCH series are largely
close to that based on SNv2 series, besides the coefficients in the simulating S min,c. This is
mainly attributed to the issue discussed in (Chatzistergos et al. 2017) that they might have
overestimated the level of solar minima, and therefore the slope obtained here is higher
than that obtained from SNv2 series. In general, the two sets of relationships based on both,
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D

D D

D

Figure 5.8: Same as Fig. 5.2, but this time considering all the data points from the
relationships obtained with 10 1-year lag tests: (a) S max. (b) S min. (c) Lcyc. (d) Lrise. The
solid lines are the best OLS-bisector fits with 3-σ uncertainty shown by the dashed lines.
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Figure 5.9: Same as Fig. 5.4, but reconstructed based on the final relationships Eqs. (5.2)
– (5.5) from the 〈SNv2〉 series, H0.

SNv2 and RCH series, are close enough (within each other error range) and the simulation
results show that this statistical approach is rather robust for simulating the SCs on longer
time scales.

5.4 Results

5.4.1 Simulation of solar cycles over the last 9 millennia

We now use the approach described in Sect. 5.3 to simulated the SCs over the past 9000
years for the three sets of decadally-averaged SN derived from the cosmogenic isotopes
(Sect. 5.2).

As shown in Sect. 5.3.1, we need two input quantities for this: the cycle length, Lcyc, f ,
and the end time, Tend, f , of the last cycle of the series. Two of three isotope-based SN
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Figure 5.10: Same as Fig. 5.9, but reconstructed based on the final relationships Eqs.
(5.6) – (5.9) with 〈RCH〉 series, H0.

series, 14C-based U16-14C and the multi-isotope composite Wu18, have the last data point
in 1895. The two initial values can therefore be determined from the directly measured
SN. In this study, the values of Lcyc, f and Tend, f for these two series are 11.09 and 1902,
respectively.

However, the last data point of U16-10Be series (Usoskin et al. 2016a) ends in 1645,
which is the beginning of the Maunder minimum and the sunspot was typically zero. The-
refore, determining Lcyc, f and Tend, f is not straightforward. Some studies suggested that
the Sun may have kept the quasi 11-year cycles during the Maunder minimum although
the magnetic activity was not strong enough to form observable sunspots (Beer et al. 1998;
Beer 2000a; Fligge et al. 1999; Usoskin et al. 2001; Miyahara et al. 2004; Owens et al.
2012). Some other studies have proposed that the solar dynamo had a different dynamo
mode from the present state (Schmitt et al. 1996; Moss et al. 2008; Choudhuri and Ka-
rak 2012; Usoskin et al. 2014; Käpylä et al. 2016), while Cameron and Schüssler (2017)
recently demonstrated, however, that a different dynamo mode is not required to explain
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the presence and statistics of grand minima. In this study, for the sake of simplicity, we
assume that the Sun kept its regular dynamo during the Maunder minimum, i.e., it had a
regular cycle length of roughly 11 years (Lcyc, f = 11). In addition, we take 1655 as the
solar activity minimum (Tend, f ) after the last data point of U16-10Be, by assuming the first
observed cycle at the end of the Maunder minimum began around 1699 – 1700.

For each isotope input (U16-14C, U16-10Be and Wu18), we simulate the SCs with
both SNv2-based and RCH-based relationships, which are taken as upper/lower bounds of
the result. The difference between the two simulations is then considered as the uncer-
tainty range. Figure 5.11 shows the results of the simulated SCs based on the three data
sets: (a) U16-14C, (b) U16-10Be and (c) Wu18, over the period 1200 – 1900 AD, with
their uncertainty shown as shaded areas. The original decadally-averaged SN values of
each series are shown by the thick dotted lines. The simulated series in the early epoch,
over the period 6800 BC – 6100 BC, based on the three data sets are shown in Fig. 5.12.

The uncertainty range values of the simulations based on the three cosmogenic isotope
data sets are shown in Fig. 5.13. The annual values for U16-14C, U16-10Be and Wu18
series are shown in light blue, gray and light red, respectively. The 100-year running
averages are represented by dark thick curves with the same colours. Additionally, it is
seen that the uncertainty values of the Wu18-based simulation are in overall within 10
sunspot numbers, and are smaller than the simulations based on the other two individual
isotope series.

These three simulated SN series with quasi 11-year SCs have an annual resolution and
are further employed in the semi-empirical model to reconstruct the solar irradiance on
millennial time scales.

5.4.2 Reconstruction of solar irradiance on millennial time scale with
solar cycles

To reconstruct the solar total and spectral irradiance, we use two SATIRE (Spectral And
Total Irradiance REconstruction) versions, SATIRE-T (Krivova et al. 2007, 2010) and
SATIRE-M (Vieira et al. 2011; Wu et al. 2018a). The SATIRE models have been descri-
bed in details in many publications, therefore, we only briefly outline the main features of
the model here.

SATIRE is a family of semi-empirical models to reconstruct TSI and SSI over wa-
velength range 115 – 160 000 nm on different time scales using the most relevant solar
activity datasets available at a given time. The model prescribes solar variability on time
scales longer than a day to the evolution and the spatial distribution of the solar surface
magnetic features. The SATIRE-S version (‘S’ for Satellite, Krivova et al. 2003; Ball
et al. 2012; Yeo et al. 2014b, 2015) uses spatially-resolved full-disc intensity images and
magnetograms to determine the sizes and the distributions of the magnetic features on the
solar surface and reproduces the measured solar irradiance variability with high accuracy
(95%). Back to the Maunder minimum, the SATIRE-T version (‘T’ for telescope, Krivova
et al. 2007, 2010) uses directly observed SN to infer the solar surface magnetisms from a
rather simple physical model represented by a set of ordinary differential equations. On
time scales of millennia, the SATIRE-M version (‘M’ for millennia Vieira and Solanki
2010; Vieira et al. 2011; Wu et al. 2018a) uses decadally-resolved cosmogenic radionu-
clides in the natural archives as indirect proxies of solar activity. Both, SATIRE-T and
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Figure 5.11: Simulated SCs from cosmogenic isotopes between 1200 – 1900 AD. (a)
U16-14C. (b) U16-10Be. (c) Wu18. The thick curves with dots are the original decadally-
averaged SN. The simulations with SNv2-based and the RCH-based relationships serve as
the upper and lower uncertainties in all three series, shown as shaded area.
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Figure 5.12: Same as Fig. 5.11. Simulated SCs from three cosmogenic isotope-based SN
series between 6800 – 6100 BC.
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Figure 5.13: Annual values of the uncertainty of the U16-14C (light blue), U16-10Be
(gray), and Wu18 dataset-based (light red) over period 6755 BC – 1900 AD. The 100-year
running averages of these uncertainties are shown by the darker thick curves of the same
colours.

SATIRE-M, employ computations of the evolution of solar total and open magnetic flux
according to Solanki et al. (2000, 2002b); Vieira and Solanki (2010).

We refer the reader to paper I for the details on the TSI/SSI reconstruction based on the
observed SN with the SATIRE-T model, and the decadal TSI/SSI reconstructions based
on the three isotope-based SN with the SATIRE-M model.

The TSI (integral over 115–160 000 nm) reconstructions based on the three isotope
data sets are shown in Fig. 5.14. The panels from top to down are (a) U16-14C, (b) U16-
10Be and (c) Wu18. The decadal TSI reconstruction with SATIRE-M model are shown
as black dotted curves in three panels. Each dot represents a decadal value. Here we
improve upon the reconstructions presented in Paper I by starting from annual SN time
series reconstructed in Sect. 5.4.1. The presence of the SC and their yearly resolution
allows us to employ the SATIRE-T model (Krivova et al. 2007, 2010; Wu et al. 2018a)
directly, instead of using the decadal relationship introduced in the SATIRE-M. The TSI
reconstructed from these three simulated SCs are also shown in Fig. 5.14: (a) U16-14C,
(b) U16-10Be and (c) Wu18. Same as Fig. 5.11, the gray shaded areas represent the
difference of the reconstructions with the SNv2-based and the RCH-based relationships.
Since the U16-10Be data set ends in 1645, the TSI reconstruction does not overlap with
that based on the directly observed SN (Fig. 5.14b). Therefore, the step (3) which is for
adjusting the phase, cannot be applied for this reconstruction. For comparison, the 361-
day running mean TSI reconstruction based on the directly observed SN, 〈SNv2〉, using the
SATIRE-T model shown in red in all three panels.

Because the multi-isotope composite Wu18 accounts for the temporal discrepancies
between one global 14C and six regional 10Be series, it averages out many of the systematic
effects that individual series suffer from. Hence, it is more robust in representing the solar
activity and we recommend the TSI reconstructed from it for the use in paleo-climate
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Figure 5.14: TSI reconstructions with SCs from cosmogenic isotopes between 1200 –
1900 AD using reconstructed SC in Fig. 5.11. (a) U16-14C. (b) U16-10Be. (c) Wu18.
The thick curves with dots are the TSI reconstructions with decadally-averaged SN. The
RCH-based relationships serve as uncertainty in all three series, indicated by the shaded
area. 361-day running average TSI reconstruction based on SNv2 is shown in red.
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Figure 5.15: TSI reconstruction based on the Wu18 SN series (thick black curve) between
1200 – 1900 AD. The upper and lower values among the three reconstructions in Fig. 5.11
at any given time is taken as the uncertainty in this figure (shaded area). 361-day running
average TSI reconstruction based on SNv2 is shown in red.

models, as shown by the thick black curve in Fig. 5.15. For the uncertainty, we take the
upper and lower values among all three TSI reconstructions (Fig. 5.14) at any given time,
shown as shaded area in Fig. 5.15.

The final, recommended TSI and SSI series is obtained by combining the TSI/SSI
based on the yearly observed SN since 1700 with the irradiance deduced from yearly
isotope-based reconstructed SN over the Holocene.

5.5 Summary

The concentration of cosmogenic isotopes, in particular 14C and 10Be, in natural archives
is a commonly-used indirect proxy of solar activity for times before telescopic measure-
ments of sunspot number started. Various studies have used 14C and 10Be, to reconstruct
solar activity variation over millennia (e.g., Beer et al. 1988, 2012; Solanki et al. 2004;
Steinhilber et al. 2012; Usoskin 2017; Wu et al. 2018b). However, the temporal resolution
of those isotope data is usually low, with only decadally-averaged values available. Thus
the information on the 11-year solar activity cycle is averaged out. Because the cyclic va-
riation is important for paleo-climate modelling that aims to assess the influence of solar
irradiance on the global climate, it is necessary to reconstruct the solar cycles prior to the
telescope era.

In this work, we consider four main SC characteristics (the values of solar maxima and
solar minima, the rise time and the cycle length) of a directly measured sunspot number
series. We used the International sunspot number by (WDC-SILSO, Clette et al. 2014)
as a main input record. The new SN series by Chatzistergos et al. (2017) constructed
with a non-linear non-parametric method is considered to access the uncertainty range.
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We determine linear relationships between each of these four cycle characteristics and
decadally-averaged sunspot number.

Nevertheless, this statistical approach can only gives the timings of the solar activity
minima and maxima. In order to obtain a reasonably realistic SC shape, we introduced
a first non-parametric fit function, which is inspired by Volobuev (2009). This new non-
parametric function describes the general solar cycle shape between both the rising and
decaying phase. If the SC characters are known, this function describes the general SC
shape with an excellent similarity (Rc = 0.96) to the observed SN over the last 300 years.
We then use the four new relationships and the newly derived function describing cycle
shape to reconstruct solar cycles from the decadally averaged SN records, initially from
artificially averaged directly measured SN.

The TSI reconstructions based on the cosmogenic isotopes with this statistical appro-
ach show a good agreement (within uncertainty range) with that based on the observed
SN, in both amplitude and the overall trend. However, the errors in the cycle phases accu-
mulate and can lead to an offset of a few years between observed and reconstructed solar
cycles.

Finally, using the approach developed and tested here, we reconstruct the yearly SN
from the decadally-averaged isotope-based SN over the last 9 millennia. This simulated
SN with a yearly cadence is then employed as a proxy of solar activity to reconstruct the
TSI/SSI with the SATIRE-T model. This TSI reconstructed from the SN with a simulated
SC matches well with the TSI reconstruction based on directly observed SN.
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不積跬步，無以至千里，
不積小流，無以成江海。

–筍子 〈勸學〉

In this chapter, we will first summarize the work done in this thesis, which consists of
three journal papers. The second part of this chapter will focus on the future plan and the
potential projects, which hopefully can improve the results.

6.1 Summary
Knowledge of the solar variability on various time scales is critical for better understan-
ding the solar influence on the Earth’s climate system. This thesis deals with the solar
variability on time scales of centuries and millennia. One of the quantities of interest is
the solar irradiance. It has been measured for the last four solar cycles, but this is too
short for climate studies. Thus, reconstructions of solar irradiance on longer time scales
are needed. This requires long and reliable data and appropriate techniques to reconstruct
the irradiance therefrom.

In Chap. 1, we have first introduced the background of the solar structure, the mecha-
nism of solar irradiance, the overview of the measurements and the models to reconstruct
solar irradiance. Among all the existing models, SATIRE model is the most success-
ful one. Two of the SATIRE versions, SATIRE-S (Yeo et al. 2014b) and SATIRE-3D
(Yeo et al. 2017b), have been amazingly successful in reproducing the observed solar
variability, and shown the solar variability on time scales longer than one day is indeed
mainly due to the evolution of the surface magnetism. In this thesis, we will use other two
SATIRE versions, SATIRE-T (Krivova et al. 2007, 2010) and SATIRE-M (Vieira et al.
2011; Wu et al. 2018a), to reconstruct the solar irradiance on centennial and millennial
time scales, respectively. The SATIRE-T model uses the sunspot number as a proxy of so-
lar activity to deduce the emergence rates of the active and ephemeral regions (ARs/ERs).
The evolution of solar surface magnetism is then described by a set of ordinary differen-
tial equations (ODEs, Solanki et al. 2000, 2002b). The free parameters of the model are
constrained by comparing the modelled results to the corresponding reference data sets,
using a genetic algorithm PIKAIA. The SATIRE-M model takes the coarser temporal re-
solution of the input (10 years) into account by averaging the ODEs in the SATIRE-T
model decadally. The free parameters obtained from the SATIRE-T model are also used
in the SATIRE-M without varying them further.
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The cosmogenic isotopes are produced when the energetic galactic cosmic rays (GCRs)
interact with the nuclei in the terrestrial atmosphere. GCRs are modulated by both heli-
ospheric magnetic field and the geomagnetic field. Two isotopes, 14C and 10Be are com-
monly used for studies of long-term solar activity due to their abundance in natural ar-
chives and relatively long half-lives. The two isotopes follow different geochemical paths
after their production in the atmosphere. 14C takes part in the global carbon circulation
and finally settles in the oceans or the ground, or is absorbed by living organisms. It takes
on average around 10 years for 14C to be finally absorbed. 10Be attaches to aerosols and
precipitates quickly (usually within 1 – 2 years) to the Earth’s surface through the wet
deposition mechanism. Therefore, the signal in the 14C records is highly globally-mixed
while that in 10Be is subject to the local climate at the time when 10Be is settled (Chap.
2).

Owing to the same modulation origin (the Sun and the geomagnetic field), the varia-
tion of the signals in both isotope records show a high degree of similarity. Nevertheless,
certain short- and mid-term discrepancies can be observed, which are attributed to the
systematic effects in the deposition processes. Earlier studies used the individual 14C and
10Be records to estimate the solar long-term variability (Steinhilber et al. 2009, 2012;
Vieira et al. 2011; Shapiro et al. 2011; Delaygue and Bard 2011). Some of them have also
tried to combine the isotope records. For instance, Delaygue and Bard (2011) averaged
two 10Be series linearly, and Steinhilber et al. (2009, 2012) applied a principal component
analysis to extract the common signal among seven records. However, their results are
considered less realistic for the following reasons: (1) all the physical processes involved
are non-linear while the studies assumed linear isotope-irradiance relationships, (2) the
effects from the heliospheric magnetic field and the geomagnetic field cannot be properly
disentangled, and (3) the temporal mismatches between individual isotope series were not
taken into account by these studies.

To combine the isotope records is neither trivial nor straightforward. In Chap. 3, we
have considered one globally-mixed 14C and six local 10Be series sampled in Greenland
and Antarctica. Since the concentrations of 14C retrieved from tree rings all over the
globe are easier to date and calibrate compared to the individual local 10Be records, we
therefore take the 14C series as a reference. We first synchronized all six individual 10Be
series with respect to the 14C series by comparing the apparent wiggles (the so-called
wiggle-matching method). This is based on the concept that similar wiggles reflect the
same modulation origin and therefore they occur around the same time. The correlation
coefficient between individual 10Be and the 14C series have improved greatly after the
synchronization. The improvement factors for the six series reach up to 2.14.

Next, we employed a new Bayesian approach to calculate the solar activity at any
given point of time (described by the solar modulation potential, φ). This is done by
first using a Monte Carlo simulation to simulate the production rate of the cosmogenic
isotopes from any given φ, then searching for the φ that gives the production rate, which
is closest to all the measurements (available individual isotope series at that given point
of time). This method allows: (1) to take the geomagnetic field into account, (2) to
combine all available series at any given time simultaneously, and (3) to estimate the
uncertainty. Further, we have converted the reconstructed solar modulation potential to a
more straightforward Sun-related parameter, sunspot number. The reconstructed sunspot
number can then be used as the proxy of solar activity on millennial time scales in the
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solar irradiance model, as described in the following.
Using the reconstructed sunspot number from Chap. 3, we used the SATIRE-M mo-

del to reconstruct the TSI and SSI on millennial time scales. Since the SATIRE-M model
is based partially on the SATIRE-T model, we first re-visited the SATIRE-T model with
some significant modifications (Chap. 4). These changes include: the modified physi-
cal description of the ER cycle, the more realistic spatial distribution of the ARs, the
correction of the UV spectra, and the updates of five used reference data sets.

With the modifications above, the solar irradiance reconstruction with the SATIRE-T
model shows an increase of 0.92+0.15

−0.05 W/m2 in the TSI between the end of the 17th century
and the present. This value is somewhat lower (but within the uncertainty range) than
earlier SATIRE (Krivova et al. 2010; Dasi-Espuig et al. 2016) and NRLSSI (Coddington
et al. 2016) return. Compared to the estimates by Shapiro et al. (2010) and Egorova et al.
(2018), however, the value is significantly lower, which is due to the different designs in
the models.

In addition, the correlation coefficients between the modelled results with the SATIRE-
T model and the five reference data sets have improved significantly compared with the
previous study (Table 4.4). This confirms that the modifications were indeed an impro-
vement.

The parameters fixed in the SATIRE-T model were further employed in the SATIRE-
M version. We used three isotope records to reconstruct the TSI/SSI over the last nine mil-
lennia: (1) official global 14C record (INTCAL13, Roth and Joos 2013), (2) longest 10Be
series retrieved from Greenland (GRIP, Yiou et al. 1997; Muscheler et al. 2004; Vonmoos
et al. 2006), and (3) the first consistent multi-isotope composite constructed in the Chap.3
(Wu et al. 2018b). We note that the isotope-based reconstructions show better agreement
with the reconstruction based on the sunspot number series constructed by Chatzistergos
et al. (2017) over the 19th century than that from the latest international sunspot number
(Clette et al. 2014). The uniqueness of the reconstruction presented here is that: (1) it is
the first-ever isotope-based SSI reconstruction using a physics-based models to describe
all the involved physical processes, and (2) it is the first SSI reconstruction based on the
first (and so far the only) consistent multi-isotope composite.

The TSI/SSI reconstructions based on cosmogenic isotopes have a lower temporal
resolution than reconstructions based on the directly-observed sunspot numbers. As an
important input to climate models, the reconstruction with a 10-year resolution is not
ideal. To avoid simulation biases caused by the inconsistency in the temporal resoluti-
ons, all energy inputs used in the climate models are required to have at least a 1-year
resolution. To account for this issue, Steinhilber et al. (2009) and Schmidt et al. (2011)
superimposed a sinusoidal variation and a synthetic solar cycle with a periodicity of 11-
year, respectively, on the decadally-averaged sunspot number. However, these methods
are not very realistic.

In the last part of this thesis (Chap. 5), we developed a statistical approach to si-
mulate the realistic quasi 11-year solar cycle in the past, for climate applications. First,
we characterised the solar cycle with four properties from the annual international suns-
pot number: (1) sunspot maximum, (2) sunspot minimum, (3) cycle length, and (4) cy-
cle rising time. The four properties showed good correlations with the corresponding
decadally-averaged sunspot numbers (Fig. 5.2). As a result, a set of four relationships
were obtained, allowing us to simulate the solar cycles back in time based solely on the
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decadally-averaged sunspot number values. We have also tested the temporal sensitivity
of this statistical approach. In addition, inspired by the one-parameter function by Volo-
buev (2009), we introduced the first solar cycle shape function that does not require any
free parameters. This non-parametric function shows an excellent agreement with the
directly-observed sunspot number cycle shape (Rc = 0.96), which we use to validate the
function.

This method was then applied to simulate the solar cycle based on the decadal suns-
pot number reconstructed from the cosmogenic isotopes. The simulated series with quasi
11-year variation has 1-year resolution. They were fed in the SATIRE-T model to recon-
struct the annual solar irradiance. The TSI/SSI reconstructions from the isotope-based
sunspot number with solar cycles showed excellent agreement with that from the directly-
observed sunspot number, in both long-term trend and amplitude (Fig. 5.15). However,
the simulated series show some discrepancies in the phases compared to the direct obser-
vations. This is, unfortunately, inevitable because the cycle length is determined from a
rather simplistic linear relationship, which results in the errors propagating back in time.

To sum up, this thesis has provided (1) the first multi-isotope composite and the suns-
pot number computed from it, (2) the first full SSI reconstruction on the millennial time
scale using a series of physics-based models, and (3) the first realistically-simulated quasi
11-year solar cycle variation on the millennial time scale using a statistical method. The
reconstructed TSI and SSI with annual resolution have been provided as solar radiative
forcing input in the Paleoclimate Modelling Intercomparison Project-4 (PMIP4), which
will help to better understand the influence of the solar variability on Earth’s climate.

All the TSI/SSI reconstructions obtained in this thesis are (to be) published and will
be available on the “Solar Variability and Climate” webpage1.

6.2 Outlook
When computing the solar modulation potential for the individual cosmogenic isotope
data sets, we noticed opposite behaviours in the two longest 10Be series: the GRIP and
the EDML. Compared to the geomagnetic field (VADM) over the last 9000 years, the
EDML series shows the similar long-term trend as seen in the VADM series, whereas
the GRIP series shows an opposite trend (Fig. 3.8). This discrepancy might imply either
an under-correction of the geomagnetic shielding for Greenland region, or an unsuitable
atmospheric transport/deposition model for the Greenland drilling site. This issue might
be solved by applying a full-sized atmospheric transport/deposition model (Sukhodolov
et al. 2017). Furthermore, the new Bayesian statistical model employed in this thesis has
the advantage of combining multiple available cosmogenic isotope series at any given
time. Hence, we hope to make use of this statistical method to combine more cosmogenic
isotope data sets in the future (e.g., Beer et al. 1983, 1988; Finkel and Nishiizumi 1997).

As discussed in Chap. 4, the secular change in the solar irradiance from the end of the
17th century to the modern maximum returned by various models shows a wide range and
large uncertainties. Most models that use sunspot numbers as input have roughly similar
estimates, but then reach down to a saturation (quiet-Sun) level during the Maunder mi-
nimum since the sunspot number drops to, and stays over longer periods of time at zero.

1http://www2.mps.mpg.de/projects/sun-climate/data.html
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However, this is probably not very realistic and is rather an artefact of the model design
and the lack of information on the sunspot number.

There are various cosmogenic isotope data sets showing signals during the Maunder
minimum. This implies that the small-scale magnetic features could still be present even
though the solar magnetic activity was too weak to form many observable sunspots. Ho-
wever, it is very difficult to estimate how many of those small-scaled magnetic features
existed on the solar surface during grand minima. The yearly active day fraction (ADF),
which is defined as the ratio of days with observed sunspots to the number of observation
days (e.g., Vaquero et al. 2015; Usoskin et al. 2016c), can in principle carry some infor-
mation on the solar activity. Compared to the directly observed sunspot number record
which has too many non-spot records and gaps during the Maunder minimum, the yearly
and triennial ADF values are usually not zero (see Fig.1 in Vaquero et al. 2015). This
supports that the existence of the weak solar activity, which can probably be recovered.
For instance, we can employ the ADF values to describe the emergence rates of ARs/ERs
instead of using the daily sunspot numbers (Eqs. 4.6 and 4.7), for the Maunder minimum
period. Additionally, some isotope data records that cover the Maunder minimum period
have higher resolutions of about 1 – 2 years (Beer et al. 1990; Beer 2000b). We could,
in theory, also use such signals in the isotope data to represent the weak solar activity.
However, one should note that the signals in the isotope data sets with higher temporal
resolutions are also highly influenced by the local climate conditions, which should be
properly accounted for before any statistical analysis.

Finally, although the amplitude and the overall trend of solar activity can be simulated
reasonably well with the statistical approach described in Chap. 5, this method could
still be refined. In Chap. 5, we have pointed out that the solar cycle phase cannot be
always recovered, particularly when a grand minimum is encountered. This is because
we used linear regression to describe the relationship between the decadally-averaged
sunspot number and the cycle length. As a consequence, the errors accumulate easily back
in time. This shortcoming could possibly be tackled in the following ways. First, using the
cosmogenic isotope data with higher temporal resolutions to determine the possible solar
cycles during the Maunder minimum, we can refine our existing statistical approach (Sect.
5.3.1) and constrain the relationship between the decadally-averaged sunspot number and
the cycle length. Second, Solanki et al. (2002a) indicated that the relationship between
the cycle length and cycle amplitude is much more complex than a linear relationship.
They have constructed a simple empirical relationship, showing the amplitude of a given
cycle can be described relatively well by the lengths of earlier cycles. Such an empirical
relationship might require knowledge of lengths of the latest two cycle as initial inputs,
but it would not be a problem for the multi-isotope composite (Wu et al. 2018b) since
this series ends in 1895. Therefore, we can introduce this empirical relationship into
our statistical approach, and improve the steps of simulating the lengths of the previous
cycles.
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M., Reis, M. A., Ribon, A., Ristić Fira, A., Romano, F., Russo, G., Santin, G., Sasaki,
T., Sawkey, D., Shin, J. I., Strakovsky, I. I., Taborda, A., Tanaka, S., Tomé, B., Toshito,
T., Tran, H. N., Truscott, P. R., Urban, L., Uzhinsky, V., Verbeke, J. M., Verderi, M.,
Wendt, B. L., Wenzel, H., Wright, D. H., Wright, D. M., Yamashita, T., Yarba, J., and
Yoshida, H.: 2016, Nuclear Instruments and Methods in Physics Research A 835, 186

Anderson, E. C., Libby, W. F., Weinhouse, S., Reid, A. F., Kirshenbaum, A. D., and
Grosse, A. V.: 1947, Science 105, 576

Arge, C. N., Hildner, E., Pizzo, V. J., and Harvey, J. W.: 2002, J. Geophys. Res. 107,
1319

Arnold, J. R.: 1956, Science 124, 584

Asvestari, E., Gil, A., Kovaltsov, G. A., and Usoskin, I. G.: 2017, J. Geophys. Res. 122,
9790

Avrett, E. H. and Loeser, R.: 1992, in M. S. Giampapa and J. A. Bookbinder (eds.),
Cool Stars, Stellar Systems, and the Sun, Vol. 26 of Astronomical Society of the Pacific
Conference Series, p. 489

Axford, W. I., Petschek, H. E., and Siscoe, G. L.: 1965, J. Geophys. Res. 70, 1231

Baade, W. and Zwicky, F.: 1934, Proceedings of the National Academy of Science 20,
254

Babcock, H. W.: 1948, Phys. Rev. 74, 489

Babcock, H. W.: 1961, ApJ 133, 572

Babu, G. J. and Feigelson, E. D.: 1992, Communications in Statistics - Simulation and
Computation 21(2), 533

Backus, G., Parker, R., and Constable, C.: 1996, Foundations of Geomagnetism, Cam-
bridge University Press

145



Bibliography

Ball, W. T., Krivova, N. A., Unruh, Y. C., Haigh, J. D., and Solanki, S. K.: 2014, J. Atmos.
Sci. 71, 4086

Ball, W. T., Unruh, Y. C., Krivova, N. A., Solanki, S. K., Wenzler, T., Mortlock, D. J., and
Jaffe, A. H.: 2012, A&A 541, A27

Balmaceda, L., Krivova, N. A., and Solanki, S. K.: 2007, Adv. Space Res. 40, 986

Balmaceda, L., Solanki, S. K., and Krivova, N. A.: 2005, Memorie della Societa Astro-
nomica Italiana 76, 929

Balmaceda, L. A., Solanki, S. K., Krivova, N. A., and Foster, S.: 2009, J. Geophys. Res.
114, A07104

Bard, E., Raisbeck, G. M., Yiou, F., and Jouzel, J.: 1997, Earth Planet. Sci. Lett. 150,
453

Battistoni, G., Boehlen, T., Cerutti, F., Chin, P. W., Salvatore Esposito, L., Fassò, A.,
Ferrari, A., Mereghetti, A., Garcia Ortega, P., Ranft, J., Roesler, S., Sala, P. R., and
Vlachoudis, V.: 2014, in Joint International Conference on Supercomputing in Nuclear
Applications + Monte Carlo, p. 06005, EDP Sciences

Baumann, I., Schmitt, D., Schüssler, M., and Solanki, S. K.: 2004, A&A 426(3), 1075

Bazilevskaya, G. A., Cliver, E. W., Kovaltsov, G. A., Ling, A. G., Shea, M. A., Smart,
D. F., and Usoskin, I. G.: 2014, Space Sci. Rev. 186, 409

Bazin, L., Landais, A., Lemieux-Dudon, B., Toyé Mahamadou Kele, H., Veres, D., Parre-
nin, F., Martinerie, P., Ritz, C., Capron, E., Lipenkov, V., Loutre, M.-F., Raynaud, D.,
Vinther, B., Svensson, A., Rasmussen, S. O., Severi, M., Blunier, T., Leuenberger, M.,
Fischer, H., Masson-Delmotte, V., Chappellaz, J., and Wolff, E.: 2013, Clim. Past 9,
1715

Beer, J.: 2000a, Space Sci. Rev. 94, 53

Beer, J.: 2000b, in The Solar Cycle and Terrestrial Climate, Solar and Space weather,
Vol. 463 of ESA Special Publication, p. 671

Beer, J., Blinov, A., Bonani, G., Hofmann, H. J., and Finkel, R. C.: 1990, Nature 347,
164

Beer, J., McCracken, K., and von Steiger, R.: 2012, Cosmogenic Radionuclides, Springer,
Berlin, Heidelberg

Beer, J., Siegenthaler, U., Oeschger, H., Andree, M., Bonani, G., Suter, M., Wolfli, W.,
Finkel, R. C., and Langway, C. C.: 1983, International Cosmic Ray Conference 9, 317

Beer, J., Siegenthaler, U., Oeschger, H., Bonani, G., and Finkel, R. C.: 1988, Nature 331,
675

Beer, J., Tobias, S., and Weiss, N.: 1998, Sol. Phys. 181, 237

146



Bibliography

Beer, J., Vonmoos, M., and Muscheler, R.: 2006, Space Sci. Rev. 125, 67

Berggren, A. M., Beer, J., Possnert, G., Aldahan, A., Kubik, P., Christl, M., Johnsen, S. J.,
Abreu, J., and Vinther, B. M.: 2009, Geophys. Res. Lett. 36, L11801

Bertolotti, M.: 2013, The Discovery: Victor F. Hess and the Balloon Ascents, pp 33–44,
Springer Berlin Heidelberg, Berlin, Heidelberg

Bhandari, N., Lal, D., and Rama: 1966, Tellus 18, 391

Biermann, L.: 1948, ZAp 25, 161

Biermann, P. L. and Strittmatter, P. A.: 1987, ApJ 322, 643

Biswas, S.: 2000, Cosmic Perspectives in Space Physics, Astrophysics and Space Science
Library, Springer

Bolin, B., Degens, E. T., Kempe, S., and Ketner, P.: 1979, Global carbon cycle: SCOPE
13, John Wiley and Sons, New York, NY

Bond, G., Kromer, B., Beer, J., Muscheler, R., Evans, M. N., Showers, W., Hoffmann, S.,
Lotti-Bond, R., Hajdas, I., and Bonani, G.: 2001, Science 294, 2130

Brueckner, G. E., Edlow, K. L., Floyd, IV, L. E., Lean, J. L., and Vanhoosier, M. E.:
1993, J. Geophys. Res. 98, 10

Buffett, B. A.: 2000, Science 288, 2007

Burger, R. A., Potgieter, M. S., and Heber, B.: 2000, J. Geophys. Res. 105, 27447

Caballero-Lopez, R. A. and Moraal, H.: 2004, J. Geophys. Res. 109, A01101

Cain, W. F. and Suess, H. E.: 1976, J. Geophys. Res. 81, 3688

Cameron, R. H., Dasi-Espuig, M., Jiang, J., Işık, E., Schmitt, D., and Schüssler, M.: 2013,
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A Appendix

A.1 Derivation of the magnetic flux in the SATIRE-M model

This appendix is to derive the magnetic fluxes in the SATIRE-M model, which is based
partially on the SATIRE-T model, by taking the decadal resolution of the input data into
account. Therefore, the ODEs in the SATIRE-T model are first averaged decadally. The
Eqs. (4.2) – (4.4) are then written as〈dϕact

dt

〉
= 〈εact〉 −

〈
ϕact

τ0
act

〉
−

〈
ϕact

τs
act

〉
−

〈
ϕact

τr
act

〉
, (A.1)

〈dϕeph

dt

〉
= 〈εeph〉 −

〈ϕeph

τ0
eph

〉
−

〈ϕeph

τs
eph

〉
, (A.2)

〈dϕr
open

dt

〉
=

〈
ϕact

τr
act

〉
−

〈ϕr
open

τr
open

〉
, (A.3)

where the use of the subscriptions are identical as in the thesis context (Chap. 4). On
the decadal time scale, the fluxes of ARs, ERs and the rapid open fluxes are assumed to
evolve steady, namely:〈dϕact

dt

〉
= 0,

〈dϕeph

dt

〉
= 0,

〈dϕr
open

dt

〉
= 0. (A.4)

The Eqs. (A.1) – (A.3) can therefore be written as

〈εact〉 =

〈
ϕact

τact

〉
, (A.5)

〈εeph〉 =

〈ϕeph

τeph

〉
, (A.6)

〈
ϕact

τr
act

〉
=

〈ϕr
open

τr
open

〉
, (A.7)

where
1
τact

=
1
τ0

act
+

1
τs

act
+

1
τr

act
, (A.8)

and
1
τeph

=
1
τ0

eph

+
1
τs

act
. (A.9)
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Next, since the open magnetic flux is a combination of both the rapidly decaying
open flux, ϕr

open, and the slowly decaying open flux, ϕs
open, the total open magnetic flux is

described as
ϕopen = ϕr

open + ϕs
open, (A.10)

or
ϕopen

dt
=
ϕr

open

dt
+
ϕs

open

dt
. (A.11)

By substituting the Eq. (4.5), the Eq. (A.11) can be re-written as

ϕopen

dt
=
ϕr

open

dt
+
ϕact

τs
act

+
ϕeph

τs
eph

−
ϕs

open

τs
open

, (A.12)

or
ϕopen

dt
=
ϕr

open

dt
+
ϕact

τs
act

+
ϕeph

τs
eph

+
ϕr

open

τs
open
−
ϕopen

τs
open

. (A.13)

The decadal average of the Eq. (A.13) is〈ϕopen

dt

〉
=

〈ϕr
open

dt

〉
+

〈
ϕact

τs
act

〉
+

〈ϕeph

τs
eph

〉
+

〈ϕr
open

τs
open

〉
−

〈ϕopen

τs
open

〉
. (A.14)

Secondly, by averaging the Eq. (4.6) decadally, the emergence rate of the AR can be
described as

εact =
εmax,21

Rmax,21 〈R〉, (A.15)

which is then substituted into the Eq. (A.5). Eq. (A.5) is hence re-written as

〈ϕact〉 = τact
εmax,21

Rmax,21 〈R〉. (A.16)

By taking the definition of the AR emergence rate (Eq. (4.6)) into the the Eq. (4.7),
the ER emergence rate is then re-written as

εeph(t) = X
∑
n=1

εmax,21

Rmax,21 Rmax,21gn, (A.17)

where Rmax,21 = k〈Rg〉. The Eq. (A.17) can further be written as

εeph(t) =
εmax,21

Rmax,21 Xk
∑
n=1

〈R〉gn. (A.18)

At the maximum timing of each ER cycle, the ER function gn can be seen as one.
Hence, by combining the Eq. (A.17) and the Eq. (A.6), the Eq. (A.17) can be written as
follow

〈ϕeph〉 = τeph
εmax,21

Rmax,21 Xk〈R〉. (A.19)

Finally, the evolution of rapidly decaying open magnetic flux is assumed to be in a
steady state, i.e.,

〈dϕr
open

dt

〉
= 0. The Eq. (A.14) is then re-written as〈ϕopen

dt

〉
=
〈ϕopen〉 j+1

dt
−
〈ϕopen〉 j

dt
=

〈
ϕact

τs
act

〉
+

〈ϕeph

τs
eph

〉
+

〈ϕr
open

τs
open

〉
−

〈ϕopen

τs
open

〉
, (A.20)

174



A.1 Derivation of the magnetic flux in the SATIRE-M model

where j represents the j-th decade. We then combine the Eq. (A.7) and the Eq. (A.20),
the original Eq. (A.20) is then written as

〈ϕopen〉 j+1

dt
+
〈ϕopen〉 j

τs
open

−
〈ϕopen〉 j

dt
=

〈
ϕact

τs
act

〉
j
+

〈ϕeph

τs
eph

〉
j
+

τr
open

τr
openτ

s
open
〈ϕact〉 j. (A.21)

or
〈ϕopen〉 j+1

dt
+
〈ϕopen〉 j

τ1
=

( 1
τs

act
+

τr
open

τr
actτ

s
open

)
〈ϕact〉 j +

1
τs

eph

〈ϕeph〉 j, (A.22)

where
1
τ1

=
1

τs
open
−

1
dt
. (A.23)

By applying Eq. (A.16) and Eq. (A.19), the Eq. (A.22) is finally written as

〈ϕopen〉 j+1

dt
+
〈ϕopen〉 j

τ1
=

[( 1
τs

act
+

τr
open

τs
openτ

r
act

)
τact +

kXτeph

τs
eph

] εmax,21
act

Rmax,21 〈R〉 j, (A.24)

or
〈ϕopen〉 j+1

dt
+
〈ϕopen〉 j

τ1
= c〈R〉 j, (A.25)

where

c =

[( 1
τs

act
+

τr
open

τs
openτ

r
act

)
τact +

kXτeph

τs
eph

] εmax,21
act

Rmax,21 , (A.26)

The numerical value k was found by Usoskin et al. (2007) to be 2.2 ± 0.4. In this
work, we take k = 2.2, Finally, by rearranging the Eq. (A.25), we get

〈R〉 j = a〈ϕopen〉 j + b〈ϕopen〉 j+1, (A.27)

where
a =

1
τ1
, (A.28)

and
b =

1
c∆t

. (A.29)

The ∆t is the sample resolution, which in this thesis is 10 years based on the cosmo-
genic isotope data sampling.
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A.2 Derivation of the solar irradiance in the SATIRE-M model

As introduced in the main content of the thesis, calculating the solar spectral irradiance
requires knowledge of the surface coverages (filling factors) of the photospheric compo-
nents. In this appendix, we will derive how to obtain the filling factors and to calculate
the solar irradiance on decadal time scale.

On decadal time scale, the decadally-averaged sunspot filling factor and the decadally-
averaged sunspot number can be simplified as a linear relationship, as

〈αs〉 j = A1〈R〉 j + A2, (A.30)

where the coefficients A1 and A2 are the proportionality and offset, respectively.
By taking the ratio of umbral-penumbral area 1:4 into account (Solanki 2003) and,

substituting in the Eq. (A.27), the Eq. (A.30) can be separated as two parts (one for
umbra and one for penumbra). They are written as

〈αu〉 j = 0.2〈αs〉 j = au〈ϕopen〉 j + bu〈ϕopen〉 j+1 + cu, (A.31)

and
〈αp〉 j = 0.8〈αs〉 j = ap〈ϕopen〉 j + bp〈ϕopen〉 j+1 + cp, (A.32)

where
au = 0.2A1a, bu = 0.2A1b, cu = 0.2A2, (A.33)

ap = 0.8A1a, bp = 0.8A1b, cp = 0.8A2. (A.34)

For both faculae and network, we follow the same assumption in the SATIRE-T model
(Chap. 4) that the filling factor is linearly proportional to the magnetic flux until the sa-
turation flux, Bsat, is reached. Therefore, the decadally-averaged filling factor of network
can be written as

〈αn〉 j =
〈ϕn〉 j

S �Bsat,n
, (A.35)

where S � is the solar surface area and Bsat,n is the saturation limit of network. Further-
more, since the network includes ERs and the OMF (Krivova et al. 2010), i.e, 〈ϕn〉 =

〈ϕeph〉 + 〈ϕopen〉, by taking the Eq. (A.19), the Eq. (A.35) is re-written as

〈αn〉 j = an〈ϕopen〉 j + bn〈ϕopen〉 j+1, (A.36)

where
an = 1 + W1a, (A.37)

bn = W1b. (A.38)

where

W1 =
τeph

S �Bsat,n

εmax,21

Rmax,21 Xk. (A.39)

Next, as same idea as used for network, the decadally-averaged filling factor of faculae
is written as

〈αf〉 j =
〈ϕf〉 j

S �Bsat,f
, (A.40)
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where Bsat,f is the saturation limit of faculae. Additionally, since the active regions consist
of both sunspot and faculae, the decadally-averaged facular magnetic flux can be descri-
bed as

〈ϕf〉 = 〈ϕact〉 − 〈ϕu〉 − 〈ϕp〉. (A.41)

By substituting the Eq. (A.16) and the Eq. (A.41) in the Eq. (A.40), the form of the
decadally-averaged facular filling factor is

〈αf〉 j = af〈ϕopen〉 j + bf〈ϕopen〉 j+1 + cf, (A.42)

where
af = W2a, (A.43)

bf = W2b, (A.44)

cf = −

( 0.2
S �Bsat,f

+
0.8

Bsat,f

)
A2. (A.45)

where

W2 =

(
τact ε

max,21

S �Rmax,21 − 0.2 [Bu]A1 − 0.8 [Bp]A1

)/
Bsat,f . (A.46)

The [Bu] and [Bp] are the mean field strength of umbra and penumbra, which are
assumed as 1800 G and 550 G, respectively. The values of the coefficients (au,p,n,f , bu,p,n,f

and cu,p,f) used in the SATIRE-M model are summarized in Table 4.3.
Lastly, by applying the obtained filling factors of these surface magnetic components

(Eqs. A.31, A.32, A.36, A.42) in the concept of reconstructing the solar irradiance (Eq.
1.2), the final SSI on millennial time scale at any given time is

〈F(λ, t)〉 j = aF(λ) 〈φopen〉 j + bF(λ) 〈φopen〉 j+1 + Fq(λ), (A.47)

where
aF(λ) = au∆Fu(λ) + ap∆Fp(λ) + an∆Fn(λ) + af∆Ff(λ), (A.48)

and
bF(λ) = bu∆Fu(λ) + bp∆Fp(λ) + bn∆Fn(λ) + bf∆Ff(λ). (A.49)

The ∆Fu,p,n,f are the intensity contrasts of the magnetic components to the quiet Sun.
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