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Cover figure: lllustration of some physical quantities in the simulatimox of the
M2V star with an average vertical magnetic fieldBf = 500 G. The silvery surface
reperesents the optical surface, whege= 1; the red tubes indicate magnetic field lines;
the bottom face of the box shows the vertical velocity nearlibttom of the box (blue
= upflows, red= downflows); the side faces show the temperature fluctuatioiog =
cooler than horizontal mean; rechotter than horizontal mean). The physical dimensions
of the simulaton box areq Y, Z) = (1.56 Mm, 1.56 Mm, 0.8 Mm) resolved in 51 512x
250 cells.
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Summary

In this thesis, the magnetoconvective processes in thesuetace layers of cool main-
sequence stars were studied in 24 three-dimensional |boed-ih-a-star” simulations.
For each of six sets of stellar parameters correspondingéotial types F3V-M2V
including the solar case (G2V), one non-magnetic and thisgnetic simulations with an
initially vertical and homogeneous field of 20, 100, and 500&e performed.

Analogous to the solar example, hot upwellings (granules) a network of cool
downflows evolve. In the magnetic case, the magnetic flux veeteéd by the granular
outflows and concentrated in the intergranular lane netywalere it causes local depres-
sions in the optical surface and impedes the convective floWws leads to the formation
of small bright and larger dark structures. In the upper pfigiheres, the magnetic field
considerably modifies the non-radiative heating procassalé simulated stars.

A granule segmentation and tracking algorithm was develgpel the granulation
was analysed for the non-magnetic and some magnetic ruressizés and lifetimes of
granules agree with observations in the solar case. A nmamjifiluence of the magnetic
field on the statistical properties of granules was found.

For a few wavelength passbands, the centre-to-limb vanaif the intensity and its
rms contrast were calculated on the basis of snapshots fierasitnulations. The limb
darkening in the non-magnetic case agrees relatively wigll thie limb darkening de-
rived from 1D atmospheres. The deviations of thedent magnetic cases from the non-
magnetic case are large due to a brightening of the limb bynetagflux concentrations
appearing as “faculae”.

Synthetic spectral line profiles were calculated for theusated stars. A disc-inte-
gration including diferential rotation was carried out in order to study tiees of the
three-dimensional atmospheric structure on spectraldioéles. A dependence of the
line bisector shapes onftirential rotation parameter and inclination was found. The
impact of the magnetic field on the Stokes | component of sogeman-sensitive lines
was analysed. While in M-type stars the Zeem#erat substantially broadens the lines
for an average surface field strength of 500 G, in hotter shersnodified atmospheric
structure (due to the field) has a strong additional impadhenline profiles, e.g. line
weakening due to ionisation. This can considerably impagnetic field measurements
as it usually leads to narrower line profiles. Moreover, thealation between magnetic
field and velocity field leads to a net Doppler shift of spddires.

Although the simulations presented in this thesis only cpagts of the phenomena of
stellar surface magnetism (excluding, e. g., starspotdgradar active regions), they are
an essential step towards a physically comprehensiveiggeorof magnetoconvective
processes in stars, which is needed, e.g. for the improvieofémversion methods and
the correct interpretation of spectroscopic observations






1 Introduction

Stellar magnetic fields are the driver of a number of phen@nacting on dierent time
and length scales and inftirent phases of stellar evolution. For example, magnetic
instabilities play a role in the formation processes ofsstand their planetary systems
(Hennebelle and Teyssier 2008, Johansen 2009). Duringathe ghase of the main-
sequence evolution, the magnetic field is responsible fayrafeant loss of angular mo-
mentum (Reiners and Mohanty 2012). Evolved stellar objseth as white dwarfs can
have strong surface magnetism (e. g. Kuelebi et al. 2010)tdras$ been suggested that,
in cases of extreme magnetism, the structure of these shgectucially changed, so that
the Chandrasekhar mass limit maybe violated (cf. Das andhigpkdhyay 2012, Chamel
et al. 2013).

In the Sun, the magnetic field causes dark spots, brightdac@nd chromospheric
and coronal UV and X-ray emission (see Schrijver and Zwa&®0 20r a review). These
and various other phenomena are referred to as ggallar (magnetic) activity. The level
of the solar activity varies in an 11-year cycle (for a revee»e Hathaway 2010). The so-
lar activity cycle influences not only the solar surface Bsbdas considerable impact on
the entire heliosphere, including the Earth. For instatiee solar activity leads to coro-
nal mass ejections and geomagnetic storms (Chen 2011)hwhit cause considerable
problems for human high-tech activities (Schwenn 2006kméen 2007). Moreover, the
total and spectral irradiance of the Sun vary with the sojatec(Ball et al. 2012, Thuil-
lier et al. 2013). Consequently, the solar activity prolggidays some albeit small role in
global climate variations (cf. Solanki et al. 2013).

The very dynamic magnetic field at the surface of the Sun ipesthay its interaction
with convective flows. Cool main-sequence stars such asuhen8ve thick convective
envelopes (for stellar massd4 > 0.3M,) or are fully convective (ifM < 0.3M).
The magnetic field is amplified, restructured, and trangloly convective motions (for
reviews, see Schrijver and Zwaan 2000, Fan 2009, Stein Zd#jssler 2013). In the
Sun, there is evidence for a global flux-transport dynamdchvis mainly responsible
for the emergence of magnetic flux in active regions and thapes the 11-year activity
cycle (e.g. Rempel 2006). In addition, small-scale dynantma has been proposed for
the near-surface layers (see Pietarila Graham et al. 2@ti0eferences therein).

Magnetic field measurements of spatially resolved magesitires in the solar pho-
tosphere exploit the polarisation, broadening, and smiitbf (Some) spectral lines in the
presence of a magnetic field owing to the Zeenf@oe. For resolved magnetic structures,
the circularly polarised light (Stokes V) is a very sengtimeasure of the (line-of-sight
component of the) magnetic field. The measurements revealyanhomogeneous mag-
netic field on the Sun’s surface: in sunspot umbrae, the fiedthgth at the optical surface
can locally reach 2 -3 kG, while most of the visible surfaceaarly field-free (e.g. Schri-
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1 Introduction

jver and Zwaan 2000). Complementary measurements usingahke dfect indicate a
volume-filling magnetic field of about 130 G in the photosghetth polarities mixed on
unresolved scales; consequently, its Zeem@ecesignal in the circular polarisation is
canceled (Trujillo Bueno et al. 2004).

For the Sun, there exist strong temporal correlations betwhferent phenomena
caused by the magnetic field such as sunspot number, X-raydiugmospheric Hr
emission, etc. (see, e.g. Bachmann et al. 2004, Orlando20@4). For stars other than
the Sun, it is much more flicult to use the Zeeman and Hanl@eets to measure their
surface magnetic field, which is invariably not fully resedv Consequently, information
about the magnetic activity of stars is usually obtained ®asurements of activity in-
dicators such as fluxes from chromospheric emission lines, (Ean, etc.) or X-rays.
According to these activity indicators, especially youmgrs and very-low-mass stars,
are far more magnetically active than the Sun, while thersadtivity level is typical for
solar-like stars of an age of several billion years (Gud€l2@Reiners 2012). The high
photometric and spectroscopic variability of very actit@s has a negative impact on,
e. g., the detectability of planetary companions (cftels et al. 2013, Cegla et al. 2013).
Moreover, due to the high UV fluxes and variability linked telkr activity, it may also
play an important role in the habitability of planets.

For some stars, especially cool stars of spectral types Kvarilere have been mea-
surements of the magnetic field using the Zeeman and Héielet® Some active M stars
were found to have global average magnetic fields of up toraek& (Reiners and Basri
2007). With Zeeman-Doppler imaging (Semel 1989, ZDI), mapthe magnetic field
could be obtained for some active stars from time-resolpedtsopolarimetric data. This
method attempts to invert the combined Doppler and Zeerfiants on the Stokes | and
V parametersof spectral lines. The resulting maps often show large gslaots” with
strong azimuthal fields (Donati et al. 2003, Petit et al. 2004

The magnetic field measurement of stars are often made tiegl¢ce unknown ef-
fects of the magnetic field on the atmospheric structure hdf magnetic field is very
inhomogeneously distributed and has a stroffigoe on the convection, it can be expected
that the atmospheric structure is not independent of the §ieength but that tempera-
ture, velocities, gas pressure, etc. statistically deplkadocal direction and strength of
the magnetic field. Consequently, the magnetic componetiteoktellar surface (e.g.
starspots) has veryfilerent properties from the non-magnetic component. If te®er-
ences are neglected, the measurement of the magnetic fidttingolve large systematic
errors (cf. Rosén and Kochukhov 2012). A detailed knowlaafgbe impact of the mag-
netic field on the local atmospheric structure of stars fedent parameters is therefore
essential to verify or improve the results obtained by atetiagnetic field measurements.

The knowledge and understanding of the physical backgrofimagnetic phenom-
ena in the solar photosphere have seen much progress int yeegs. On the one hand,
new observational data from space (e. g. Hinode, SDO) athadraborne missions (Sun-
rise) have produced a huge amount of observational datamfhrecedented quality. On
the other hand, the theory of the solar near-surface magomtection has flourished ow-
ing to the growing computational power, which facilitatesmprehensive 3D radiative
MHD simulations. The first fully compressible simulationtbe solar surface magneto-

lldeally, ZDI also uses the Stokes U and Q components; the SkiRRse are, however, generally much
too low.
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1 Introduction

convection have been run by Nordlund and Stein (1990) risty the modified convec-
tive flows in a small surface region (few granules) with 5008rage field. More recent
simulations of the solar surface magneto-convection conaey diferent phenomena and
scales comprising the small-scale dynamo in intergranategs (Pietarila Graham et al.
2010), umbral convection (Schussler and Vogler 2006, Blearal. 2010), solar pores
(Cameron et al. 2007), sunspots (Rempel et al. 2009), antevelctive regions (Cheung
et al. 2010, Stein et al. 2011). Reviews on the results of soldace magnetoconvection
are given by, e.g., Stein (2012) and Schussler (2013). Maesvant in the context of
this thesis are simulations of unipolar weak to intermedsitength magnetised regions
(plage regions) as previously investigated by, e. g., Nordlland Stein (1990), Stein et al.
(2002), Vogler (2003), Vogler et al. (2005), and Moll et 2012).

The comparison of the results obtained from such compra@ressnulations with
spatially well-resolved observations show an excellene@gent, most of the deviations
investigated thus for being caused by instrumenfalots in the observations rather than
by systematic errors in the simulations (e. g. Keller et @042 Cheung et al. 2008, Bello
Gonzalez et al. 2009, Beeck et al. 2013b). Beeck et al. (26dr2)ed out a comparison
of three diferent numerical codes to cross-validate the results addainth them.

For stars other than the Sun, a number of comprehensive dyulaaic simulations
(without magnetic field) have been conducted in recent yeaegldress various scien-
tific questions. Following the pioneering work of NordlunddaDravins (1990a), who
simulated four stars with parameters roughly resemblingehofProcyon « Cen A a
Cen B andp Hyi, the simulations were extended to less solar-like objaeath s white
dwarfs (Ludwig et al. 1994), M-type main-sequence and pagrsequence stars (Lud-
wig et al. 2002, 2006), red giants (Collet et al. 2007), andatagoor stars (Collet et al.
2011). Recently, grids of hydrodynamical models have besmldped for the purpose
of fitting spectroscopic observations with synthetic segenerated from the simula-
tion results and thus determining the stellar parametessfpedach et al. 2013, Magic
et al. 2013). Although the range of parameters spanned bgliffezent stellar types is
large, the general picture of asymmetric convection withv} expanding upflows and a
network of entropy deficient, dense downflows is qualitdgigemilar in all these cases.
Quantitatively, the flow characteristics vary stronglytwsipectral type, which promotes
the necessity of 3D simulations to correctly interpretlatedpectra.

Simulations and observations of the Sun indicate that thgnetéc field plays a key
role in the physical interpretation of many observable pmeena in the solar atmosphere.
Therefore, it is an important task to include the magnetid fie simulations for other
stars, which generally have similar or much stronger serfaagnetism compared to the
Sun. A detailed understanding of the physical processetellaisatmospheres with a
magnetic field is also an essential step to improve magnetat fineasurements in stars
on the basis of spectroscopic and spectropolarimetric ddue first radiative MHD sim-
ulations of stellar atmospheric layers were presented lecBet al. (2011). Wedemeyer
et al. (2013) recently published MHD simulations of the chospheres of M-type dwarfs.

In this thesis, radiative (M)HD simulations of main-seqcestars of six dferent sets
of stellar parameters are analysed. For each of the six atediktars there is one non-
magnetic and three magnetic simulations witffedient field strengths (signed average
vertical field strength of 20, 100, and 500 G, respectivellhe sections describing the
non-magnetic simulations (Sects. 3.1, 4.1, 4.2, 5.1, 62) Jtave been published in Beeck
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1 Introduction

et al. (2013a) and Beeck et al. (2013b).

The thesis is structured as follows: Sect. 2 briefly intregduthe applied numerical
codes and explains the setup of the simulations. Sect. 3ides¢he overall properties
of the simulation results. In Sect. 4 the granulation patterd the vertically emerging
intensity are analysed. Sect. 5 details the centre-to-liartation of the intensity and its
rms contrast, while in Sect. 6 synthetic spectral line pesfdre analysed. A concluding
section, Sect. 7, with a brief summary of the results, ingtlans for stellar physics, and
an outlook closes the thesis.

2A footnote to the title of each already published sectiorsgithe reference to the corresponding paper.
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2 Numerical codes and simulation
setup

The results presented in Sect. 3 — 6 are based on two numeoidas: the magnetohy-
drodynamics (MHD) cod@URaM and the spectral line synthesis cOSIEINOR. In this
section, the relevant physical background and the numeriethods of both codes are
briefly delineated and the simulation setup is given. For aentletailed description of
the codes themselves, see Vdgler (2003) and Vogler et &5)26r theMURaM code and
Frutiger (2000) and Frutiger et al. (2000) for tSi2INOR code.

2.1 The MURaM code

2.1.1 Compressible magnetohydrodynamics

The dynamics of plasmas (and electrically conducting flindgeneral) are much more
complicated than the dynamics of uncharged isolating flbelsause of the long-range
interaction between particles through electromagnetidgie Magnetohydrodynamics
(MHD) is a powerful way to describe the physics in a well-coatihg fluid under certain
conditions. The key prerequisites of MHD are that no charggmgation takes place on
resolved scales and that all phase velocities are muchemiadin the speed of light. Con-
sequently, the displacement current can be dropped frorivithevell equations. These
assumptions hold when all time and length scales considerethrge compared to the
inherent scales of the plasma, such as the Debye |engtine inverse of the plasma fre-
quencngl, and the gyro-radii of the charged particles. Fortunatbbse scales are very
small in stellar atmospherewvhile the spatial resolution of the simulations considered
here are of the order of several km and the temporal resaligie 0.1s. This implies
that MHD can be used to describe the relevant dynamics ¢asttmospheres.

In what follows,p = o(X, Y,z 1), v = v(X, Y,z t), p= p(x,y,zt), B = B(x,y, zt), and
e = (XY, zt) are the fields of mass density, velocity, pressure, the etagfield, and
the internal energy (per volume), respectively, in thremeshsional space with time, In

with realistic upper and lower limits for the electron dewsie, the temperaturd;, and the modulus of
the magnetic fieldB, the following upper limits for the three mentioned inhdrseales follow: gyro-radius
of a proton withB > 0.01G andv < 30kms™: r, < 10~" cm; inverse of plasma frequency with with
Ne > 10°cm3: wyt < 2-10°%s; Debye length wite > 10°cm™3 andT > 2500K: p < 0.25¢cm. The
low ionisation degree and collisions with neutrals in veppl-star atmospheres can, however, substantially
increase the gyro-radius. Also see discussion in Sect. 7.3.

13



2 Numerical codes and simulation setup

Cgs units, the equations of compressible MHD then are

9o _
E +V. (QV) = 0, (21)
v 1
Q(_+(V.V)V) = -Vp+—(VxB)xB+og, (2.2)
ot 4
% — Vx(vxB)+nvB, (2.3)
V-B = 0, (2.4)
Je BZ (VB) 1
a+v.((e+p+§)v— y B) = 4—ﬂV-(BXnVXB)+Qg'V+Qrad-
(2.5)

where g and; are the gravitational acceleration and the magneffasivity, respectively,
Qraq is the radiative heating. For the results considered inth@sis, the magnetic filu-
sivity was not explicitely specified; the filisive term; V2B is than dropped from equa-
tion and the dtusion of the magnetic field is described by artificiaffasivities (see
Sect. 2.1.2).

The continuity equation, Eq. (2.1), and the divergence-f@ndition for the magnetic
field, Eq. (2.4), are general. The derivation of the MHD apprations of the equation of
motion, Eg. (2.2), the induction equation, Eq. (2.1.1), #meenergy equation, Eg. (2.5)
from the Navier-Stokes equation and the Maxwell equatioakes use of the neglect of
displacement currents (see, e. g. Biskamp 1997, Choud888, Tor a formal derivation).
On the right-hand side of the energy equation, Eq. (2.5)sthece term for conductive
heat transport does not appear because it is negligibleiptibtospheres and interiors of
main-sequence stars (but plays a crucial role in the upp#aisatmospheric layers) and
therefore is not considered HURaM. Note that thelURaM approximations of the energy
equation and the equation of motion do not include viscossipiation. Analogous to the
dissipation of the magnetic field, viscous dissipation isodied by artificial diusivities
(see Sect. 2.1.2).

The system of equations, Eqgs. (2.1) — (2.5), is closed by tyuaons of state,

T= T(e’ Q) > p = p(e’ Q) . (26)

Owing to the ionisation of dierent species (most importantly of hydrogen), the ideal gas
law does not apply for the plasma in the near-surface layfestaos. Therefore, Eq. (2.6)
are complicated relations, which depend on the elementaposition of the star. In
the MURaM code, they are approximated by interpolation between sabdlvalues from
the OPAL equation-of-state (Rogers et al. 1996, Rogers J1f#®4he solar composition
published by Anders and Grevesse (1989).

2.1.2 The numerical scheme

TheMURaM code solves numerical approximations to Egs. (2.1) — (215 three-dimen-
sional Cartesian grid. The spatial derivatives are digszdtas fourth-order centred dif-
ferences, and the time stepping is explicit (fourth-ordange-Kutta solver). For more
details, see Vogler (2003).

14



2.1 The MURaM code

As the resolved scales are several orders of magnitude ldu@e the scales on which
the kinetic and magnetic energy is dissipated MtiealM simulations are large-eddy sim-
ulations. For the solution of these it is necessary to intoedartificial difusivities for all
physical quantities calculated directly by the MHD scheime. (for v, B, e, ando), be-
cause the actual values of magnetiffuBivity and viscosity are much too small tfect
these large scales. Without artificiaffdisivities strong gradients in the velocity field and
in advected quantities (e. g. in shock fronts) can cause noahénstabilities. The dfu-
sivities depend on the resolution and are calculated in ganghstep for each coordinate
direction and each quantity. The general procedure is itbestin Vogler (2003). Rempel
et al. (2009) implemented a Minmod slope limiter for a latersion of thelURaM code,
which is also used for the simulations presented in thigshes

2.1.3 Treatment of radiation

An important process in the photosphere is the interactitimeoplasma with the radiation
field. The radiative heatirigooling in theMURaM code is described b§,,q in the energy
equation, Eq. (2.5). To calculat@.q, the radiative heat transport within the simulation
domain is solved after each time step of the MHD scheme.

The neglect of the displacement current has the conseqtiesicelHD is not able to
describe the interaction between electromagnetic wavepsma motions. Radiation
with frequencies fulfilling 27v < w,, with the plasma frequenay, = (4r€’ne/me)*/?,
can be treated by radiative MHD, because it only interacth thie plasma by emission
and absorption and does not induce plasma oscillationstypineal value ofw,, in stellar
atmospheres is of the order of'4&! and thus radiation with wavelengtis< 2 cm can
be described without taking into account plasma osciltetioThe bulk of the radiative
flux in the stellar atmospheres simulated here is at wavéiergtween 10 and 102 cm.

The radiation field ; in a medium is subject to absorption, scattering, and eomssi
processes. The equation of radiative transfer along a gagnith coordinates then
reads:

dl,
dl,

(—|,1+S,1)K,1st or (27)
(_I/l + SA) dT/l with dT/l = KAQdS , (28)

whereS, is the source functiork, the opacityp the density, and, the monochromatic
optical depth; the index signifies that these quantities depend on wavelengthin
MURaM, which assumes local thermodynamical equilibrium (LTEg source function is
given by the Planck functioB,(T):

2hc 1

S,=By(T) = ,
A /1( ) /15 eXp(%)—l

(2.9)

whereh, kg, andc are the Planck constant, the Boltzmann constant, and tloeifua)
speed of light, respectively. With this assumpti®j,becomes independent of the radi-
ation field and is only a function of andA, which facilitates the formal solution of the
radiative transfer equation for single wavelengths andiresctions.

A fully wavelength- and angle-resolved treatment of radiatn every time step of a
three-dimensional simulation is impossible with todagaputational power. ThigURaM
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2 Numerical codes and simulation setup

code uses the short characteristics scheme (Kunasz andL88&), which approximates
the intensity field for a small number of directions by cadtirg the intensity reaching
each grid poinP from the nearest intersecti@g@with a cell boundary in the (upstream)
direction of the ray. For this ray, the radiative transfeuatipn, Eq. (2.8) is integrated,
giving

7Q

lp = lgexplTq) + fB(T) expEr)dr, (2.10)
0

wherer is the optical depth along the ray froto Q,

R

T= fK(S)Q(S)dS, (2.11)

P

with a pointR on the ray betwee® and Q; 7q is this optical depthr for R = Q. In

the current implementation ®URaM, the A4 scheme of Carlson (1963), which uses three
rays per octant, is used. The intensity field is calculatethiese 24 directions by stepping
through the grid downstream. Due to the necessary inteipoléo obtainlg, B(7), «(S)
ando(s), the procedure entails some numericafubion, but is much morefigcient than

a long-characteristics solution.

The wavelength dependence of radiation is approximateld arit opacity binning
method (Nordlund 1982); for a detailed description of ¥iRaM implementation see
Vogler (2003), Vogler et al. (2004). For the simulations sidered here, the opacity
distribution functions from thATLAS9 package (Kurucz 1993) were used as basis for
the binning. Four opacity bins were calculated using tksorting procedure. In this
method, wavelengths are binned together according to eerefe optical depth level at
which the vertical optical depth at this wavelength reaal@sy. As reference optical
depth, a hybrid optical depth, was used:r converges to the Rosseland optical depth
for large optical depth and to the Planck optical depth foaelsmptical depth with a
smooth transition centred a = 0.35 (cf. Ludwig 1992, Végler 2003). The threshold
levels for the bins are at lag= 0,-2, and—4. The reference atmosphere needed for
the r-sorting was obtained as follows. For preliminary simwas for F3V, G2V, and
KOV stars (for the parameters of these simulations, see 3&&tl), the solar opacity
bins, which were available from earlier studies (e. g. Besickl. 2012), were used. The
horizontally averaged simulation results were then useteasreference atmospheres to
generate improved binned opacities, which were then usethéofinal simulations of
the F3V, G2V, and KOV stars considered hérEor the K5V, MOV, and M2V stars, the
improved binned opacities of the KOV star were used for tleéipinary simulations. The
results of these simulations were then used as referenasplrares to obtain the binned
opacities for the final simulations.

2This procedure could be iterated. However, even after thés‘deration”, the changes in the horizon-
tally averaged temperature structure were small and nbduiteration was made.
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2.2 The SPINOR code

Table 2.1: Hective temperature and gravitational acceleration of thei@ulations

SpT  logglcms?] Ter

hydro. Bo=20G Bo=100G By=500G
F3V 4.301 (689% 7)K (6885+ 6)K (6911+8)K (7003+5)K
G2V 4438 (5782 13)K (5779+9)K (5802+8)K (5864+ 9)K
KOV 4.609 (4856: 5)K  (4858+ 2)K (4878+4)K (4901+ 2)K
K5V 4.699 (4368: 2) K (4376+2)K (4383+3)K (4402+ 2)K
MOV~ 4.826 (3905 1)K (3907+ 1)K (3909+ 1)K (3906 1)K
M2V 4.826 (3690: 1)K (3691+ 1)K (3692+ 1)K (3679+ 1)K

2.2 The SPINOR code

In Sect. 6 the fect of the three-dimensional atmospheric structure antiehtagnetic
field on the profiles of spectral lines was analysed. SIHENOR code was used to forward-
synthesise the Stokes vector,

1(2) = (1(1), Q), U(), V()" ,

from the simulated stellar atmospheres. The componenteditokes vector correspond
to the total monochromatic intensitly,, the intensity of circularly polarised/,, and of
linearly polarised light (two directions, rotated by*35Q, andU,.

For the results presented in Sect. 6 only the forward [$38QPRO, of SPINOR was
used. It solves the radiative transfer equation for paarisdiation, which reads

di(2) :
= = K@@ +j(@).

whereK (1) is the (opacity related) absorption matrix giu) is the emission vector (con-
taining a generalisation of the source function). The nugaésolution of Eq. 2.13 is
discussed in detail in Frutiger (2000); for the spectrad jpmofiles presented in this thesis,
the Diagonal Element Lambda Operator (DELO; Rees et al. Jul9@8hod was chosen in
STOPRO.

In this thesis, only the Stokes-1 component is considerdte dther Stokes compo-
nents were simultaneously calculated for the s#éiRaM cubes and will be analysed in
future work as discussed in Sects. 7.2 and 7.3.

(2.12)

(2.13)

2.3 Simulation setup

2.3.1 Stellar parameters

In this thesis, the results of 24 simulation runs are preskntSix of these are non-
magnetic (hydrodynamic) simulations, which also serveefesrence for the analysis of
the dfects of the magnetic field and are used as initial conditiorife simulation runs
with magnetic field. The simulations have parameters cpaeding to a set of main-
sequence stars with solar metallicity. The only parametaried were the gravitational
accelerationg, at the surface (assumed constant throughout the simuladix), and the
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2 Numerical codes and simulation setup
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Figure 2.1: lodl-logg diagram of the six hydrodynamic simulations along with ére
isochrones by Bressan et al. (2012): zero-age main sequsoicd), 1 Ga (dashed), and
4.5 Ga (dotted).

effective temperaturd,;, which was indirectly determined by adapting the entropy-de
sity of the inflowing plasma (also see Sect. 2.3.2). The wbid; and logg are given
in Table 2.1. Figure 2.1 shows the position of the stellaapeaters in a lo@e;-logg
diagram along with three isochrones by Bressan et al. (2012)

For each of the six hydrodynamic simulations, there exrggimagnetic (magnetohy-
drodynamic) simulations (see Sect. 2.3.3) witffietent average field strengths, but almost
the same stellar parametefgg slightly differs between cases offidirent magnetic field,
see Table 2.1 and Fig. 2.2).

2.3.2 Setup of the non-magnetic simulations

The simulation domain oflURaM corresponds to a rectangular box containing a small
horizontal section of the topmost layers of the convectiweetope of the star and the
lower part of the stellar atmospherethe photosphere). In order to facilitate the compar-
ison between simulations offtierent stars, the dimensions of the box were chosen such
that the expected number of granules at a given time in thaelatran box as well as the
number of pressure scale heights below and above the optidakce are approximately
equal in all cases. The horizontal resolution was B2 cells in all simulations. The
vertical resolution varies between simulations fdfetient spectral type (but not between
simulations runs for the same spectral type) because it Wasen sfficiently high to
resolve the steep photospheric temperature gradient angréssure stratification (re-
quiring Az < Hp/5, everywhere). The box sizes and resolutions are sumrdgosell
simulations in Table 2.2.

The dfective temperature of the simulation boxes is controllethieyentropy density
of the inflows at the lower boundary of the simulation domdine automatic temperature
control implemented ifURaM (see Vogler 2003) was switched ¢or all simulation runs
presented in this thesis. Instead, the entropy densityeointiows was manually varied
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2.3 Simulation setup

Table 2.2: Box sizes and grid resolutiohs.

Simulation F3V G2v KOV K5V MOV M2V
Box height [Mm] 9 3 1.8 15 0.9 0.8
abovezy? 1.57 095 048 041 0.25 0.21
belowz, 7.43 205 132 1.09 0.65 0.59
# of pressure scale heights  13.1 140 13.2 153 148 145
abovez, 6.9 8.6 7.1 9.1 8.4 7.8
belowz, 6.2 5.4 6.2 6.4 6.4 6.8
Hp atz, [km] 500 200 90 65 38 35
AzP [km] 11.25 10 6 5 4 3.2
min(H,)/Az 181 100 957 7.87 6.53 7.19
Horizontal box size [Mm] 30 9 6 4 2.5 1.56
AX, Ay € [km] 58.6 17.6 117 7.81 4.88 3.05
AX/Az 5.21 1.76 195 156 1.22 0.953

79=(Arr = 1))
b Azis the vertical grid resolution

¢ Ax and Ay are the horizontal grid resolution; in all simulations colesed here,
AX = Ay was chosen

until the desired fective temperature was reached. After that, the simulatiegre run
for several hours of simulated time (comparable to the Kekelmholtz times of the
boxes), before six snapshots of each simulation were seldot the analysis presented
in this thesis. One of these snapshots for each spectramigpealso used as an initial
condition for all magnetic runs of the same spectral type.

2.3.3 Setup of the magnetic simulations

For the analysis of the magnetoconvection in teedent simulated stars, snapshots of the
simulations described in Sect. 2.3.2 were used as initiadlitions foro(x, y, 2), &(x,y, 2),
andv(x,Y, ). As initial condition for the field,

Bx(x,y,2 =0, By(xY,2=0, ByuXY,2=8Bg (2.14)

was applied. For each star, simulations W= 20 G, By = 100G, andBy = 500G
were run. Owing to the interaction with the flows, the field faguration evolves from
the arbitrary initial condition of Eq. (2.14) to a statigtily stationary configuration within
a time of the order of the convective turnover time (see $eg).

The sudden “injection” of a magnetic field in the existingsminsistently structured
atmosphere can lead to short-lived transient phenomenpa (additional pulsations),
which die away after some time. Moreover, the presence ofighe changes the atmo-
spheric structure (see Sect. 3.3), which needs some tineath fa statistically stationary

3This table has been published as Table 2 in Beeck et al. (3013a
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Figure 2.2: Temporal evolution of thefective temperature of the magnetic simulation
runs after the injection of the magnetic field {at 0). The small black diamonds mark
the six snapshots of each simulation run which are the bastad analysis in this thesis.

state. Therefore, the snapshots of the magnetic runs @&ahailyshe later sections of this
thesis were taken roughly one to two hours of simulatedastgthe after the injection of
the field. Various quantities were inspected to verify tihat simulations have stabilised
at this point in time.

Figure 2.2 shows the temporal evolution of theetive temperatures for all magnetic
runs. Especially the 500 G runs show a significant changeeodfctive temperature af-
ter the field injection. After only a few minutes the temparatquasi-stabilises (with the
usual temporal fluctuations). Owing to the formation of flaxcentrations which appear
as bright or dark structures (cf. Sect. 3.3), thieetive temperature of the quasi-stable
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Figure 2.3: Temporal evolution of the depth profile of the meter energy densit{enag)-,
averaged over horizontal planes, in some magnetic runsthédield injection (at = 0).
The last time given in each plot corresponds to the time dtdpedirst of the six snapshots
for the respective simulation run which are the basis foratalysis in this thesis.

convection is not the same forftBrent values oB,. The changes it of the order of
up to 1-2 % correspond to a change in the energy flux througtothef the box of a few
percent, which has to be compensated by a change in the éhetgigrough the bottom.
However, the finite heat capacity in the box adds some thanesdla: the energy balance
Is adapting to the new atmospheric structure on time scgde the Kelvin-Helmholtz
timescaleryy. For our simulation boxesiky is between 9 hours (F3V) and 14 days
(M2V). This implies that the simulation boxes show a transibermodynamical struc-
ture: only after several Kelvin-Helmholtz times of the bdre tenergy balance between
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2 Numerical codes and simulation setup

the convective input (at the bottom boundary) and radiadivput (at the top boundary)
is fully restored. As real surface magnetism on the Sun (aodgbly also on stars) en-
tails surface structure variations on time scales muchteshtitanrgy of the convective

envelope, this equilibrium omky is, however, probably irrelevant for the phenomena
analysed in this thesis. The small black diamonds in the digorrespond to the times
(and dtective temperatures) of the six snapshots, on which theysisah later sections

of this thesis is based. There temporal separation is onrttex of several minutes and
much shorter thamgy, so there are no obvoius trends fiieetive temperature and in the
thermodynamics atmosphere structure.

Figure 2.3 shows the evolution of the profile of the horiztintaveraged magnetic
energy densityenag,, for a selection of dterent simulations. At the field injection the
magnetic energy density BS/(8r) everywhere, following from the initial condition &,
Eq. (2.14). The vertical magnetic flux is advected horiziytay the diverging convec-
tive outflows and becomes concentrated in the downflows @xft. 8.2). This concentra-
tion enhances the magnetic energy density, especiallyeimus withlow average field
strength. After some time (roughly 1 h of stellar time) a gisdgtionary state is reached.
As visible in Fig. 2.3, in some runs (e. g. the 500 G run of th&/Is@ar) there might still
a weak growth o,,4in the deepest layers, while in most runs there is no appéeamd
left. The last time step for which a curve is plotted in the fegaorresponds to the time
of the first snapshot analysed in later sections of this shesi
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3 Overall structure

3.1 Overall structure of the non-magnetic simulations

3.1.1 General morphology of near-surface convection

Figure 3.1 gives maps of the bolometric intensity emergiagioally from the simulated
stellar surfaces for single snapshots of the time-depédraigmlations. All simulations
show intensity patterns reminiscent of solar granulatioime typical size of the granules
varies from~5 Mm for F3V to ~0.3 Mm for M2V. The rms bolometric intensity contrast
(denoted by, in Table 3.1) decreases from about 20% for F3V to less thanr3tbe
M2V simulation, reflecting decreasing temperature fluetunest on surfaces of constant
optical depth (see Sect. 3.1.3).

There are qualitative changes in the visual appearance sltiace convection along
the sequence of simulated stars. For instance, the graujattern of the F3V model
appears “rough” and irregular owing to numerous shock watebe optical surface.
Shocks are rarer and weaker in the near-surface layers obtier stars since the typical
convective velocities are lower (also in relation to thersbspeed; cf. Fig. 3.5). At
the cool end of our model sequence, the M-dwarf granulesgtwarie sustained by the
slowest convective flows, have more irregular shapes bsitleghtness substructure than
their counterparts on the simulated G- and K-type stars. Aseport quantitatively in
Sect. 4.2.1, their dark intergranular lanes are thinnah(véispect to the granule size) and
vary more strongly in intensity and width than those of theeotstars (see also Ludwig
et al. 2002).

Ludwig et al. (2006) found “dark knots” associated with sgalownflows and vor-
tex motion in simulations of convection in M-type main- ane4main-sequence ob-
jects. Our simulations show knots of high vorticity asstedawith strong downflows
in all models (some examples in Fig. 3.1 are: G2¥y{ = (8.7 Mm, 4.4 Mm); K5V,
(X, y) = (0.36 Mm, 0.52 Mm); MOV, (x,y) = (0.45Mm, 0.6 Mm)). They become increas-
ingly stable and prominent at loweftective temperatures. In our models, some of these
vortices are evacuated strongly enough by tiiece of the centrifugal force to become
brighter than their surroundings (cf. vortices in solar@imtions studied by Moll et al.
2011, 2012). Most frequently these bright vortex strugurecur in our two K-type sim-
ulations.

A more detailed analysis of the granulation properties aed gfects on spectral lines is
given in Sects. 4 and 6.

1This section has been published as Section 3 of Beeck el0dI36)
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3 Overall structure

Table 3.1: Stellar parameters, bolometric intensitiesramglvelocities.
Simulation logg? Ter [K] Y/ (Deav® o1 6[%]  vms(2) [km s
z2=29% z=2°

F3V 4301 6893.26.4 1.98 20.3 5.1 3.5
Ga2v 4438 5764.47.4 1.00 15.7 2.0 1.2
KOV 4.609 4855.65.5 0.500 8.04 1.1 0.72
K5V 4.699 4367.%2.0 0.322 6.90 0.99 0.57
MOV 4.826 3904.80.8 0.195 3.55 0.72 0.42
M2V 4.826 3688.61.4 0.153 2.17 0.59 0.57

& gis the gravitational acceleration at the stellar surfacggmunits.

b temporal and spatial mean of the bolometric intensity ndised to the solar value

¢ bolometric intensity contrast (temporal mean)

4 7 :=(zrr = 1))

¢ 2 is defined as the depth whefg(z)) = 100{p(z))

3.1.2 \Velocity field

As the visible granulation pattern is created by convedtmwss, it is strongly correlated
to the vertical velocities at the optical surfacg(z = 0). Figure 3.2 shows,(z = 0) for
four of the six simulations. The snapshots are taken at the siane as in Figure 3.1. The
colour scale of the images saturate at, &.s(z) with z, := (2),,-1, values of which are
given in Table 3.1. The granules visible in Figure 3.1 cqroesl to upflows, while the
dark intergranular lanes correspond to downdrafts. In th&& and M-type simulations,
an anti-correlation between size and mean upflow velocitthefgranules is indicated:
while most of the small convection cells appear (almosyrsaétd in Figure 3.2, meaning
their velocity reaches 2,,ms(20), the larger granules appear paler, meaning their upflow
speed is lower. In the F3V simulation, thiffext is not visible, due to a strong large-
scale modulation of the vertical velocity at the opticalface. This large scale pattern
might hint to a strong mesogranulation in this spectral typ@fortunately, the length
scale of this modulation is the horizontal box size, whideesa the question whether this
effect is produced, enhanced, or modified by the periodic baynctandition. A test
simulation with a box twice as large has shown similar butkee#arge-scale modulation
but probably is still strongly influenced by the periodic bdary condition.

Figure 3.3 shows maps of the vertical velocity at a depth 6fptessure scale heights
below the optical surface, where the average pressure i8rh@6 the average pressure at
the optical surfacep, := (p)..,. The typical size of the convection cells is significantly
larger at this depth than at the surface. A rough estimatedoas mass conservation and
stationarity predicts a proportionality between the hamital scale of the vertical velocity
pattern at a given deptBy,or, and the local density scale heigh, (Nordlund et al. 2009),

v
Dhor:4Hg( “°r) : (3.1)

Uyer
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3.1 Overall structure of the non-magnetic simulations
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Figure 3.1: Maps of bolometric intensity emerging vertic&om single snapshots of the
six simulations. The grey scale of each image is saturate@ at, whereo, is the rms
contrast (cf. Table 3.1). The significanti@rence in the length scales of the images is
illustrated by the inset in thepper left panelwhich shows all other images on the same
scale as the one from the F3V simulation.
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Figure 3.2: Maps of the vertical velocity at constant geometrical deph= (z(rg = 1))
(average level of the optical surface) for four of the six mled Upward motions are
blue, downward motions are red, colour scales saturat® at,ms(Z) (for values, see
Table 3.1). Note that the horizontal scales aféedént (cf. Fig. 3.1).

wherewvnor anduye are the horizontal and vertical convection velocitiespeesively. They
can be approximated by the horizontally averaged (heigpeddent) rms values of the
vertical and horizontal components of the fluid velocity,

Uver ® Uzrms -= <U§>z

Uhor ® Uxy,ms -= \[<U>2< + U§>z s

respectively (for the definition and discussion of the hamial averagg-),, see Ap-
pendix A). In the left panel of Figure 3.4 the ratio @f,ms andv,ms is plotted as a

and
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3.1 Overall structure of the non-magnetic simulations

Figure 3.3: Same as Figure 3.2, but for geometrical depthith (p(z,)) = 100{p(z)),
corresponding to 4.6 pressure scale heights below theabpticface.

function of normalised gas pressy®,/po. In subsurface layers, we fingo/vyer ~ 1,
hence Eq. (3.1) predicts that the horizontal scale of the flattern roughly follows the
trend of the inwardly increasing density scale height.

The right panel of Figure 3.4 shows the profile @, as derived from Eq.(3.1) in
units of the horizontal box siz¥; of the respective simulation. The density scale height
obtained from the simulations was smoothed (convolutiaih @i Gaussian kernet =
10A2) to avoid a sharp maximum &, at the optical surface of the two hottest models
(cf. Fig. 3.8). The predicted horizontal scale of 12 — 20 %hefhorizontal box size at the
optical surface and 25 — 40 % of the horizontal box sizp at100- po matches the sizes
of the patterns visible in Figures 3.2 and 3.3.

The left panel of Figure 3.5 shows the depth dependeneog.qf which is a measure
of the typical convective velocity. The profiles ofs all peak near the optical surface,
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Figure 3.4: Properties of the convective flowseft ratio of rms values of horizontal
and vertical flow velocity on surfaces of constant geomatritepth. Right estimated
horizontal scale of the vertical velocity patterns as dstifrom Eq. (3.1) on surfaces of
constant geometrical depth. The horizontal scale is gimaemits of the horizontal box
size, Xy, for an easier comparison with Figs. 3.2 and 3.3. The solidesrefer to the four
simulations shown in these figures, the dashed curves t@thaining two simulations.
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Figure 3.5: Flow velocity rmsLeft rms of the vertical component of the flow velocity
on surfaces of constant geometrical defRight rms of the modulus of the flow velocity

in units of the local sound speed,, (Mach number) on surfaces of constant geometrical
depth.

where radiative energy transport starts to become impoftarFig. 3.12). The peak rms
velocity decreases with decreasingeetive temperature. The position of the maximum
of v, ms Shifts along the model sequence: in the F- and G-star simookathis maximum

is almost directly at the optical surface while in the coatexdels it is about one to two
pressure scale heights below it. In the deeper layers, threection velocity decreases
monotonically with increasing depth in all simulations the optically thin upper layers,
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Figure 3.6: Properties of up- and downflowsft relative area covered by upflows
(v, > 0) on surfaces of constant geometrical depth as functiom®whalised averaged
pressure Right average speed of the upflows, := (vl,,-0)2 (solid) and of the down-
flows, vy = (v4l,,<0)2 (dashed) as functions of normalised average pressur@tiorof
the six simulations.

the overshooting large-scale convective motions slow daitimincreasing height above
the optical surface where the stratification is stable ajaionvection. However, the s
drop only for about one to three scale heights, before ttesyagain, as shocks become
more important.

The right panel of Figure 3.5 shows profiles of the mean Machber. Although the
typical velocities in all simulations reach a substantiatfion of the local sound speed
Cs, Only in the atmosphere of the F3V simulation is an averageiVtraumber of order
unity reached. Surface convection is largely subsonic imsguulations of M, K, and G
stars.

The left panel of Figure 3.6 shows the depth dependence akthtve area of the
upflows plotted as functions of normalised average presdBedow the surface layers,
the upflow area is very similar in all six simulations and asthconstant at about 63 to
65 % of the total area, which reflects the asymmetry betwesin danse downflows and
slower upflows. The value for the upflow area of approximagByof the total area is
in good agreement with the results of Trampedach and Stéihlj2who used another
code and dferent stellar parameters. Near the optical surface, tleefeaetion of the up-
flows drops to about 50 % as the strong correlation betweditakvelocity and density
weakens and the asymmetry between up- and downflows desrddselow value of the
relative upflow area in the upper layers of the F3V simulatibabout 42 to 44 % can be
interpreted as anfiect called reversed granulation in the subadiabatic athergplayers
(Cheung et al. 2007, and references therein), which intleetsorrelation between, and
o. This dtect is amplified by shock fronts in the F3V simulation: the enia trailing the
shocks which move upwards is over-dense compared to thagestratification.

The right panel of Figure 3.6 shows the mean speed of the uptiow the downflows.
Although both speed profiles peak slightly below the optstatface in all simulated stars,
the asymmetry between up- and downflows in the convectivedfable layers leads to
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3 Overall structure

mean downflow speeds reaching 1.6 to 1.8 times the mean ugdk®dsn the lower part
of the box. In the atmospheres, averaged up- and downflovdse almost equal for
the four cooler stars. In the F3V simulation, the presenshotks leads to a steep rise of
the average upflow speed in the optically thin layers, wietieagradient of the averaged
downflow speed is flatter (indicating an asymmetry reversetthé one observed below
the surface).

3.1.3 Temperature, pressure, and density

The upper two panels of Figure 3.7 show the temperatureggeedrover isaw surfaces;
for a discussion of the fiierent average§)-, (-);, and(-),, see Appendix A) as function
of logtr, both in absolute units and normalised By:. The simulations from F3V to
K5V show a steep temperature gradient just beneath theabgticface, whereas, in the
M dwarfs, the steepest temperature gradient occurs welhbislis layer (see also Figs 3.9
and 3.10 and Sect. 3.1.4). In the normalised representaticimulations have a similar
profile in the atmosphere (lag < 0), while their temperature curves diverge in the
subphotospheric layers.

The bottom panel of Figure 3.7 gives the pressure (averagsbear surfaces) plotted
as function of logg. In the atmosphere, where opacity and temperature are afdiym
height-dependent, logessentially depends linearly on legas the structure is governed
by hydrostatic and radiative equilibrium and is also almestthermal. In the layers just
below the photosphere, the curves for theatent simulations diverge. The diverging
profiles of the subphotospheric temperature (middle paared)pressure (bottom panel)
reflect that the pressure and temperature structures a¥ardeéd by convection below
the photosphere and converge telient adiabat (depending on the stellar parameters) in
the deep convective envelopes.

Figure 3.8 shows the depth dependences of the pressure asitydeale heights as
functions of normalised pressure. We define horizontalgraged local scale heights as

(Hp) = (dlog(p),/d2) ™ and (H,) := (dlog()./d2) " . (3:2)

As the gravitational acceleration increases and the pphbty& temperature decreases
monotonically from F3V to M2V the, local pressure scale heamyoundrg = 1 decreases
from ~ 500 km in F3V to~ 35km in M2V. In the atmosphere, where the temperature
is mildly height-dependent, the local pressure scale hdighomes roughly constant.
In the convective layers, the strong temperature gradietatile also a strong increase
of the pressure scale height towards deeper layersp At100py, near the bottom of
the simulation boxes, the local pressure scale height ofF8\¢ simulation is already
~ 2000 km, which poses a problem for the current implementatiothe MURaM code
with its fixed vertical cell size (high computational costs)

The peak of the density scale height near the optical suifas®me simulations
coincides with the strong photospheric temperature gnhdighese simulations. Locally,
the density scale height often becomes negative at theabpticface in the F3V and G2V
simulations (density inversion). In the subsurface layath high temperature gradient,
the density scale heights are somewhat (M2V-G2V:15-309%; BB to 45%) larger then
the pressure scale heights whereas, in the almost isoth@mmaspheres, the scale heights
of pressure and density are almost equal.
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Figure 3.9: Profiles of mean temperatyfi@, (left pane) and mean densityo), (right
pane) as functions of normalised pressure.

Figure 3.9 shows the profiles of temperature and densityageer on isa surfaces
as functions of the normalised pressure. As already seeigirBF on therg scale, the
coolest models lack the strong photospheric temperatadigt of the warmer models.
This is shown quantitatively in the left panel of Figure 3.Mich gives the mean pro-
files of the logarithmic temperature gradiet¥,, = dloT)./dlogp).. Here, the isae
average was chosen becalsehanges considerably near the optical surface. Since this
represents a transition from a (highly) superadiabatic solzadiabatic regime, averag-
ing over isoz planes would smear out the sharp photospheric feature itethperature
gradient and thus obscure the relevant physics in this.layer

In the right panel of Figure 3.10, the profile of the superbaaigity (V), — (Vag): IS
given. The superadiabaticity in the lowest part of the satiah domain is small{1072)
for most of the models, with the exception of the F3V simwalatiwhere the stratifica-
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Figure 3.10: Profiles of the logarithmic temperature gnatfeft pane) and of superadi-
abaticity ¢ight pane) averaged on iser surfaces as function of pressure.

tion remains substantially superadiabatic even 5 pressaaie heights below the optical
surface. For the M dwarfs, the superadiabaticity is low carag to the hotter models,
even in the layers directly beneath the optical surfaces Eha consequence of the high
densities (i.e. high heat capacity per volume) and low gnéltxes and consequently
low horizontal temperature fluctuations.

The top panel of Figure 3.11 shows the relative rms fluctaatiof temperature on
surfaces of constant optical depth. The relative rms fluina of temperature show a
monotonic decrease from the hotter to the cooler stars ateplihs. This is consistent
with the trend in the bolometric intensity contrast (cf. [EB.1). The subphotospheric
peak in the depth profile of temperature fluctuations is aeloaptical depth in the F-
and G-star simulations compared to the cooler simulatibhs has already been pointed
out by Nordlund and Dravins (1990a), who coined the expoestidden” or “veiled”
granulation for stars cooler than the Sun, as the maximurpeeature contrast occurs far
below the optical surface. In the case of the KOV star, thetired temperature contrast at
the optical surface is only about 34% of its peak value atrfog 1 (compared to 42%
in the solar simulation and 64% in the F3V simulation). Thesan for this fect is the
lower temperature-sensitivity of opacity near the optgaifaces of the cooler K and M
stars. This leads to the transition from convective to fagdaenergy transport occuring
at somewhat larger optical depth or normalised pressurédpiarly in the K-star simu-
lations) and over a larger optical depth range or normalmedsure range (particularly
in the M-star simulations; see Sect. 3.1.4).

The middle panel of Figure 3.11 shows the rms fluctuationsefyessure on surfaces
of constant optical depth. They also diminish with decregsifective temperature of the
simulations, with the notable exception of the G-type stdrere the rms fluctuations of
pressure on surfaces of constant optical depth are veryndkei upper atmosphere com-
pared to the much cooler K stars. This can be explained as acitp@tect. while the
temperature dependence of the Rosseland opagipy T) is usually much more impor-
tant than the pressure dependence, in the temperature lbahgeen 4000 and 5000 K
and at pressures betweer? Bid 10 dyn cnt?, « is nearly independent of temperature.
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3.1 Overall structure of the non-magnetic simulations

Moreover, the temperature fluctuations in the atmospherénageneral relatively small,
so that density depends mainly on pressure. Thereforenthement of the optical depth
drr = (kro) dzbecomes (almost) independent of temperature, too, scthag iand isop
surfaces of an atmosphere in this temperature regime aastidentical, i. e. the fluctu-
ations of pressure on surfaces of constant optical deptbnbesmall. In our simulation
sequence, the G2V star is the only star where the temperatdreressure of the atmo-
spheric layers at4 < logtg < —1 fall in the regime of nearly temperature-independent
KR.

The bottom panel of Figure 3.11 shows the rms fluctuationsedsure on planes of
constant geometrical depth, which are mainly monotoryaddicreasing with increasing
depth and with decreasingfective temperature. This illustrates that in the deepearkay
where velocities and horizontal temperature fluctuatioessanall, the deviations from
hydrostatic equilibrium are small, too. Horizontal tengdere fluctuations entail hori-
zontally varying local pressure scale heights: the presfuctuations on a horizontal
plane in the atmosphere can be regarded as the integféeéeta the temperature fluctu-
ations below this plane.

Before the energy balance of the simulated stellar surtaeas is analysed in Sect. 3.1.4,
we want to point out that the trends observed in convectiVecitees and temperature
fluctuations can be consistently explained asféece of the stellar parameters: the lower
temperature and higher gravitational acceleration in thapheres of cooler stars result
in much higher densities. The resulting higher heat cap@et unit volumegc,/o, and

the much lower net energy fluk (o« T5.) then have the consequence that the convective
motions in the coolest models are less vigorous. This isatefiein the rms velocities of
about 05 km s! for those simulations compared to more than 5 khfer the F3V-star
simulation (see Fig. 3.5). A rough estimate of the convechieat fluxF..,, (enthalpy
flux) in the spirit of mixing-length theory gives

Feonv = AT - Ugony - Cp-0, (3.3)

whereAT is the temperature contrast between up and downflowg,is the convective
velocity, andb is the density, both of which are assumed to be equal in updawaflows
for this rough estimate. In the convective subsurface lgércool stars radiative energy
transport can be neglected, so that

4
Feonv ® Frot = O-Teff'

If we approximate the quantitieg,,, andAT by (v,ms and(sT), respectively (-) de-
notes a horizontal and temporal average), and if we furthvesre the variation of, with
temperature due to ionisation, we obtain:

Ter(0) ™ ~ (0T + (Vzms) - (3.4)

Directly beneath the optical surface, the product on thehahd side decreases by a fac-
tor of about 500 from F3V to M2V, which entails a strong vagatof (6 T) - (v, ms(20))- In
fact, the simulations show that bof$iT) and(v,m«(2)) decrease monotonically through
the model sequence by about an order of magnitude each &8.Biand 3.11).
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Figure 3.12: Profiles of average energy flux, normalised tal ftux. Left: convective
energy flux split into net enthalpy flux and net kinetic endigy. Right: radiative flux.

3.1.4 Energy flux

The total energy flux leaving the stellar atmosphere in tmnfof radiation is supplied
by energy flux from below. In the absence of nuclear energycesy the (temporally
averaged) total luminosity is constant throughout the upggers of a star. In plane-
parallel geometry, this means that the energy flux is indegetnof depth.

In the convection zone, the energy flux is almost entirelywig®ed by convective en-
ergy transport and is mainly composed of two opposing fluttesnet enthalpy flux which
is directed towards the surface, and the net kinetic eneugy\hich is directed inwards.
This is a consequence of the asymmetry in temperature andityelThe fast, cool, and
dense downdrafts cary less enthalpy but more kinetic en(@eyyunit area) than the slow,
hot upflows. The left panel of Figure 3.12 shows the profilethege two fluxes for the
six simulated stars, all normalised to the respective taial Most models show profiles
of the kinetic energy flux levellingf® below the optical surface at values betwe&td
to ~60 % of the total flux, larger values corresponding to codlarss The F3V model,
however, shows a monotonic increase of the kinetic energyfdiuincreasing depth. The
right panel of Figure 3.12 shows the radiative flux in the datians. The transition from
purely convectiveR,.4/Fiot < 0.1) to mainly radiative energy transpoF,{q/Fit > 0.9)
is quite sharp (within one pressure scale height), excepht® M-star simulations, for
which this transition takes place over a more extended pressnge. For the K- and
M-star simulations, the contribution of the radiative flaxthe total flux is larger within
the first few pressure scale heights below the surface. Qesspre scale height below
the surface (i.e. gb/po = 2.72), in the MOV model, radiation carries already 17 % of the
total flux compared to 1.2 % in the G2V simulation. Half a pteesscale height below
the optical surfacef/po, = 1.65), radiation caries 60 to 70 % of the flux in the K-star
simulations, about 25 to 30 % in the M-star models, but only #8 in the simulation of
the G2V star. This means that the convective flux directlplwehe optical surface drops
to a relatively small fraction of the total flux for the cool@mulations (especially the
K-star simulations). As the convective flux is linked to veat velocities and temperature
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Figure 3.13: Comparison between the BllRaM simulations with 1D MLT models. The
dashed curves represent results from a 1D MLT model atmosmel the solid curves
represent the averaged simulation resulisft Profile of temperature (3D: averaged on
iso-p surfaces).Right average vertical velocity, weighted by density (3D: ageichon
iso-z surfaces; 1D: convective velocity). In the 1D models, th&ing-length parameter
a was setto 1.5, 1.7 and 2.0 for F3V, G2V, and MOV, respectively

contrast between up- and downflows, this is also reflecteaeinlépth-dependence of the
rms of the vertical flow velocity (see Fig. 3.5) and the deptbfige of the relative rms
fluctuations of temperature (see top panel of Fig. 3.11). sk of the vertical velocity
rms is almost exactly atr = 1 in the F- and G-star simulations but somewhat deeper
in the simulations of cooler stars. Similarly, the peak & thlative temperature fluctua-
tions shifts to higher optical depth from hotter to coolerdals. Near the bottom of the
simulation box, the contribution of the radiative flux eugailty becomes negligible in all
simulations except for F3V, where even at this depth raulaitill carries about 0.5 % of
the energy flux. The much lower density and higher tempegatuthe subsurface layers
of this star enable a somewhat mofgatent radiative heat transport.

The inset in the right panel of Figure 3.12 indicates the tiegaonvective energy flux
(which follows directly from(F,.q); > Fiot) in the convective overshoot region, which is
most prominent in the K-dwarf models.

3.1.5 Comparison to 1D models

The horizontal averages of our 3D models can be compared toigiDg-length models.
We used a model grid by Ludwig (priv. comm.) of 1D mixing-lémgalculations. Anal-
ogous to the definition ofz),,-1 = 0 and({p).,-1 = po as reference points for tle and
p-scales in the averaged 3D stratifications, we clzoge= 1) = 0 andp(tr = 1) = po as
reference points for the 1D models.

Figure 3.13 shows depth profiles of temperature and rms obehigcal velocity as
functions of pressure for three of our simulations (F3V, G&w MOV) and 1D models
with the sameg andT;. The mixing-length parameter was setate= 1.5, 1.7, and 2.0
for F3V, G2V, and MOV, respectively. Although the temperatprofiles in the almost
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adiabatic sub-surface layers are influenced by the choiag thiey could not be brought
into exact agreement with the profiles of the 3D results (Whmsoreover, depend on the
averaging method). We therefore chaeselose to the values by Trampedach and Stein
(2011) for the mass mixing length, which are consistent Withliterature values for the
MLT- « cited there.

The left panel of Figure 3.13 shows the run of temperaturee 3D results were
averaged on surfaces of constant pressure (as a comproetvgeen the is@-and iso-
TR averages, see Appendix A). The general shape of the cunessriba difer strongly
between averaged 3D and 1D results. However, the tempesatuthe 1D models are
in general somewhat lower than in the averaged 3D simulgtiaich can be partly
explained by the way in which the 3D results were horizoytalleraged but can also be
an dfect of the opacity in the optically thin layers, whichfdrs between 1D and our 3D
models (the 1D models were calculated WATILAS6 opacities, see Kurucz 1979). The
position and steepness of the strong photospheric gradibestnot match the result of the
more realistic 3D simulations. This has two reasons: Hings,feature is very sensitive
to the horizontal averaging method (see Appendix A) becatifee strongly corrugated
optical surfaces. Second, in this layer overshoot and #resiion from convective to
radiative energy transport play a major role. The physitsritthese fiects is essentially
three-dimensional and has to be parameterised in a 1D mdu&kevwonly a very crude
description of theseffects is possible. In the lower part of the depth range corsitle
there is also a mismatch between the temperature gradittite averaged 3D and the
1D results. A disparity in the superadiabaticity (partaoty for F3V) and diferences in
the equation of state between the 3D and 1D models are rabjfws this deviation.

In the right panel of Figure 3.13, we show the run of the vatti@locity. For the 3D
results, isaz averages of the density-weighted vertical flow speed arensh@Vhile the
gradient of the subsurface velocity and the position of #leaity peak (at least for F3V
and G2V) are similar between 1D and 3D models, the 1D modeis loaver velocities
than the 3D simulations (by 10-30%) in the nearly adiabaitierior. The 1D models ob-
viously lack any velocities in the convectively stable lesj@vhere the simulations display
overshooting flows.

In Figure 3.14 the run of the superadiabaticity is shown. Jbeesults are shown as
iso-zand isorr horizontal averages. As discussed in Appendix A, near tioégsipheric
transition, the isa= average is closer to the 1D description and therefore mag&ulus
for the comparison between 1D and averaged 3D models alththggplain horizontal
average is the physically more decisive quantity. Despigentecessary parameterisation
of important physics in the 1D models, there is a qualitasiveilarity between 1D and
3D results. Below its peak, the superadiabaticity of the 1&lets is higher by a factor
of about 1.5 to 3 compared to the 3D models. For the F3V stiardéviation is the main
cause for the dierence of the temperature profiles, while for the simulatioithe cooler
stars, the dferences iV 4 related to the equation of state between 1D and 3D models are
larger than the small deviation M— V4. Around the superadiabatic peak, the profiles of
1D and 3D results dlier more strongly. In this regime, which is more extendednim=of
pressure scale heights for the MOV star than for the othestans, the superadiabaticity
in the 3D models is higher than predicted by the 1D models.slperadiabaticity in the
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Figure 3.14: Comparison of the superadiabaticity of theMBRaM simulations with 1D
MLT models. Top: 3D results averaged on planes of constant geometrical dedBot-
tom: 3D results averaged on igg-surfaces. Théeft sub-plots show the superadiabaticity
of the atmospheric layers on a linear scale, gt sub-plots show the superadiabatic
regime on a logarithmic scale. In the 1D models, the mixemngth parametar was set
to 1.5, 1.7 and 2.0 for F3V, G2V, and MOV, respectively.

atmospheric layers is qualitatively in agreement betwe2ard 3D results.

Although there were small deviations in chemical abundsnegquation of state, and
opacities between 1D and 3D calculations, most of tffetinces in the upper part of the
depth range shown can be attributed to the necessarily nedg ¢reatment of convection
and — most importantly — radiation in the 1D models versustmprehensive 3D simu-
lations.

2According to R. F. Stein, priv. comm., an analogous comparisf the simulations presented in
Trampedach et al. (2013) with 1D MLT models yielded a sigaiiitty different result: the superadiabatic
peaks are narrower and taller in their 3D simulations coegbéo the 1D models. This is probably due to
the diferences in the MLT models used rather than ttiietgnces in the 3D simulations.
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3.2 Structure of the magnetic field

If the magnetic field in a plasma is weadkg = B?/(87) < &an) the Lorentz force acting
on the flows does not overcome the inertial forces and the etegireld has to adjust to
the flow patterns. In all simulation runs considered here,ititial magnetic field (ho-
mogeneous and vertical) is weak in that sense in the optitlaitk subsurface layers.
Therefore, the convective motions restructure the magfietd from the arbitrary initial
configuration: following the diverging upflows and convaigidownflows, the magnetic
field is compressed in the network of intergranular lanesleahis diluted in the gran-
ules. After this transient phase, a statistically statigrstate is reached. As described
in Sect. 2.3.3, the analysis in this and later sections isdas six snapshots within this
phase for each of the 18 magnetic simulation runs.

Figure 3.15 shows maps of the bolometric intensity in ongoshat each for twelve
of the 18 magnetic simulation runs (the remaining six magrgmulations are shown
in Fig. B.1 in Appendix B There are significant fierences in the visual appearance
of the granulation in comparison to the non-magnetic comvedsee Fig. 3.1). In all
simulations there appear bright structures, which are tdléas analogues of magnetic
bright points observed on the Sun (e. g. Keller 1992, Jafimiz@t al. 2013) and described
in MHD simulations of the solar surface convection (e.g. Mdgt al. 2005). In the
F3V simulation runs, these brightenings are located in thvenflow lanes as well as in
their periphery, and sometimes even in larger downflow &ires that resemble over-
bright granules, e. g. in the snapshot of the 500 G rurxah (= (15Mm,2.5Mm). In
the cooler models brightenings only occur in the downflovekaand in the periphery of
dark micropores (described below). As displayed in Figb3vith grey scales saturated
at +2.5 standard deviations from the mean, these brighteningsnieeenore prominent
again from F3V to KOV and then less prominent from KOV to M2Wig is analysed
guantitatively in Sect. 4.3.1.

At high values ofBy, there also appear dark structures. These are stellargares @f
(micro)pores, which are known from solar observations .(€lp et al. 2010) and have
also been studied with MHD simulations of the solar surfame/ection (e. g. Vogler et al.
2005). For the Sun, there is a critical size of a few hundréahketers above which mag-
netic structures become micropores. The sequence of giondawith varying spectral
types andB, suggests that this critical size is much smaller in termsrahgle sizes for
stars cooler than the Sun. Consequently, the valug§above which micropores are
likely to form decreases for cooler stars as less magnetidglneeded for their forma-
tion. While bright structures are still dominant at 500 G BMand G2V, dark and bright
structures are both prominent in KOV and K5V. In the M-standiations, dark structures
dominate at 500 G, in the M2V simulation even at 100 G. Thislees the magnetocon-
vection in M stars considerablyftierent from the solar example (Beeck et al. 2011). The
reasons and consequences of thefferdinces are analysed in more detail in subsequent
sections of this thesis. One should, however, take intowrddbat the formation of larger

3All maps shown in later figures in this section and Sect. 3e3taken at the same time step of the
simulation runs in order to facilitate the comparison dfatient quantities at various depth levels.
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Figure 3.15: Maps of the vertical bolometric intensity faretve of the 18 magnetic
simulation runs (for snapshots of the magnetic K5V and MQ¥wations, see Fig. B.1).
The grey scale saturates at 2.5 standard deviations belbatave the mean intensity.
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Figure 3.16: Maps of the vertical componddy of the magnetic field strength at the
average geometrical depth of the optical surface, i. .za0 (same simulation runs and
at the same time step as Fig. 3.15; plots for the magnetic KEM\AOV simulations are
given in Fig. B.2).
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magnetic structures (such as pores) also depends on thed #izesimulation box. In solar
simulations with deep and horizontally extended boxesfdheation of micropores and
pores occurs also at an averaged field strength of 100 G (Slehi2913). To minimise
their influence on the results, the simulation boxes comsdleere were chosen to have
similar sizes in terms of pressure scale heights and grames. However, the influence
of the limited depth of the simulation boxes needs to be atatlin future work.

Figure 3.16 shows maps of the vertical component of the ntagireld at the mean
level of the optical surface at the same time steps as showigir8.15. It is commonly
observed in numerical simulations of solar magnetocommecthat the downflow lanes
with magnetic flux concentrations form a mesoscale stredi@irein and Nordlund 2000).
This is also visible in our stellar simulations: severakdanes appear in Fig. 3.15, which
show a very low magnetic field strength but are evidently dtaws (cf. Fig. 3.30). With
increasingBy, the mesoscale becomes less obvious since more downflow heteme
filled with magnetic flux. This mesoscale is closely relat@the deep sub-surface veloc-
ity patterns as will be shown in Sect. 3.3.2.

Table 3.2 lists some characteristic values of the magnedid &t the optical surface
(tr = 1) for all 18 magnetic simulation runs. The maximum field sty is higher for
higher values 0By, but the dependence is rather weak, in particular for theatsazboler
than the Sun. The rms value of the magnetic field at the opsiedbhce depends less
than linearly onBy and is almost identical for ffierent stellar types at the sarBg. The
quantitieSBstrong Bweak Begkin, @NdBegq are defined and discussed below.

Figures 3.17 and 3.18 show histograms of the modulus of tlgnete field strength
at the optical surfacerr = 1, and at its average geometrical deph; O, respectively.
The deviation between the distributions based on the tWerent surfaces is smaller for
cooler stars, because they have less corrugated optitatssi(see Sect. 3.3.1). With log-
arithmically equidistant bins, the distributions show tpemks, one at a low field strength,
Buweak, @and one at a high field streng®yyong The peak aBsyongiS caused by the magnetic
flux concentrations, which show a typical value of the maigrfetld (owing to pressure
balance as discussed below). As some magnetic fifldsais out of the flux concentra-
tions or is advected back into the upflows by turbulent matjdime magnetic field outside
the flux concentrations does not drop to zero but fluctuatesnar a finite valueBeax.
Bstrong @Nd Byeak both only slightly depend on the stellar type andBya Values for both
peaks of the distributions d(rr = 1) shown in Fig. 3.17 are given in Table 3.2. The
corresponding values for tH&z = 0) distribution are very similar foB,,c.x and some-
what smaller forBgyong (about 150 and 250G lower in the M- and K-star simulations,
respectively, 300 G lower in G2V and 500 G lower in F3V). As asEguence of the little
variation ofBsyong With By and stellar type, the height of the corresponding peak awng
considerably fronBy, = 100 G toBy = 500 G. ForBy = 20 G there only is an extended
tail of the distribution, but no strong-field peak.

The fact thatBsyong is @almost independent dd, and of the star is consistent with
the rms values oB, which change less than linearly wit, and are almost identical
for different stars. If small-scale dynamo action is not relevaetdbse the resolution
of the simulations is not ghlicient), the main mechanism to enhance the rm® a$
the compression of the field in (some) intergranular lanesa simple two-component
model, one can approximate the magnetic field distributgsumingB = Bgyong for the
flux concentrations with an area fraction bandB = B,ca for the remaining area (area
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3 Overall structure

Table 3.2: Properties of the magnetic field atthe= 1 surface (all values in G; errors give temporat catter)
SpTa <Bz> maX(B(TR = 1)) \/< Bz) Bstrongb Bweakb Beqkin Beqp

F3V 20 2040:160 150+ 4 — 207 560+7 989+ 6
F3V 100 425QG:550 445+4  1418+67 39+7 556+6 994+ 4
F3vV 500 518G:510 116G£10 1886t59 77+9 494+7 1074+3
G2v. 20 2310:110 178+ 6 — 47+3 505+4  1590+3
G2V 100 325G:410 412+10 170274 62+4 492+6  1598+7
G2V 500 355G:150 1022£11 1990+18 79+10 444+6 1681+9
KOV 20 2890+160 175+ 7 — 27+4  471+3 20883
KOV 100 2930+130 425+3 1824+24 37+5 450+6 2094+2
KOV 500 3390+140 1031+6 2056+11 44+3 381+6 2158+2
K5V 20 2640+170 176+4 — 265 509+10 2548+2
K5V 100 2980+80 418+6 1823+48 14+2 463+9 2560+3
K5V 500 3550+140 10433 2099+13 52+3 404+5 2614+4
MOV 20 3400+240 185+ 5 — 27+3 494+13 3341+3
MOV 100 3900+200 436+4 1917+41 23+5 465+13 3351t2
MOV 500 4200+200 10753 2326+15 52+3 375+3 3433+2
M2V 20 3500+580 182+ 3 — 34+6 426+5 3666+3
M2V 100 4090+370 440+8 1994+ 85 34+8 406+7 3675t2
M2V 500 4450+320 10677 2352+57 40+4 322+2 3758+2

a spectral type of the simulation

b peaks of the histograms of Fig. 3.17
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Figure 3.17: Histograms of the modulBsof the magnetic field strength at the optical
surfacerg = 1.

fraction of 1— f). With the further simplifying assumptioB,ea = O, this yieldsf =
Bo/Bstrong@nd the rms is thetB?)Y/2 = Bgyongf /2 = (BstrongBo) /% With Bgyrong = 2000 G,
this simple model predicts rms values of the magnetic fieldQtf, 447, and 1000 G for
Bo = 20, 100, and 500 G, respectively, which are very close to theahavalues given in
Table 3.2.

An interesting fact is, that the area wiB(rg) < 0.1 G is a negligible part of the
optical surface. Even &, = 20 G, there is an ubiquitous magnetic field of a several G,
which is consistent with solar observations employing tlaald dfect (Trujillo Bueno
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Figure 3.18: Histograms of the modulB®f the magnetic field strength at the geometrical
depthz = 0, i. e. at the mean level of the optical surface.

et al. 2004, Stenflo et al. 2002). Most Hanléeet measurements, however, indicate
a somewhat higher magnetic field strength~ofL0O0 G. This apparent discrepancy is
probably due to the finite spatial resolution of the simolasi: the field found by the
Hanle-dfect measurements is probably very turbulent and fluctuatésrgth scales far
below 10 km, which are not resolved by the MHD simulations.

Figure 3.19 shows joint histograms of the modulus of the ratigtfield and its angle
with respect to the surface in the near-surface layers f@raésimulations. In all cases, a
weak-field and a strong-field component can be distinguistédle weak fields occur at
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3 Overall structure

nearly arbitrary inclination, the stronger fields show asty preference for near vertical
directions. This is not restricted to simulations with higgdues ofBy. even atBy =
20 G all points with a field of more than about 1 kG have an iratlon of the field of
6(B) > 45°. The only apparent éfierences between the stars offelient spectral types
are that the field modulus of the strong field regime beconmgeiand the distribution
of angles around vertical orientation becomes narroweowel dfective temperature.
The distribution of magnetic field directions explains whgk&s-V measurements do not
detect the few-G volume filling field in the Sun: positive arejative inclinations cancel
each other within one resolution element of the measuresr{&tenflo et al. 2002).

As the magnetic field is locally enhanced by the interactigh tine flows, its pressure
can locally dominate the turbulent pressure and the gasymes In these regions, the
flows are strongly influenced by the magnetic field. The Lardatce overcomes the
inertial forces if the magnetic energy density surpassesitietic energy density, which
is the case if the field strength exceeds the equipartitidsh Sirength

Begkin 1= Vampv? . (3.5)

In Table 3.2 values for this equipartition field strength gireen on the basis the average
kinetic energy density at the optical surface. In all cagies,magnetic flux concentra-
tions are far above equipartition. If equipartition witretkinetic energy density at the
optical surface is exceeded, the outflows from the gran@esat penetrate the flux con-
centrations anymore. As the surface layers of cool stars@meectively unstable, the
plasma in the flux concentration sinks down, which causestiueture to horizontally
contract. As the field is amplified by this contraction the metgc pressure inside the
flux concentrations rises until the sum of gas and magnegisgourre inside the structure
are in equilibrium with the external gas pressure. This ma@ms can produce flux
concentrations with magnetic fields far above the equitantfield strengttBeqjin.

As it is important for the dynamics and structure of the maigrfeeld one often dis-
tinguishes between the cases of low and high plagma-

8rp

ﬁ = ? , (36)
where p is the gas pressure. Log/regions are dominated by the magnetic pressure
and the Lorentz force cannot be balanced by gas pressuregiad. e. the field has

to adjust to a force-free configuration), while higlregions are dominated by the gas
pressure, which allows the existence of pressure-baldhoetlbes. The corresponding

equipartition field strength (at whigh= 1) is

Begp := V87 P. (3.7)

Within our model sequence, the surface pressure increem@sH3V to M2V. Thus, the
averageBgqp increases from about 1 kG at the optical surface of the F3Wtetd.7 kG

at the optical surface of the M2V simulation (values basetheraverage gas pressure at
the optical surface, see Table 3.2). As the optical surféessecially of the F- and G-
star simulations) are strongly corrugated, the more relegraantity is the field strength
at which the gas pressure outside a flux concentration isl égjtlae magnetic pressure
inside at the same geometrical depth (e.g. at the depth whereptical surface in the
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Figure 3.20: Area fraction of loyg-regions g < 1) , i. e. regions dominated by magnetic
pressure, in the G2\Méft) and M2V (ight) simulations.

magnetic flux concentration is located). This value is cdesibly higher because the
optical surface is locally depressed in the flux concemtnati As is explained in more
detail in Sect. 3.3.1, this depression is caused by thegtdtuction of the gas pressure
inside the flux concentrations. The field strenBthongis close to equipartition with the
external pressure in F- and G-type stars at the opticalsidathe flux concentrations.
This means, that the flux tubes are mostly evacuated and a&rhogimpression of the
field is no longer possible. In cooler stars, the equipartitvith the external gas pressure
is not reached. This might be a result of radial radiativetihgaof the magnetic flux
concentrations. The radiative cooling time scales at thealpsurface of stars cooler
than the Sun are larger because the temperature is lowehandknsity (and thus the
heat capacity per volume) is higher. As shown in Sect. 3radiative energy transport is
more important in the layers directly below the surface imid 8 stars thanitisin F and
G stars because the absorptionfcent is less sensitive to temperature around 4000 —
5000K than it is at higher temperatures. The flux concemtnatican thus be radially
heated in the layers directly below the surface on a timeessihilar to the radiative
cooling time scale of the structure. A more detailed analgsihe convective collapse of
the tubes is beyond the scope of this work.

Figure 3.20 shows the height-dependence of the area fnagsfitow-3 regions (i. e.
regions with < 1) for the G2V and M2V simulations. The log/¥egions have a much
lower area fraction at the optical surface of the M2V stardbvalues ofB,. With increas-
ing height, the gas pressure drops roughly exponentiahyievthe horizontally averaged
magnetic pressure has a lower limit&,)?/(8r) = Bo/(8r) within the simulated unipolar
regions. Therefore, the upper photospheric layers arelym@tinated by the magnetic
field (i.e.8 < 1) in our simulations, especially 8, = 500 G.

Figure 3.21 shows maps of the vertical component of the ntagfield at a height
corresponding to 4.6 pressure scale heights above the reeaof the optical surface.
At this height, the magnetic pressure is on average far hidja@ the gas pressure. Con-
sequently, the magnetic field is much less structured by dhesfand is less concentrated
in the downflows. Even a8, = 500 G, there are, however, some small almost field-free
regions at this height, which are situated above the ceofresesogranules. Although
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Figure 3.21: Maps of the vertical magnetic field componerat lagight corresponding to
4.6 pressure scale heights above the mean level of the bptidace. The geometrical
depthz of this level is specified in each panel. Plots for the K5V andMimulations

are given in Fig. B.3.
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Figure 3.22: Same as Fig. 3.21, but 4.6 pressure scale kbgjboivthe mean level of the
optical surface. Plots for the K5V and MOV simulations anreegiin Fig. B.4.
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3 Overall structure

the magnetic field seems rather smooth in this layer, it islokgpof imposing a complex
structure on the flows as will be analysed in Sect. 3.3.2.

The higher layers, where the magnetic field determines tharmjcs, do not play a
significant role for the convective energy transport of ttee as they are optically thin
and convectively stable. However, these layers are reldgathe formation of spectral
lines, which are used to infer observational informatiortttmmagnetic field of stars.

Figure 3.22 shows the vertical component of the magnetid #leb pressure scale
heightsbelowthe average level of the optical surface. The pattern indbjgth looks
roughly similar to the pattern at the optical surface shawhRig. 3.16. In addition, there
are patches of inversed polarity in the shear layers betwpeand downflows where the
fluid turns over. In these layers, some overturning flows prateethe flux concentrations
somewhat and twist the magnetic field lines downwards, wbailses inversed polarity
patches around the flux concentrations. In the downflowsirihgnetic field strength is
locally somewhat higher than at the surface (up to 9.2 kG eV simulation) due to
the strong compression in the converging downflows. Herentagnetic field is of the
same order of the local value Bfqin, but small compared tBgg),.

3.3 Hfects of the magnetic field on the atmospheric struc-
ture

3.3.1 Optical depth structure

The opacityk, in a solar-metallicity star at temperatures betweefd00 K and~ 7000 K
can be mainly attributed to bound-free transitions of thedt (see, e. g., Gray 2005, and
references therein). In this temperature regime, the amoedof H is roughly propor-
tional to the electron pressure, which, in turn, is roughiygortional top at constant .
The densityp, is also proportional tp. Therefore, a local gas pressure reduction strongly
affects the absorption ciient, ko (roughlyxo « p?). If a magnetic flux concentration
with a radiusa < Hj is approximately in magnetohydrostatic equilibrium, thensof the
gas and magnetic pressures inside the structure equalsh@essure at the same height
outside (Spruit 1976). At low values of the plaspahe magnetic pressure makes up a
significant fraction (namely (3 g)71) of the total pressure, entailing a strongly reduced
gas pressure. Consequently, field concentrations makeathégally more transparent
and thus cause depressions in the optical surface, callddd\tepressions” in analogy
to the same phenomenon in sunspots (Bray and Loughhead. T964)s a slightly over-
simplified picture, as the local transparency changeslaftanges in the local heat flux,
which modify the temperature structure and have thus a derele positiveféect on the
local value ofk, which counteracts thdfect of p onko. Nonetheless, local depressions of
the optical surface caused by magnetic flux concentratiame heen invariably found in
simulations of solar magneto-convection (e. g. Vogler e2@05, Cameron et al. 2007).

Figure 3.23 shows maps afrr = 1), i.e. maps of the geometrical depth of the
optical surface, for four non-magnetic simulations and réspective 100G and 500 G
runs. The Wilson depressions show up very clearly as madaad inima inz(rg = 1)
and coincide with the locations of strong flux concentradi(ef. Fig. 3.16).

Figure 3.24 illustrates the depth-dependence of ffexeof the magnetic field on the
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Figure 3.24:Top panels:average geometrical depth of isg-surfaces in the G2VI€ft)

and M2V (ight) simulations. The black solid curve corresponds to the magnetic
(hydro) run; the lower subpanels show thdtfdrences between the magnetic runs and
the non-magnetic run witholtemporal scatter indicated by dashed linB@sttom panels:
rms fluctuations of the geometrical depth of ispsurfaces in the G2VIéft) and M2V
(right) simulations. The black solid curve corresponds to the magnetic fiydro) run.

iso-rg surfaces for the G2V and M2V simulations. The upper panetsvshe average
geometrical depthiz(rgr)), of these surfaces as function of lgg With increasingBy,

the isorr surfaces move closer together, i|€&(rr))| is reduced somewhat by the pres-
ence of the magnetic field. For instance, in the G2V simutatiith B, = 500 G, the
surface where logz = —4 is on average only 450 km above the optical surface com-
pared to 550 km in the non-magnetic run, i.e. a relatifeedence of about 20%. This
can be regarded as affext of the increasing dominance of the magnetic pressute wit
height (higher area fraction of regions wjgh< 1): the magnetic flux concentrations fan
out above the optical surface and the filling factor of thela=pressions increases with
height, reducing the average height of a givenigsurface (see Fig. 3.27). As the photo-
spheric gas pressure increases along the model sequentcé&3i to M2V, one expects
this dfect to decrease monotonically from F3V to M2V. In fact, thesgest fect is
visible in the F3V star{ 25% reduction ofz(logtr = —4)) at B = 500 G), however,

it is weakest in the K5V simulation 4% reduction) and becomes somewhat stronger
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simulations.

again in the M stars (for M2V=~ 8% reduction). This is probably related to thigeet

of the magnetic field on the temperature (see Sect. 3.3i8.fh)e M-star simulations the
horizontally averaged temperature in the photosphere &lynlmwer in the 500 G runs
than in the non-magnetic runs, whereas, in the other ste$idrizontally averaged pho-
tospheric temperature increases WB§l A higher temperature entails a higher pressure
scale height, reducing thefect discussed above, while the lower temperature enhances
the dfect in the M stars.

The lower panels of Fig. 3.24 illustrate th@ext of the magnetic field on the corruga-
tion of the isorr surfaces, i. e. the standard deviatiotiz(r)) = (z(1r)?) — (z(1r))?,
of the geometrical depth of an isg- surface. o-(z(rR)) is higher by a factor of 2 to 5
(for logTr < 2) in the 500 G runs than in the non-magnetic runs for all spetypes.
For the special case @k = 1, i.e. for the optical surface, this is already evident by th
increasing amplitude df(rr = 1) shown in Fig. 3.23. The strongest relatiieet on the
roughness of the optical surface is visible in the M2V stadrere the optical surface is
rather flat without magnetic field, namebyz(rr = 1)) = 1.25km, and is substantially
roughened by the magnetic field reachin@(rr = 1)) = 6.65 km in the 500 G run. This
Is, however, still small compared to the local pressureesisaight in that model (which is
of the order of 25 km). In the F3V star, where the optical stefes already quite strongly
corrugated without magnetic field-(z(rr = 1)) = 220 km), the roughness in the 500 G
run iso(z(rr = 1)) = 550 km, exceeding the local pressure scale height (of ther afd
350 km).

The increased corrugation of the isg-surfaces for higher values &, is mainly a
result of the Wilson depression of the magnetic flux conegiatns. This is illustrated
in Figure 3.25. The solid black curves of this figure indictite depth dependence of
(z(tRr)) for the 500 G runs of the F3V and KOV stars. The blue dashedesuand red
dotted curves show the same quantity, but only averagedregens wheré8 > 500 G
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Figure 3.26: Wilson depressioniseft panel:Difference in average geometrical depth of
therg = 1 surface between magnetic structurBérg = 1) > 500 G) and non-magnetic
area B(rr = 1) < 500G) as measure for the depth of the Wilson depressi@ight
panel: Downward shift of the optical surface within the magnetixf@oncentrations in
terms of pressure scale heights (measured outside the fhecentrations).

and B < 500G, respectivel§. The blue dashed curves thus approximately represent
the run of(z(rg)) within the magnetic flux concentrations, while the red dbtterves
show the same quantity in the less strongly magnetised pftit® simulation box. The
difference between these curves gives an approximate meashectgpical depth of the
local depressions of the isgr surfaces due to magnetic field concentrations.7ro 1,
this corresponds to the Wilson depressions (cf. Fig. 3.2B left panel of Figure 3.26
shows this depth for all magnetic simulations. Along the sl@quence, the depth of
the Wilson depressions decreases by almost two orders oituelg from 880 km in
the F3V simulation to 12 km in the M2V simulation (both wily = 500 G). The right
panel of Fig. 3.26 shows the depth of the Wilson depressiotsrins of pressure scale
heights outside the flux concentrations. As the pressute Begghts and the granule size
differ only by roughly one order of magnitude between these twaatsothe depth of the
Wilson depressions is also considerably larger in termseggure scale height or granule
size inthe F3V star compared to the M2V star. Figure 3.26 ssigghat the average depth
of the Wilson depressions dependsBy This is probably due to the fact that the average
(horizontal) size of the magnetic flux concentrations besstarger with largeB, and
that the depth of a Wilson depression of a flux concentratepedds somewhat on this
size (see Fig. 3.23). This is partly caused by the fact treteémaining gas in the dark
structures (which are larger than the bright structures)ehl@awer opacity owing to their
lower temperature. Dark structures have consequently a stosngly depressed optical
surface than bright structures for the same star. Parily,effect might also be due to
a selection bias: as all points on the optical surface Bith 500 G where selected as
belonging to a flux concentration, some selected pointsan&téd on the inclined side

4The value of 500 G was chosen because it roughly corresporttis iminimum of the magnetic field
distribution at the mean level of the optical surface (see ¥il7), i.e. 500G approximately mark the
transition from weak-field to strong-field regime.
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3.3 Htects of the magnetic field on the atmospheric structure

walls of the structures. Smaller structures have a higlaetibn of these side-wall points.

Figure 3.27 shows vertical cuts through one magnetic fluxcentration for each of
the 100 G simulations. The grey scale indicates densitynfabsed to the horizontally
averaged density of the whole simulation box). The relataesity perturbations become
smaller from F3V to M2V, as the average plaspar the magnetic structures becomes
larger. Consequently, the optical surface is less strodglyressed in the cooler mod-
els. The red dash-dotted contours show the surfacg&sf; = 0.9, 1.0, and 11. In all
flux concentrations, th& = 0.9 Tg; surface reaches higher up above the flux concentra-
tions, indicating a heating of the upper part of the struetideating processes in these
layers include adiabatic heating of the downflowing materadiative heating from the
inclined sidewalls of the depressed optical surface, vsdteating produced by vortex
like motions or magneto-hydrodynamic waves, and ohmicihgah the current layer
surrounding the flux concentration (cf. Figs. 3.34 and 3.3BeT = 1.1 T surface, is
approximately at the same height as the optical surfacedaeutise flux concentrations.
Within the flux concentrations it is above the optical suefat the three hottest simula-
tions, but clearly below it in the M-star simulations. Atghieight, the radiative heating
from the side walls of the depression is the mdBteent heat source since the convective
energy transport from below is supressed. The side-watiges more dicient, if the
radius-to-depth ratio of the Wilson depression is smalliatite sub-surface temperature
gradient is large. The very shallow depressions of the ntagthex concentrations in the
M-star simulations consequently have a very limited sidéd i@ating dfect. The flux
concentrations appear mainly as dark structures even db\es values ofB, in these
simulations (see Figs. 3.15 and B.1). The various aspectgedieating in the magnetic
flux concentrations is further discussed in Sects. 3.3.23a3.8.

3.3.2 \Velocity field

The magnetic field has a strongfect on the velocity field. The Mach number in the
simulations is mostly between 0.1 and 1 (see Fig. 3.5), whigblies Beqp > Begiin-
Therefore, in regions with < 1 the field strength is generally above equipartition with th
thermalandkinetic energy densitie® decreases with increasing height in the simulated
stars (see Fig. 3.20). Therefore, it is expected that thesfiomthe high atmospheric
layers are more stronglyffected by the magnetic forces than the flows in the deeper,
optically thick parts of the simulation boxes. At and beldw bptical surface, the very
inhomogeneous distribution of the magnetic field (cf. FB)46 and 3.22) suggests that
downflows are more stronglyffacted by the field than upflows in the deeper layers.
Figure 3.28 shows the rms of the vertical and horizontal flele®ty components for
the G2V and M2V simulations on horizontal planes as funaiohnormalised pressure
as depth coordinate. The results for the other stars aréafuadly similar. The rms of the
vertical flow speedy,ms, is reduced in the magnetic runs below the optical surface. F
the 500 G runs, this reduction reaches up 0% in F3V and G2V and 25% in the K-
and M- star simulations. In contrast, about three to fivequresscale heightsbovethe
optical surfacey,msis increased in most magnetic runs compared to the the ngmetia
runs. Here, even &, = 20G, the rms of the vertical speed is increased by 10-20% in the
G2V and M2V simulations. For the runs wiy = 100G, the strongest increase @fms
in the upper photosphere is visible in most simulationg:s is increased by 60% in
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Figure 3.27: Cuts through typical magnetic flux concentratiin the six simulations with
By = 100 G. The grey scale indicates the dengityp), relative to the horizontal mean
density; the solid (dotted) yellow curve is thg = 1 (rr = 0.01) surface; the dashed blue
contour shows thg = 1 surface; the dotted blue curve is the 500 Gssurface; the red
dash-dotted curves indicate th¢Te = 0.9, 10, and 11 surfaces.x andz coordinates
are to scale for each panel butfdr more than one order of magnitude for th&etent
models.
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3.3 Htects of the magnetic field on the atmospheric structure

GV M2V

— hydro.

\ — hydro.
2F — B,=20G |-
- — B, = 100G
[ — B, = 500G
L L L 0.0 L L L
0.01 0.10 1.00 10.00  100.00 0.01 0.10 1.00 10.00  100.00
<p>./Po <p>./Po
G2V M2V
4F T T T 1.0 j
N = o8l
n 3F (%)
g g A
= X, 06
5.2 S,
A A
N>>. E <v>>. 0.4 [
s . E|— gydrgb . F L [— hydro.
ox 1| —— By = g% [| — By =20G
 F|—B,=100G 7025 _To0c ]
F — B, =500G | — By =9500G
Ot A . . 0.0L " \ \
0.01 0.10 1.00 10.00  100.00 0.01 0.10 1.00 10.00  100.00
<p>./Po <p>./Po

Figure 3.28: Run of the rms of the verticalpper panelsand horizontal Ilbwer pan-
els) components of the flow velocity for the G2\e{t panel$ and M2V (ight panelg
simulations.

the G2V simulation (25% in the KOV simulatior,15% in the K5V simulation, and 30—
40% in the M-star simulations). Only in the F3V simulatioe tims of the vertical flow
speed is up to 20% smaller for all three magnetic simulatiortee upper photosphere

(p < 0.1 py).
In generalphorms := /U2 + v§ shows a similar depth dependencesas, (see lower

panels of Fig. 3.28). Its reduction below the surface in tfagnetic runs is somewhat
stronger (forB, = 500 G: ~ 35% in the F3V and the G2V simulatior,40% in the K-
and M-star simulations) and is already noticabl8at 20 G. The increase about three
to five pressure scale heights above the optical surfaceasstlonger. Again, the 100 G
runs show the strongesffect in these layers and the rms of the horizontal velociges i
increased by 60 to 100% in all simulations with the exceptbR3V and K5V, where
this increase is relatively smah (10%).

In the optically thick lower layers of the simulation boxése main &ect of the
magnetic field is a reduction of the velocity in the downflowhijle the upflows are much
less d@tected as expected from the preference of the magnetic fielthéodownflows.
This is illustrated in Figure 3.29, where the depth-depandef the average upflow and
downflow speed is shown for the G2V and M2V simulations. Thitowpspeed below
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Figure 3.29: Horizontal averages of the upflaypper panelsand downflow lower pan-
els) speeds in the G2\i€ft panel3 and M2V (ight paneld simulations.

the optical surface is reduced by 10—20%Bgt= 500G in these two stars. For the
simulatons of other spectral types, theeet is similar. The downflow speed is reduced
somewhat more strongly: all simulations show a reducticabaiut 30% of the downflow
speed in the first few pressure scale heights below the éptictace atB, = 500G
compared to the respective non-magnetic run. Figure B.Zppendix B shows the up-
and downflow speeds averaged on surfaces of constant oghejot.

As the downflow speed is more strongly reduced by the pressribe magnetic field
than the upflow speed and the density in the downflows is aldeces, it is expected
that the area fraction of upflows, which is about 65 —70% inrtbie-magnetic runs (cf.
Fig. 3.6), should be lower in the 500 G runs. This is actudily ¢ase: in all simulations
with By = 500 G, the area fraction of upflows is reduced to values ar6084 below the
optical surface.

Figure 3.30 shows maps of the vertical componefz = 0) of the flow velocity
at the mean level of the optical surface for the non-magraetat two magnetici, =
100 G500 G) runs for the F3V, G2V, KOV, and M2V simulations (mapstfee K5V and
MOV simulations are given in Fig. B.6 in Appendix B). For th@gmetic simulation runs,
the time step shown is the same as in Figs. 3.15, 3.16, 3.213.22. On the one hand,
the presence of the magnetic field appears to reduce the amiosmall-scale structure
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Figure 3.30: Vertical componeni;,, of the flow velocity for four diferent spectral types
(from top to bottomF3V, G2V, KOV, and M2V; for K5V and MOV, see Fig. B.6) for three
different runs per spectral typ&dm left to right: non-magnetict{ydro), B, = 100G,
andBy = 500 G) at the average level of the optical surface ().

(especially well visible in the 100 G run of the F3V star, whiooks much smoother
than its non-magnetic counterpart). On the other handagttoncentrations of magnetic
field appear as regions with detailed small-scale strudturg, albeit with reduced,,
amplitude. Small amounts of magnetic flux apparently hektabilise downflows as the
field is mainly vertical and thus Lorentz force mainly actsharizontal flows. Larger
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3 Overall structure

flux concentrations start to impede even the vertical flowsha mass supply at the top
of the structures is blocked. After an initial formation pealuring which the downflow
evacuates the upper part of the structure, the velocityeapiical surface drops almost
to zero. Moreover, I8 < 1, the complicated structure of the flows and magnetic field in
deeper layers is partly imposed on the velocity structutbeasurface.

Figure 3.31 shows the joint histogram of the vertical congmis of the magnetic field
and the flow velocity for the same selection of simulationgasig. 3.19, taken from a
layer of half a pressure scale height each above and beloméa@ level of the optical
surface. The vertical component of the magnetic field hasdasi bimodal distribution
as its modulugB| (cf. Fig. 3.17) in all simulations. The correlation betwegnand v,
is qualitative diferent between the spectral types: in the F3V-star simulatine vertical
component of the flow velocity has a broad distribution in wWeak- and in the strong-
field parts of the simulation. Most of the upflows are assedatith weak field. In the
strong-field regime arounB, ~ 2 kG, there occur downflows of up to 12 kit sbut also
a small percentage of substantial upflows. In the cooler K@v-simulation, there is a
very clear relation betweeB, andv,: for |B, < 0.5kG, there is a broad distribution of
vz, While for 05kG < B, < 2kG the vertical flow speed is mostly negative, its modulus
decreasing with increasirg,. ForB, > 2 kG, v, is mostly close to zero. For the coolest
model of the sequence, the M2V-star simulation, the piagisanilar, but the distribution
of v, around O for high field strength is even narrower and extendsydo approximately
B, = 1kG.

These diferent joint histograms can be understood in terms of life§rmf magnetic
flux concentrations. As the magnetic field is concentratedionnflows, one would, on
the one hand, expect the strongest fields to coincide wittstittmgest downdrafts. On
the other hand, these downflows cannot be sustained owirgeteuppression of their
horizontal inflows, i. e. of their mass supply. Consequeitiglownflow is only possible
during the formation phase and not in a long-lived flux coticgion. The downflows are
thus decelerated by the presence of the field. Long-livedneiagregions are almost at
rest. As is shown in Sect. 4.3.3, the magnetic flux conceatraion the M-star simula-
tions evolve on much longer timescales than the flux conaBatrs on hotter stars, which
is consistent with the éierent appearance of the histograms in Fig. 3.31.

Figures 3.32 and 3.33 show vertical velocity maps for foystde below the optical
surface for the non-magnetic and the 100 and 500 G runs of hé&d M2V simu-
lations (for the other simulations see Figs. B.7 — B.10 in é&mtix B). While in the
non-magnetic simulations the network of intergranulaethreaks apart into a number
of strong downdrafts below the surface, the downflows seeprdfer a more network-
like structure in the magnetic case down to 4.6 pressure $eaghts below the optical
surface. This phenomenon is known for solar magnetocoiove{ordiund and Stein
1990). The strongest magnetic flux concentrations (cf. Fig6) all appear above ex-
tended downflow areas. The “mesogranular” structure inelichy the locations of mag-
netic flux concentrations is thus a reflection of the strieetiithe subsurface flow pattern.
As already shown in Figs. 3.28 and 3.29, the average speedsagde with increasingy
in these layers. As the magnetic field prevents most dowtsi@become as fast as in the
non-magnetic case, the area fraction of downflows has teaser and a more network-
like structure evolves. This might also be one of the causeshie slightly smoother
appearance of the vertical flow structure at the opticabser{cf. Fig. 3.30).
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Figure 3.32: Vertical componeni;,, of the flow velocity at four distinct depth levels
below the optical surface for the G2V simulation without metjc field (eft columr),

with By = 100 G (niddle columiy and withBy = 500 G fight columr). The four depth
levels correspond to roughly 1.15, 2.3, 3.45, and 4.6 presstale heights below the
optical surfaceftom top to bottonjy the geometrical depth is given in each panel; also see
Figs. 3.33 and B.7 — B.10.
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Figure 3.33: Same as Fig. 3.32, but for the M2V simulationt$or the F3V, KOV, K5V,
and MOV simulations are given in Figs. B.7 — B.10.
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Figure 3.34: Horizontal cuts through threédrent runs of the G2V star simulation with-
out magnetic fieldléft columr) with By = 100 G middle columhand withBy = 500 G.

All cuts are situated such thgp), = 0.01py, i.e. about 4.6 pressure scale heights above
the optical surface; the geometrical depth of this levelisigin each paneFrom top to
bottom: Vertical velocity,v,, horizontal speedinol := (v% + v7)"/?, TemperatureT, and
magnetic field strengttB| are given; also see Figs. 3.35 and B.11 — B.14.
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Figure 3.35: Same as Fig. 3.34, but for the M2V star; plotgherF3V, KOV, K5V, and

MOV simulations are given in Figs. B.11 — B.14.
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Figures 3.34 and 3.35 illustrate the dynamics of the higtrapaphere, which change
considerably from the non-magnetic to the magnetic casethiéasame simulation runs
as in Figs. 3.32 and 3.33, the figures show the vertical coeton,, of the flow veloc-

ity, the modulus of the horizontal flow spepge| = /v2 + vg, the temperaturel, and

the modulus of the magnetic field strengfBl, in horizontal cuts situated 4.6 pressure
scale heights above the optical surface (for the same figutbé other four stellar types,
see Figs. B.11 — B.14 in Appendix B). In this high layer, the 1 regions comprise a
high area fraction and the magnetic field governs the dyrmawfithe plasma. Without
magnetic field, the vertical velocity structure in this Heigs dominated by overshoot-
ing convection, which penetrates these layers from thenxgést upflows. As the sound
speed decreases with increasing height (decreasing tatap; some of the flows be-
come supersonic and shocks evolve at the interface betweeand downflows in the
G2V simulation. The viscous heating at the shock fronts ésrtfain non-radiative heat
source in this layer (also see Moll et al. 2011). If a magniid is present, the veloc-
ity structure of the upper atmosphere becomes much morelmatgu, as the magnetic
field couples these layers to the lower layers: above maggetownflows of the 100G
run, strong downflows with vortex-like horizontal motionsb/e. The sharp and straight
shock fronts dissappear, but in some of the vortices thesabstantial viscous heating
(also see Moll et al. 2012). Moreover, the plasma motionfiendeeper layers may ex-
cite various magnetohydrodynamic wave modes (Jafarzadah 2013, Shelyag et al.
2013). Consequently, the sites of this non-radiative hgdii e. of enhanced) roughly
coincide with the locations of magnetic field concentragioAt 500 G, the velocity am-
plitudes and heating goes down, as strong magnetic fiel@é¢ed|y the magnetic tension
force) starts to suppress the formation of vortices andgtaownflows near the optical
surface. In the M2V star, the situation is rather similarréj¢he magnetic field seems to
be even more important for the heating of the upper atmosphsrthere are no shocks in
the non-magnetic case. The sites of enhanced temperattive gut shown in Fig. 3.35
coincide very well with the sites where the magnetic fielérsgth is particularly high for
both magnetic runs shown.

3.3.3 Thermodynamic structure

In Sect. 3.3.1 it was shown that the magnetic field has a stfiagt on the local density
and temperature near the optical surface (cf. Fig. 3.27)thétend of Sect. 3.3.2, the
influence of the magnetic field on the thermodynamical stingcinh the upper atmosphere
was briefly described (cf. Figs. 3.34 and 3.35). In this sectihe éfect of the magnetic
field onT(Xx,y, 2), p(X, Y, 2), ando(X, Y, 2) is discussed in more detalil.

3.3.3.1 Temperature

The dfective temperature of the simulations slightly changestdube presence of the
magnetic field (see Table 2.1 and Fig. 2.2). As described ot. 23.3, the bottom
boundary condition for the entropy density in the simulasiavas left unchanged when
a magnetic field was introduced. This is close to the reaésdn, if the boxes are deep
enough and if the magnetised regions are thought to beueljasmall and thus not to
substantially influence the global structure of the starwklger, one should be cautious
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Figure 3.36: Run of the horizontally averaged temperatsife@ction ofz (upper panels
and logrg (lower panel$ for the F3V (eft) and KOV (ight) simulations. The lower

subplot displays the f@ferences between the magnetic runs and the non-maghgdim(
run.

to interpret these élierences in fective temperature to reflect the absolute radiative flux
differences to be expected between active regions and the qumeigmetised star. The
differences infective temperature of the runs ofi@drentB, should be taken into account
in the interpretation of the synthetic spectral line prafile

Figure 3.36 illustrates the depth dependence of the teryserim the F3V and KOV
simulations averaged over horizontal planes (upper ppaetsover surfaces of constant
optical depth (lower panels). In horizontal planes, thegerature is higher in the mag-
netic runs than in the non-magnetic runs at almost all dedthshe F3V star, the tem-
perature in the 500 G run is higher than in the non-magnetidyumore than 1000K at
depthsz > 3000 km. In the lower atmosphere, there seems to be an ilecoéadmost
2000 K from non-magnetic to 500 G run in this star. Howevegr bas to take into ac-
count the very corrugated optical surface: the deep Wilsprassions of the magnetic
flux concentrations shift the average level of the opticafesie (which defineg = 0)
outside the magnetic flux concentrations downwards. Thisios a strong increase of
T(2) as the steep photospheric temperature gradient of thelyvweagnetised regions is
moved to a shallower geometrical depth. The run of the teatper averaged on isg;
surfaces, i.e.(T).(tr), indicates a somewhat weaker, but still considerable achpf
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Figure 3.37: Temperature averaged on horizontal plaleds gane) and surfaces of
constant optical depthright pane) whereB > 500G (blue dashed curve) and where
B < 500 G (red dotted curves) for the 500 G run of the G2V simutatibhe black solid
curve gives the averages over the total area.

the magnetic field on the depth dependence of temperature.difference KT ). (1r)
between simulations with flerentBy becomes insignificant only in the deepest layers
(logtr = 3) for all spectral types. Slightly below the optical sudadbe magnetic runs
are cooler (especially the 500 G run), and in the higher gpimexsc layers they are hotter
than the non-magnetic runs. In the M-stars, the 500 G runsaier (in isorg averages
between logr = 3 and logrg = -2.

Figure 3.37 shows the run of the temperature in regions B/ith500 G and withB <
500 G for the G2V simulation witlB, = 500 G. The horizontally averaged temperature
(T), is much lower within magnetic flux concentrations than inieag which are only
weakly magnetised. This is again diieet of the depressions caused by the magnetic flux
concentrations (cf. Figs. 3.25 and 3.27). The temperattgeaged over isar surfaces
(see right panel of Fig. 3.37) is higher within the flux corications in the atmosphere
(tr < 1), but lower in the convective envelopsz(> 1). This is partly due to the fact
that most of the magnetic flux is accumulated in downflows: nftaws are hotter than
upflows in the subadiabatically stratified atmospheresenthiéy are cooler than upflows
in the (superadiabatically stratified) convective envekpln order to isolate thefect
of the magnetic field, one has to compare downflows and upfleparately between
the 500 G run and the non-magnetic runs. This comparisonowrshn Fig. 3.38 for
the F3V, G2V, KOV, and M2V simulations. Interestingly, theet of the magnetic field
on the temperature is qualitatively and quantitativelytggimilar in up- and downflows
and thus they both resemble approximately the ovefédice shown in Fig. 3.37: the
atmospheres are hotter in the magnetic simulations whddayers directly below the
surface are cooler (if compared at the same optical deptehefally, the fect on the
downflows is somewhat stronger than tieeet on the upflows. Only the M stars show
a considerably dierent impact: in the magnetic simulations only a very sniatl tayer
in the atmospheres (around leg = —3) is hotter than in the non-magnetic simulations
while the lower (and very high) atmosphere is cooler in ug downflows.

As pointed out in Sect. 3.2, not all downflows carry substmtiagnetic flux. Fig-
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Figure 3.38: Average temperaturgtdrence between the 500 G and non-magnetic runs
in up- and downflows for the F3V, G2V, KOV, and M2V simulations

ure 3.39 showsT).(7r) separately for weakly magnetised downflos< 500 G) and
for strongly magnetised downflow8 (> 500 G) in the 500 G run of the KOV star rela-
tive to the non-magnetic simulation of that star. The sthpmgagnetised downflows are
further decomposed into dark structurgg(< {Ipo)y — o7, Whereo, denotes the standard
deviation oflyy), bright structuresl{q > (lpo) + o), and intermediately bright structures
po) =01 < lpor < {lpoi) +071). As expected(T ), (rr) differs strongly between fierently
bright structures. However, all three groups of stronglygnetised downflows have a
lower temperature than the weakly magnetised downflowsartagrr = 2 and a higher
temperature above lag = —2. The reduced temperature in the magnetic structures be-
low the surface is probably caused by the reduced mixing éetwip- and downflows
due to the suppression of horizontal motions, while the pobd temperature above the
surface is caused by various heat sources, especially diegive heating from the side
walls of the depression.

Figure 3.40 illustrates the temperature structure of tf@®@0un of the KOV star and
the 500 G run of the M2V star as two examples. The figure showssm&T (X, Y, Tr)
for a number of dierent optical depths for a fraction of the horizontal ext&ithe two
simulation boxes. All temperature images are saturatesRadtandard deviations from
the mean temperature of the respective map. The valuesdam#tan and the satura-
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Figure 3.39.Left panel: Temperature averaged on surfaces of constant optical aegbid
downflows of the 500 G and non-magnetic runs for the KOV sitmrs. The downflows

of the magnetic run are divided intoffirent components: a weakly magnetised compo-
nent B < 500 G; grey curve), and three strongly magnetised compser{Bnt 500 G)

with different vertical bolometric intensity: low intensitydark, I < —1, purple curve),
medium intensityiedium—1 < | < 1, red curve), and high intensitpright, I > 1, or-
ange curve), using the definition bfjiven in Eq. (4.1)Right panel:Difference between
the curves of théeft paneland the averaged temperature of the non-magnetic run (grey
dashed curve ifeft pane).

tion thresholds are indicated on the color bar next to eagh. nfde snapshots are the
same as shown in Figs. 3.15 and 3.16. The region shown for @hedfmulation con-
tains several very bright magnetic features. These featame remarkably hot directly
at the optical surface. Not much below the surface, atrjog 1.5, these structures
are, however, much cooler than the surrounding granulegwae somewhat cooler than
weakly magnetised downflows owing to the reduced mixingwalp- and downflows.
This is consistent with the average temperature profilesagmatised downflows shown
in Fig. 3.39. Above the optical surface, at lag = —1.5 the temperature fluctuations
of the non-magnetised area is reversed, as the (oversgpapflows above granules are
cooler than the downflows. The atmosphere above most of ilgatbnagnetic struc-
tures is hotter than average from the optical surface upgedae= —4.5, again consistent
with Fig. 3.39. In the higher layers, there appear some xdiite structures (e.g. at
(xYy) = (82Mm,4.9Mm); cf. Fig. B.12). The region shown for the M2V simulation
contains parts of the most prominent dark magnetic stra@smwell as a second, smaller
and less dark one and the surrounding granules. At the bpticiace, the very dark re-
gion is cooler by up to 200 K than the average temperaturdeline smaller dark region
is mostly only cooler by 50—-100 K. Both structures are sundmd by very small-scaled
hot features. Below the surface, the dark structures drestier than the environment
but not significantly cooler than less magnetised downflolwee dark structures remain
also cooler somewhat above the optical surface (cf. Fi@)31&it at logrr < -3, they
appear as hot regions (especially the smaller one). Atdog —3 and logrg = —4.5, the
coolest regions are above the granules (reversed gramjlati

In the F- G- and K-star simulations, the magnetic flux conegimns are mostly
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Figure 3.40: Maps of the temperatui®e, on isovg surfaces of a region from the KOV
simulation withBy = 100 G (eft columr) and from the M2V simulation witlB, = 500 G

(right column).
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3 Overall structure
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Figure 3.41: Gas pressure averaged over horizontal plandgeiF3V (eft pane) and
KOV simulations (ight pane) with B, = 500 G. The blue dashed curves shows averages
within magnetic flux concentration8 (> 500 G), the red dotted curve in the surroundings
(B <500 G), the black solid curve gives the averages over thedma.

heated radiatively through their side walls near the opsaaface. Fig. 3.39 suggests
that this even works to some extent in small dark magneticgires (micropores), which
are hotter than the non-magnetic downflows atdgg —1.5. This mechanism does not
work efficiently in the shallow depressions caused by the magneticdieM dwarfs (cf.
Figs. 3.27). Consequently, micropores on M stars are compxfor the small-scaled
hot features at their edges. However, there is some heatajeddy viscous and ohmic
heating in the upper atmosphere (lgg~ —3; cf. Fig. 3.35).

3.3.3.2 Pressure and density

Figure 3.41 shows the gas pressure averaged over horizates within flux concen-
trations B > 500 G) and in the surroundingB 500 G) for the 500 G runs of the F3V
and KOV simulations. Owing to the high magnetic pressur@ashe flux concentra-
tions, the gas pressure is strongly reduced. At constamhgeizal depth, thisféect is
most strongly pronounced in the F3V simulation, where treegyassure reduction is on
average around 85 % at the optical surface (locally it capass 90 %). The gas pressure
reduction becomes smaller for the cooler stars becauseetldestrength at the optical
surface are similar while the photospheric gas pressureases by about one order of
magnitude (cf. Fig. 3.7). In the coolest model, the M2V staamounts to roughly 25 %
atz = 0. This is consistent with a smaller reduction of the denisitthe cooler models,
which entails much shallower Wilson depressions (cf. Fig73

As the absorption cdkcient is highly pressure-dependent in the photospheres (ap
proximatelyxo o p?, see discussion in Sect. 3.3.1), tHeet of the magnetic field on
(p). Is quantitatively and qualitatively fierent from orXp),. Figure 3.42 shows the dif-
ference in p), between simulations witBy = 500 G and their non-magnetic counterparts
separately for up- and downflows. As for the temperatures, difference is relatively
similar in quality and quantity in up- and downflows, althbuagmost the entire magnetic
flux is concentrated in downflows. The average gas pressusegiven isorg surface
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Figure 3.42: Diferences in gas pressure averaged orrgssdrfaces between the 500 G
runs and the non-magnetic runs separately for up- and dowsflo

is higher in the magnetic runs over large parts of the givarttdeange. As the area
fraction of the (partially evacuated) log/fegions increases with height (cf. Fig. 3.20),
the average gas pressure drops more quickly with heightarb@® G runs than in the
non-magnetic runs, entailing a steeper gradienioofNeglecting the fect of the tem-
perature orx, this would result in a somewhé&trger horizontally averagedo and thus
larger average gas pressure at any given optical depth. ighedt pressure is found in
the periphery of magnetic structures (see Fig. B.15 in AdpeB), which is expected
because these are viewed through a partially evacuatecasdquently very transparent
magnetic structure: the optical depth is already reductukeat points, while pressure and
density are not (cf. Fig. 3.27). At lags < —2, however, the gas pressure often becomes
smaller in the 500 G runs than in the non-magnetic runs (éspet the downflows).
This is related to the higher temperature in the magneticndlow regions in the high
atmosphere (cf. Fig. 3.40): a higher temperature entaiiglzeh opacity (see Fig. B.17

in Appendix B), which moves the ise; surfaces upwards to lower pressures and densi-
ties. In fact, the lowest pressure values ontgcsurfaces are observed in hot magnetic
structures (cf. Fig.B.15 in Appendix B).

Figure 3.43 shows the relativeftirences of the gas pressure at the optical surface,
Po := (p(rr = 1)), between the magnetic simulations and their non-magnetioterpart.
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Figure 3.43: Relative increase p§, the pressure at the optical surface, in the magnetic
runs in comparison to their non-magnetic counterparts.

Generally, the gas pressure at the optical surface is highére magnetic runs. The
strongest fect is visible in the 500 G runs-(5-7% diference to non-magnetic run in the
M- and K-star simulations, 12% in the G2V simulation and 220thie F3V simulation).

The density shows a behaviour very similar to that of the gasgure (see Figs. B.16
and B.18 in Appendix B). This is because the relative tentpesdluctuations on surfaces
of constant optical depth are generally smaller than thaivel pressure fluctuations. In
the temperature range of interest (3000— 7000 K) the meaeaulalr weight does not
change significantly, because neither molecule formatwrhgdrogen ionisation play an
important role in this range. Therefore, the ratio of gasguee and density only depends
linearly on temperature and is thus not strongly varyindmithe photosphere.

In contrast to the temperature, the impact of the pressacedansity) on observation-
ally detectable signals (i. e. on spectral lines) is reddyiweak (“pressure broadening”).
Although the magnetic fieldffects the pressure and density very strongly on horizontal
planes and still considerably on surfaces of constant alptiepth, the directféect of
this modification on spectral lines is most likely undetbttdor the considered spectral
types and values dB,. However, the ffect of the magnetic field on optical depth (see
Sect. 3.3.1) and temperature (see Sect. 3.3.3.1) are n@nlequences of itsfect on
the gas pressure.

3.3.3.3 Fluctuations of temperature and pressure

Figure 3.44 shows the rms fluctuations of gas pressure angetatoure for the F3V and
M2V simulations on surfaces of constant optical depth. Rptantities change consider-
ably from non-magnetic to magnetic simulations. The presBuctuations become much
larger with magnetic field above the optical surface in @tstBelow the optical surface
the dfect is smaller, but in most cases there is still a considernaltease. The reason for
this strong increase is the combination of higher pressutted periphery of the magnetic
flux concentrations(cf. Fig. B.15) and the considerablyngjeal atmosphere structure
within the flux concentrations. The high pressure in theghey is a geometricalfiect
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Figure 3.44: Profiles of the relative rms fluctuations of tlas gressureupper panels
and the temperaturéo{ver panel3¥ on iso1r surfaces for the F3\M€ft) and M2V (ight)
simulations. The curves for the non-magnetic simulatiorsrfaydro) correspond to the
curves in Fig. 3.11.

of the inclined walls of the magnetic flux concentrations &fy. 3.27), which &ect the
optical depth structure and shift surfaces of constantaptiepth downwards in the pe-
riphery of the magnetic flux concentrations. Within the flwncentrations, the opacity
is either enhanced (hot structures) or reduced (cool stres} leading to a reduced or
enhanced gas pressure, respectively.

The dfect on the temperature fluctuations is weaker and mostlyreeohtio logrg <
2. For the hotter stars, the temperature fluctuations eveanbe smaller in the higher
photosphere with magnetic field, while the M-star simulasishow somewhat enhanced
temperature fluctuations in the magnetic runs. On the ond,hhe viscous heating in
shocks, which only occur in the hotter stars, becomes legsmagnetic field. On the
other hand, Ohmic heating and viscous dissipation of vestand magnetohydrodynamic
waves are heat sources which lead to temperature inhomitigené/Nhile the former
effect leads to a reduction of the temperature fluctuationsechlog the magnetic field in
the hotter stars, the latter leads to an increase of the tetype fluctuations in the cooler
stars.

77



3 Overall structure

GV M2V

0 100 200 300 400 500
z [km]

M2V

Fkin/<Fout> [%]

-80 L.

0 500 1000 1500 0 100 200 300 400 500
z [km)] z [km)]

Figure 3.45: Enthalpy fluxt¢p) and kinetic energy fluxiotton) in the G2V and M2V
simulations. Both quantities are given in units of the tetargy flux (cf. Fig 3.12).

3.3.4 Energy flux

As shown in Sect. 3.1.4, the energy flux in the convective lepeis composed of two
fluxes of opposite sign. In the non-magnetic case, there aaiderable kinetic energy
flux from the surface towards the stellar interior of -20 t0%6 percent of the total en-
ergy flux. The net enthalpy flux is directed upwards and cammere than 100% of the
total flux to compensate the negative net kinetic energy fligure 3.45 gives the depth
profiles of the enthalpy flux and kinetic energy flux of the Gd a2V stars with dif-
ferentBy. The other spectral types show qualitatively similar ressul'he kinetic energy
flux is reduced in all magnetic runs. In the 500 G runs, it is ld=n a third of its value
without magnetic field. This is mainly a consequence of thaengt concentration of mag-
netic flux in downflows, which entails a lower downflow speed &ee Sect. 3.3.2) and
lower density in downflows (see Sect. 3.3.3.2). The enth#ipyis thus mostly smaller
in the magnetic runs. The presence of the magnetic field esdilne enthalpy flux in up-
and downflows. However, the reduction in the upflows is sona¢wtronger than in the
downflows, causing the fierence in the net enthalpy flux. In greater (geometical)fdept
enthalpy flux and kinetic energy flux do not seem to add up totexa00% in the plots of
Fig. 3.45. This is probably due to the low number (six) of stayis used for this analysis
and to the fact that the system has not reached a global lequii again, as the time
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since the injection of the magnetic field is short comparetiédKelvin-Helmholtz time.
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4 Granulation

4.1 Granule segmentation

As a basis for the analysis of the granulation patterns, ved asime series of 500 syn-
thetic (bolometric) intensity images for each of the six@iation runs (for details on the
simulations considered, see Sect. 2.3.2). The images paeated by 28 wherest is the
simulation time step (depending on the sta®,2< 205t < 4.3 s), which is well below the
typical lifetime of the stellar granules (of the order of sl minutes).

We implemented a granule segmentation and tracking ahgoyivhich was designed
to follow granules in intensity images. In order to scalei® diferent intensity values of
the stars the algorithm uses the normalised (bolometriepsity fluctuation,

= =)oy, with o = V({12 —(1)2, (4.1)

where(...) denotes the temporal and spatial mean. This normalisatioplifes the
comparison between stars withfeérent surface temperatures and temperature contrasts.
In the first stepS1, of the algorithm, the image is divided into sub-images &f 2
pixels. For each sub-imagethe mean(i);, and the standard deviation,(I), of the nor-
malised intensity contrast are calculated. The algoritmen wtilises the fact that granules
are extended bright features, while intergranular laneslark and rather sharp (i. e. the
intensity gradient is large). Accordingly, depending awialues of); ando(I), each
sub-image is put into four categories, characterised bynabena between 0 and 1. A
high value ofa means that the probability that the sub-image is part of awgeais high.
The categories are defined as:

o, if <r>| < linter OF O'i(r) > Oh
0.3, if linter < ()i < lgran @and oy > (1) = oy
0.7, if linter < <f>. < Igran and o, > o-i(f) > 0
1, if (1) > lgan or oi(1) < o

(4.2)

The threshold valuelg,an, liner, 01, om, andoy, enter the segmentation as parameters.
The “map” resulting from this categorising (cf. upper rigignel of Fig. 4.1) has
half the resolution of the original image. In the next st8@, this map is smoothed by
a Gaussiand = 2 pixels), interpolated back onto the original grid sized alipped at
a threshold value of typically 0.5. The continuous regiobtamed in this step already
roughly correspond to granules in the original images beitusually somewhat smaller.
In the last step$S3, using a multiple-level tracking (MLT) method (cf. Bovednd Wiehr

1This section has been published as Sect. 3.1 in Beeck eD4dI3(2
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4 Granulation

Figure 4.1: lllustration of the segmentation and trackilggpathm (snapshot of the G2V
simulation). Top panels:raw intensity imageléft); map of sub-image categories (the
numbera is shown in grey scalejight). Middle panels granule segmentation before
the multiple-level tracking (MLT; coloured areasgranules; black= intergranular lanes;
colours were chosen randomly and for clarigft); segmented image after MLTight).
Bottom panels:trackable (coloured) and non-trackable (white) granufésr ahe first
segmentatioftracking run [eft) and after the fifth runr{ght).
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4.1 Granulation segmentation

2001), all pixels withi > lier Which are not yet part of a detected granule are either
assigned to one of the granules already detected or coadidsismall-scale intergranular
structures, which were excluded with a minimum-size aoter The first four images of
the series shown in Figure 4.1 give an illustration of thensegtation algorithm.

For a statistical analysis of granule properties (suchzes snean intensity, etc.) in
shapshots this algorithm provides a suitable basis. Howigenot suficient for tracking
granules in time since there are often cases where thedistirbetween a single granule
with substructure and a group of two or more granules is re#rclThe interpretation of
such cases by the algorithm could fluctuate from snapshatapshot, which would give
rise to numerous granules which are identified only in ong@snat. To overcome this
problem and enable tracking granules, a modification of¢themme is necessary. First, the
series of images were subdivided into packages of 10 sequanages. After running
the segmentation algorithm described above for all 10 imagesimple comparison of
overlapping granule area in subsequent images yields &éicking stepT1). Structures
which exist through the whole sub-series of images are denstl as unambiguous cases
of trackable (“stable”) granules. Next, the segmentatsomun again only considering the
parts of the 10 images where no trackable granules have leteateld in the previous
step. A slight variation of the segmentation parameterdlesathe algorithm to find
further granules in this run. After about five iterations 800% of the granules can be
tracked through the series of 10 subsequent images. Theneaggranules are probably
in a phase of evolution where their definition is particualificult (splitting or merging).
The last two images of the series shown in Figure 4.1 showr#io&kdble granules after
the first segmentatigimacking run and after the last (fifth) run, respectively. $¥lof the
granules are detected by the algorithm. There are, howavew untrackable granules:
the largest white region appearing in the lower right pardFigure 4.1, for instance,
seems to belong to a larger granule-like, bright area. Aetlosspection of the original
image and the intermediate steps of the algorithm sugdestgver, that this larger area
is composed of three parts. While the middle and the right g@amot appear clearly
divided from each other by a dark lane, there is a lane-likectire between the left-hand
side part of the area and the rest. The algorithm will theesfimd this left-hand side part
as one granule living through the short sub-series of 10 @ndgr most parameter sets
whereas the rest of this granule-like area will sometim@gapas two, sometimes as one
detected granule and remain untrackable.

Finally, the packages are merged and granules which exstibisequent packages
are identified (search for overlapping area, similar in)siZée described proceduréie
ciently finds long-lived granules, but it also limits theskiime resolution, since, by defi-
nition in this algorithm, the granules can only have lifeégsnwhich are integer multiples
of 10 subsequent images. This corresponds to a minimurnmigedf roughly 29 to 43 s,
depending on the simulated star.

In order to use the same data set and algorithm for the gtatiahalysis (Sect. 4.2.3)
of snapshots as for the evolution and lifetime analysis efgranules (Sect. 4.2.4), we
limited ourselves to a rather short sequence of 500 imagesspg roughly half an hour
of stellar time. As a good compromise between statisticdpendence and statistical
significance, we considered every"ifnage for the statistical part of the analysis, which
corresponds to a time step of the order of one minute of stathe. Since this is already
smaller than the typical evolution time scale of the graseseveral minutes), a finer
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4 Granulation

sampling would not improve the statistical significance.r #e statistical analysis in
Sect. 4.2.3, all granules (trackable and not trackablepwensidered, whereas for the
determination of the lifetime and time averaged propertlesuntrackable granules were
excluded from the sample.

4.2 Properties of the granulation in the non-magnetic sim-
ulations?

4.2.1 General appearance of the granulation pattern

All six simulations considered here show spatial pattemribe vertically emerging (bolo-
metric) intensity reminiscent of solar granulation (seg.B.1). The visual appearance
indicates a qualitative change of the convection withinrtteelel sequence around spec-
tral type K, which will be analysed further in this section.

The top panel of Figure 4.2 shows histograms of the bolomgtténsity, illustrating
the diference of about a factor of ten between the average intesfditye hottest and the
coolest model, as well as the decreasing intensity contragth of the distribution). In
what follows, we use the normalised intensity fluctuafi@s defined in Eq. (4.1). For this
quantity, the diferences in mean intensity and contrast are removed by theatisation.

The middle and bottom panel of Figure 4.2 show histogramBehbrmalised inten-
sity fluctuations], (solid curves) calculated from a large number of stagsijindepen-
dent snapshots. In all cases, the distributions show sifjbgnodality, i.e. there is a
bright and a dark component. Without taking into accountpmye asymmetries of the
two individual components, the balance between them vat@y) the model sequence:
the brighter component gets relatively weaker from F3V t&/Kdhd then stronger again
from KOV to M2V.

The dashed and dotted curves in Figure 4.2 show histograsepafate distributions
of I for intergranular lanes and granules, respectively, ase@fby our segmentation al-
gorithm. The fractional area covered by granules is almstriant between simulations,
which dfectively couples the width and amplitudes of the granuldriatergranular com-
ponents of the intensity distributions. The intensityalgttion of the granular component
is broader and has a lower amplitude in the three hotter rsdldah in the cooler ones. It
becomes more asymmetric from F3V to KOV with its peak shiftiowards lower inten-
sities. From KOV to M2V, the granular component becomes rsgnemetrical again and
somewhat narrower. In contrast, the intergranular compiiseelatively narrow and has
a high amplitude in the hottest models and becomes broadee iK- and M-star simula-
tions. Consequently, along the model sequence, the gracatgonent becomes weaker
in the combined distributions from F3V to KOV and than strenffom KOV to M2V.

In the M-star simulations, the intergranular componentgesiwith the flank of bright
component, which results in an apparently unimodal digtidm with a peak at the typ-
ical granule intensity. The decreasing intensity contwagtl ) with decreasing féective

temperature is a consequence of the lower energy ftuk%) and higher density of the
emitting layers. Higher density results in a higher heabcép per volume which means

2This section has been published as Sect. 3.2 — 3.5 in Beetk2043b).
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Figure 4.2: Intensity histogram3op panel:histograms of the bolometric intensity. The
bins are logarithmically equidistant with a bin size of Od&k. Middle and bottom panels:
histograms of the normalised intensity fluctuatiofsee Eq. (4.1)). The bins are linearly
equidistant with a bin size of 0.1. Solid curves show thedgsims of the entire area,
dotted and dashed curves in the middle and bottom panel $telgtograms of granules
and intergranular lanes, respectively, as detected bylgloeitam described in Sect. 4.1.
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4 Granulation

that the enthalpy flux can be sustained by a smaller temperetuntrast between up- and
downflows (see Sect. 3.1.3). The smooth appearance andflécigbt sub-structure in
K- and M-star granules can be explained by the veiling of ttenglation by an opti-
cally thick layer (cf. Nordlund and Dravins 1990a): for demsing €ective temperature,
the transition from convective to radiative heat transpaxturs over a greater range of
pressure scale heights and sets in at greater optical dEipthleads to a thin subsurface
layer in which ditusive radiative energy transport plays an important ralendst cases,
the top part of this layer (the region aroungl ~ 1) is stable against convection. The
vertical motions which are present in this layer mainly esgnt overshoot from the un-
stable layers below so that the correlation between upfldecitg and temperature is less
pronounced than in the convection zone. The granules oecatdrs are veiled by this
optically thick convectively stable layer, which brakeseective flows and smears out
the inhomogeneities in the temperature of the upflows byzbatal radiative dtusion.

Compared to the these “veiled” granules, granules of G- atygh€ stars are “naked”
in the sense that the bulk of the energy is carried by cormectp to the height where
the atmosphere becomes optically thin. The transitiond@tae energy transport occurs
very rapidly owing to the strong temperature dependendesobpacity in the temperature
range in which the cooling sets in. The corresponding lagean order of magnitude
smaller than the typical granule diameter. The cool dowrdldwwever, remain optically
thin into deeper layers and over a larger depth range. Tadsléo a strong corrugation
of the optical surface. Together with the high (sometimgsesisonic) flow velocities,
which entail strong deviations from hydrostatic equilibm, this makes the 3D structure
of F- and G-type stars more complex than that of cooler stars.

Figure 4.3 illustrates the fierences between the “naked” granulation of the F3V star
with much brightness sub-structure, strong deviationmfitydrostatic equilibrium, a
complex velocity field, and a corrugated optical surfacel@ndne hand and the “veiled”
granulation of the K5V star with a lack of brightness sulusture, small deviations from
hydrostatic equilibrium, a less complex velocity field, anchather flat optical surface on
the other hand (see also Fig. A.1).

4.2.2 \ortex motions

Horizontal and vertical vortex flows of (sub-)granular schhve been detected in high-
resolution solar observations (e.g. Bonet et al. 2008, 281€iner et al. 2010, Vargas
Dominguez et al. 2011, Wedemeyer-Béhm et al. 2012) and malsolar simulations (e. g.
Stein and Nordlund 1998, Moll et al. 2011). Ludwig et al. (BP@eported swirling down-
flows also in simulations of cool main-sequence stars oftspidype M.

We find vertical and horizontal vortex motions in all our siations. Horizontal
vortices are usually located along the edges of granulesianthey are driven by the shear
between the horizontal outflow from the granule centres hadrtore randomly oriented
flows in the optically thin layers above. Vertical vorticescar in strong downdrafts as
consequence of angular momentum conservation in the hgjtdiified medium. Strong
vertical vortices are partially evacuated owing to the grgal force, which leads to a
local depression of the optical surface. Analogous to sstle bright magnetic features
(magnetic bright points), for which the depressions of thgcal surface are caused by
the magnetic pressure, the vortex flows sometimes can appdaatures of enhanced
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Figure 4.3: Comparison between F3V and K5V granulatitop panels:images of the
bolometric intensity in small areas of simulation snapshamtrresponding to about the
size of one granule in the respective simulations. The image 50 and 58 grid points
across, for the F3V and K5V simulations, respectively. Thel triangles mark the
positiony = 0 of the vertical cuts shown in the lower panédsiddle panels:Vertical cuts
through the near-surface layers; arrows indicate the itglbeld, grey contours show the
isobars (labels give the logarithm of the pressure in dyrfnBottom panelsSame cuts
as middle panels showing the temperature field (coloured sohtours, labels in 1000 K)
and levels of constant Rosseland optical deptfdashed contours, labels give logarithm
Of'TR).
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intensity due to side-wall heating of the interior of the agsion. The vortices in solar
MURaM simulations are described in detail by Moll et al. (2011,201

The formation of bright vortex features requires #&isiently high spatial resolution
of the simulation. In our models, the horizontal resoluscales with the granule size and
the vertical resolution with the local pressure scale hggge Sect. 3.3.2) in order to be
dynamically comparable to each other. We observe brighitoas to be most common in
the K-star simulations (especially KOV). This is probalbiyapacity éfect. Generally, the
opacity«(p, T), depends on pressure and temperature. However, at pgessound 1¢
to 10°° dyn cnt? there is a rather temperature-insensitive regime foir 4000K < T <
5000 K. The absorption céiicient, o, thus mainly depends on density. Photospheric
transitions in this temperature range are not accomparyi¢eousual strong gradient of
ko. Thisis the case for the intergranular lanes of the K stdngréfore, the location of the
photosphere, in these cases, is more sensitive to denaitytohitemperature. The partial
evacuation caused by vertical vortices in K stars locallwesothe photosphere inward
to higher temperatures, entailing a brightening of the €offedhese vortices. In the other
stars,ko is more sensitive to temperature and the depth of the loaatiogphere in most
vortices only changes little and the brightening is muchk [@®nounced.

Figure 4.4 illustrates the vertical vortices in the K5V siation. In the left panel, a
snapshot with eight sharp intensity maxima abbve 1.0 is shown. All these features
are associated with vortices, but there are many weakersiyestructures in this image
which are also linked to vortex motion. The bottom panels iguFe 4.4 illustrate the
velocity field and depression of the optical surface for glgiwvertical vortex.

4.2.3 Granule properties

In this section, we analyse the statistical propertiesafigles as they appear in individual
snapshots of the simulation runs, i. e. we do not considegvbkition or time-averaged
properties of individual granules but their properties @iveen point in time. From 33
shapshots for each simulation about 1000 to 2000 granules detected (values see
table 4.1). The time interval between two subsequent imegesidered waat = 3006t
whereét is the simulation time step\{ is thus on the order of 1 minute of stellar time).
Since many granules live much longer than individual granules are likely to appear
several times in this sample ati@rent stages of their evolution.

For the F-, G-, and K-star simulations, the filling factor odigules as detected by our
segmentation algorithm is between 67.5 and 69% (includorgtrackable granules). In
the M stars, the granules have a slightly higher filling factaabout 72%, which confirms
the impression that the intergranular lanes of the M stasarrower than the ones of
hotter stars. These values are very close to the filling faxft64 and 69% for the upflow
area about one pressure scale height below the surfacesmallations (see Fig. 3.6).
The asymmetry between up- and downflow area is mirrored iragiyenmetry between
granular and intergranular area, which we find are fairlyusitand independent of the
parameters used in our segmentation method.

Figure 4.5 shows histograms of the granule area. The sizeeajrianules decreases
for cooler, more compact stars (see Sect. 3.3.2). The sfethe size distributions of
almost two orders of magnitude in area (one order of mageitndjyranule diameter) is
similar for all stars. For the Sun (G2V simulation), we fincdugule areas between 0.2
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Table 4.1: Detected granules.

Simulation F3V Ga2v KOV K5V MOV M2V

# of snapshots 33 33 33 33 33 33
time span [min] 28.2 24.8 34.9 28.4 28.4 24.8
# of granule snapshats 1788 1075 1684 1251 1598 1328
granule filling factor [%0] 680+04 681+08 679+08 690+05 723+08 726+09

# of granule$ 522 255 562 354 573 518
# of granulest(s > 3 min) 69 48 101 66 66 34

a “granule snapshot” refers to a granule as it appears in astieamo trackingevolution)

b “granule” refers to granules tracked through a part of thesmered image series

sunJ onauBew-uou Ul uoneNuels) Z'y
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Figure 4.4: Vertical vorticesTop panel:intensity map with bright pointsi (> 1.0) in a
snapshot of the K5V simulation, all of which are associatétth wertical vortices.Left
bottom panelzoom into the intensity map of a vertical vortex; the horizbflow atz = 0

is shown as red arrow®ight bottom panelvertical cut through the vortex shown in the
middle panel; the colour map shows the modulus of the viyti@ = |V x 7] (redyellow
indicating regions of high vorticity), the white arrows shthe projection of the velocity
onto the plane of the cut, the solid white line indicates tpoal surface{g = 1).

and 6 Mn?, corresponding to diameters (assuming circular granu@ehof 0.5 to 2.5
Mm (0.6 to 3.5"). This is roughly consistent with the uppertpa the size distributions
in observations (e.g. Hirzberger et al. 1999). Howevergeolsionally obtained size
distributions of solar granules show an increasing numbgranules at decreasing size
down to diameters of less than 0.5”, while our numericallyaoted distribution peaks
at roughly 2”. At least part of this discrepancy can be due thfferent definition of a
granule or to artifacts of the image reconstruction for theesvations. A detailed com-
parison would require a degrading of our synthetic intgnsiaps and the segmentation
of these “synthetic observations” and real observationte@tame quality with the same
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Figure 4.5: Histograms of granule area. The bins are Idgardally equidistant with a
bin size of 0.1 dex.
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Figure 4.6: Histograms of granule brightne{ﬁ}@,n i.e. the normalised intensity fluctu-
ation| averaged over single (snapshots of) granules (definitidn e Eq. (4.1)). The
bins are linearly equidistant with a bin size of 0.1.

algorithm. This is beyond the scope of this thesis.

Figure 4.6 shows histograms of the granule brightness. 'l]taeti:gy(f)Qr is the nor-
malised intensity fluctuatiohas defined in Eq. (4.1), averaged over the area of a granule.
The histograms are similar for all spectral types, in spitthe different overall intensity
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Figure 4.7: Histograms dt,), the vertical velocity averaged over the area of a (snapshot
of a) granule. The bins are logarithmically equidistantweétbin size of 0.025 dex.

distribution (see Fig. 4.2). This can partly be attributedtte fact that the intensity fluc-
tuationl is normalised by its standard deviation but also indicdtegphysical similarity
of the convective upflow regions.

Figure 4.7 shows histograms @f,)4,, which is the upflow velocity(rr = 1) at the
corrugated optical surface spatially averaged over tha afe granule. A very small
fraction (< 1%) of the detected granules have a negative mean verticalitye these can
either be wrong detections or granules in a very late evatatiy state. In our logarithmic
representation of the histograms only granules with anesesupflow speed of more than
0.1 km st are shown (more than 95% of the detected granules). Thébdittns show a
marked peak at a velocity that can be regarded as the “typacadective velocity” peony-
This peak shifts from about 4 km'sfor the F3V simulation to about8km s* for M2V,
and is roughly proportional to the rms valuewfat the optical surface (see Fig. 3.5).

We find a correlation of the brightness of a granule with itHawp velocity as well as
with the amount of sub-structure in the granule. As a quainig measure for the latter,
we take the standard deviatiogr(f) of the normalised intensity fluctuatidrwithin the
granule area. Figure 4.8 shows the correlation betweerulgrdmmightness, vertical ve-
locity, ando-gr(f) as scatter plots for the solar run (G2V) and as binned sqaltbés for
all simulations. Brighter granules tend to have strongeamapflow speeds and more
sub-structure. The brightness of a granule is proporticm#he convective energy flux
directly below the optical surface, which in turn is rouglpisoportional to the vertical
velocity. A correlation between mean velocity and briglsges therefore expected. The
brighter granules also tend to have more brightness vanigiian the dimmer ones in all
simulations. This is caused by a combination of mafigats, such as inhomogeneities
in the upflows, a stronger corrugation of the optical surfiwe to the higher average ve-
locities in the brighter granules, more pronounced shoclew#in the F-star simulation),
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Figure 4.8: Correlations between granule brightn(elég,, and average vertical velocity
(left panel$ and standard deviation of intenskb;gr(f) as measure for the sub-structure
within the granulesr{ght panel3. Theupper panelshow scatter plots for the solar run
(G2V) where each black diamond represents a single grarie red diamonds are
binned averages (bin size 0.1iinthe error bars show thedscatter. In théower panels
the binned data are displayed for each of the six simulations

and a lessféective horizontal radiative ffusion owing to the shorter time span in which
the convective elements rise through the near-surfacedaylgere radiation becomes im-
portant.

Figure 4.9 shows the correlations of brightness and graandeaged upflow velocity
with the area of the granules. We find a correlation betweea and mean brightness for
the smaller granules, whereas for the larger ones the begbtsaturates and correlation
is lost. This is consisitent with solar observations (se@,.eHirzberger et al. 1997).
At least for large granules, there is negative correlatietwken size and mean vertical
velocity (cf. Fig. 3.2). This might be due to buoyancy bregkigranules typically grow
as more material wells up from below. Once their size exceett#tical value of a few
density scale heights the granule vanishes or splits (Nocbét al. 2009).
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Figure 4.9: Correlations of granule area with granule kirighs left) and with vertical
velocity (right) in binned scatter plots (cf. Fig. 4.8).
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Figure 4.10: Autocorrelation function of the bolometritansity images (img) and binary
segmented masks (mask) as function of the timeAafpr the solar simulation (G2V).
The autocorrelation timeg. andt,cmask (half width at half maximum) are marked.

4.2.4 Granule lifetime

In this section, we aim to determine the time-scale on whiehgranules evolve and the
typical lifetime of granules. From solar observations,ngila lifetimes of the order of
several minutes have been reported (see, e. g., Title €389, Hirzberger et al. 1999).
One possible approach to define an evolution time-scaleeoftanulation pattern is
autocorrelation (Title et al. 1989). We calculated the aateelation function for a time
series of intensity images from our simulations as well agfsequence of binary masks
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Table 4.2: Autocorrelation times and granule lifetimes imues
Simulation  tic tacmask  Tife  Tiife.al

F3V 155 0.87 8.03 4.60
G2v 258 128 6.22 418
KOV 190 0.80 4.80 3.15
K5V 184 096 4.06 3.28
MOV 132 0.64 248 1.98
M2V 1.13 054 1.73 1.44

of the segmented images (granwek, intergranular lanes0). We define the autocorre-
lation timest,. andtacmask respectively, as the time lag for which the autocorretatias
dropped by half. Figure 4.10 shows the autocorrelationtfanof the solar simulation
(G2V). The advantage of using the autocorrelation timeasittcan be computed without
previous image segmentation and does not depend on ayhigénitions of granules. It
does, however, not necessarily reflect the time-scale oohimdlividual granules evolve:
a pattern of randomly drifting, but otherwise unchangingngies would show a finite
autocorrelation time although the individual granulesvgimo evolution at all. The au-
tocorrelation time therefore gives a pattern evolutioretinvhich, in most cases, will be
much shorter than the mean evolution time or the lifetim@adiidual granules. Table 4.2
lists the autocorrelation timeg andt,cmask for all simulations.

The lifetime of individual granules can be determined bygkmag in time. For each
simulation, about 250 to 600 granules were tracked with tgordghm (see Sect. 4.1 and
Table 4.1). Our definition of the beginning and end of a “litd"a granule roughly fol-
lows Hirzberger et al. (1999): a granule starts its life @ithy fragmentation, merger, or
apperance and dies by fragmentation, merger, or fading.alkaymerger (or splitting)
occurs which involves two very unequally large granulegsi{wi critical area ratio of 15)
only the smaller one ends (begins) its life, while the lamgee survives. If both granules
involved in a merger (splitting) are similar in size, botlagules “die” (are “born”). Fig-
ure 4.11 shows histograms of the lifetig of the ~ 250 to 600 granules tracked with
these criteria in each of the six time series. We only comgiganules, whose lives lie
entirely within the series. This implies that, for a timeigerstarting at = 0 and ending
att = T, a granule with a lifetime of; has to be born betwedn= 0 andt = T —t; in
order to be considered. The resulting histogram (shown @sdlbne) therefore depends
on the lengthl of the time series. In order to remove this dependence, weaed the
histogram bins centred arrouficaccording to

. T
N = N; T 4.3)
whereN" is the number of detected granules within the lifetimeibjoentred around)
andN; is the corrected number. These corrected histograms avensé® solid lines in
Figure 4.11.
We find many small granules with a very short lifetime of ldsst 3 minutes, some
of which are probably granule sub-structures or wrong dietes. If one excludes these

granules, the resulting histograms can be fitted quite wigl an exponential function:

N(tire) = No eXp(-tie /Tiite) - (4.4)
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Figure 4.11: Lifetime histograms. The dotted black linesvelthe actual number of
detected granule$y’, while the solid black lines show the corrected granule nemy,
of Eq. (4.3). The solid coloured lines are exponential lsagtare fits to all histogram
bins (red), and to all but the first three bins (blue), respelt
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4.3 Hfects of the magnetic field on the granulation

Note that the short-lived granules are much more numereeséble 4.1). For the sample
from the solar simulation, we obtaify. = 6.22 min considering the 48 granules with
tite > 3 Min andree 1 = 4.18 min considering all 255 granules. This is consistent with
the results by Title et al. (1989) and Hirzberger et al. ()9@Mo found exponential laws
for the lifetime of observed solar granules with a time canst;, between 2.53 and
6.25min (depending on the method of granule detection). NDa&io (2004) analysed
three data sets of solar granulation and obtained valuegebat2.6 and 4 min for the
long-lived granules. However, he argues that the distobstare better described by a
stretched exponential or that the granule population shioelldivided into two parts with
lifetimes oftie < 2.5 minandte > 2.5 min, respectively. This is also consistent with our
histograms. In Table 4.2, we give the fouffdrent time-scales described in the previous
paragraphs. There is an obvious trend towards shorteimiégstfor cooler stars. While
the longer-lived granules of the F3V-star simulation live average for 8 minutes, the
M2V-star granules have a mean lifetime of less than 2 mindtkee autocorrelation time
shows the same trend, except for F3V. This is probably dubdagytanule substructure
and shock waves exhibited by this simulation, which bothvevon shorter time-scales
than the granules.

Apart from the fact that many of the short-lived granuligs & 3 min) are very small,
we do not find significant correlations between the grantiitne and the temporal av-
erages of the granule properties (area, intensity, medicakvelocity). This, in the
solar case, is in contrast to the results of Del Moro (2004 Yound weak correlations
between granule lifetime and mean area, mean intensity anghmm intensity of in-
dividual granules. However, our statistics (especiallygmanules withtj,e > 5min) are
relatively poor.

4.3 Hfects of the magnetic field on the granulation

4.3.1 \Vertically emerging intensity

As can be seen in Fig. 3.15 in Sect. 3.2, the magnetic simnktiave a substantially
different overall appearance of the intensdiy(u = 1). The granulation pattern is still
visible in all magnetic simulations, but there are adduiloieatures. At lowBy, bright
structures caused by magnetic field concentrations appdheiintergranular lanes. At
higher values 0By, the magnetic flux concentrations become more extendedxne sf
them are dark. The threshold (in structure size anBgnbetween dominance of bright
structures and dominance of dark structures appears teatetowards the cooler starsin
the model sequence. In the F3V and G2V simulations, the nuarizérelative darkness
of structures of reduced intensity is quite small (eveBgat 500 G), while brightenings
due to the magnetic field fill most of the intergranular lareespécially in G2V) and can
become very bright: the extended bright structure in the®8@apshot of the F3V star in
Fig. 3.15 at & y) = (15 Mm, 2.5 Mm) has a maximum intensity of24(lpo), i.e. 1 ~ 7,

in terms of the normalised intensity fluctuation introdugeéq. (4.1). In the 500 G runs
of the K-star simulations, the number density of dark strtes is higher (in relation to the
number density of granules) than in the hotter stars, andlibeome darker in terms of
| (in their centres, typically < —3). The magnetic brightenings are also very prominent:
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4 Granulation

the brightest structures in the K-star simulations ofteachd,, > 2(lpo) Or | > 10;
rare cases of up tb = 20 are observed in the KOV star simulation wigh = 20 G (see
Fig. B.20 in Appendix B). The bright magnetic structures larighter than the brightest
vertical vortices observed in the non-magnetic K-star &athons. The reason for the
extreme brightness of small magnetic structures in theak-simulations is probably
the same as for the vertical vortices (see Sect. 4.2.2): alvetémperature sensitivity
of the opacity between 4000 and 5000 K entails a strdiigceof the gas pressure on
T(rr). Consequently, the reduction of the gas pressure shétsgtlx= 1 level in the flux
concentrations to higher temperatures (relative to ffexgve temperature) in the K stars
than in other stars. In the M-star simulations, brightesidge to the magnetic field are
very small-scaled, less frequent, and less bright: whigelthghtest feature observed in
the MOV-star simulations has still an intensitylgf ~ 1.6 (lyo) Or | ~ 17, the brightest
structures in the M2V simulations do not excdggl~ 1.3(l,,) or | ~ 13. In the M stars,
prominent dark structures evolve. Although these strasttypically still have intensities
around 0.8%l,,) in M2V, compared to the intensity contrast of the non-maignd2 V-
star simulation ofr; ~ 0.02(ly,), this is a considerable change. The filling factor of these
dark regions is so high, that, is more than twice as large in the 500 G run of the M2V
simulation as in the non-magnetic run.

Figure 4.12 shows histograms of the vertical bolometrienstty normalised to the
mean value of the respective non-magnetic simulation ®QBRV and M2V simulations.
For the solar (G2V) simulations, the peak of the distributwhich is at below-average in-
tensity, increases somewhat in height from the non-magnetitoB, = 100 G, while the
“shoulder” attributed to the granules shrinks. Both theffects are not directly related to
the magnetic flux concentrations but an indirect consequehthe presence of the field:
the area fraction of downflows increases as a result of thecestldownflow speed and
the reduced density in the downflows. The logarithmic regmetion of the intensity his-
togram shown in the lower left panel of Fig. 4.12 indicatedional bright features with
a low area fraction (the highest area fraction of very briglgions withlpo > 1.5(Ipo106)
is found in the 100 G run). In the 500 G run, dark regions appetre G2V star, while
the bright regions exhibit a lower intensity than in the 1008 (cf. Fig. 3.15). As dark
magnetic regions (micropores) are usually surrounded Ighbregions with a smooth
transition, a substantial fraction of the magnetised aesashbolometric intensity which
falls into the range of normal granulation. This explaires different overall shape of the
500 G-run histogram. For the M2V simulations, the dark congmt already appears in
the 100 G run. As the overall distribution is rather narrdve tark magnetic features at
about 80 to 90% of the mean intensity are prominent in thengitg histogram of the
500G run.

Figure 4.13 shows the average relation between the madisdticnodulusB(rr = 1)
at the optical surface and the vertically emerging boloinéttensity (normalised to its
mean value) for all three magnetic rurigy (= 20 G 100 G 500 G) of the F3V, G2V, K5V,
and M2V simulations as binned scatter plots. The symboksaze scaled with the (log-
arithm of the) number of points per bin where this is lowemti@00 (i.e.~ 0.06% of
a total of 157 - 10° points considered): very small symbols are thus statistipaoba-
bly not significant. All curves show a systematic decreasmfthe first bin (0 — 200 G)
through the next few bins. This is a purely kinematfi@et: the magnetic field accumu-
lates in downflows, which are intrinsically darker than thrargiles as long as the field
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Figure 4.12: Intensity histograms of the G2¢f{ panel$ and M2V (ight panelg sim-
ulations. In both representationspper panels linear; lower panels logarithmic), the
histogram bins are linearly equidistant with a bin size 6fl0.

strength is too small to influence the atmospheric strucamck thus the local radiation
field. From about 1 kG on, there is a steep rise in most sinaratimeaning that the local
intensity is statistically higher where the local field sigéh at optical surface is higher.
In all simulated stars shown, the slope of thB relation becomes shallower (or changes
sign) at larger values dB,. This indicates the presence of larger structures, whigk ha
a dark centre or are entirely dark. The “error bars”, whidfi¢gate the 1s- scatter within
the bins, also become slightly larger at higBgy suggesting a bimodality of the intensity
distribution in magnetic structures. The M stars (herey dhé M2V-star simulation is
shown), qualitatively dfer from the other simulations: Even B§ = 20 G, the slope of
the relation betweeB(rr = 1) andly(u = 1) is weaker than in the other stars (in rela-
tion to the scatter within the bins). B, = 100G and especialli3, = 500 G the dark
structures dominate. Only at very high field strength thensains a positive slope of the
relation. As the symbol size suggests, this is, howevedyred by a very small number
of points (centres of small-scale bright regions).

As illustrated in Sect. 3.3, the fierent impact of the magnetic field on the vertical
intensity is mainly due to the fact that the magnetic flux @nrations cause much shal-
lower depressions in the M-stars than on other stars (cfs.RBd@7 and 3.26), which
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Figure 4.13: Relation between the magnetic field modBlag = 1) at the optical surface

and the vertical bolometric intensity,(u = 1) normalised with its mean value. The
field is binned in steps of 200 G, error bars give the $ecatter in the bins, the slight
horizontal shifts between the plot symbols and error bardifiérent simulations are

added for clarity. The symbol size is scaled with the loganitof the number of points

per bin where this number is below 10000.06% of all points considered).

renders the side-wall heating ifieient even for structures much smaller than granules.

4.3.2 Granule properties

Although the magnetic flux is predominantly concentratethmintergranular lane net-
work, there are also some subtleets of the magnetic field on the upflow regions, i. e.
on the granules (cf. Figs. 3.29, 3.38, 3.42 and B.18). Thezebne might expect that the
average properties of the granuleffei between non-magnetic and magnetic runs. For
the F3V, G2V, and M2V simulations, the granulation segmigmalescribed in Sect. 4.1
was carried out for the 100 G runs. Here, the maifedences in the statistical properties
between the 100 G run granulation and the non-magnetic tEouin these three stars
are briefly summarised.

Figure 4.14 shows a comparison of the distributions of gesizes and average ver-
tical flow speedv,(rr = 1) between the non-magnetic and magnetic runs. Therdi
ences are small: in the 100G runs of the F3V and G2V simulgtitme mean gran-
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Figure 4.14: Histograms of the distribution of granule afleft) and granule averaged
vertical speed at the optical surfaagght). The dotted curves correspond to the non-
magnetic results also shown in Figs. 4.5 and 4.7. The bingagithmically equidistant
with a bin size of 0.1 and 0.025 dex, respectively.

ule size is smaller by 12% and 23%, respectively, than in themagnetic runs. The
mean size of the granules in M2V simulation with 100 G is dlighigher (7%) than
in the non-magnetic run. The vertical flow speed at the opsigeace is reduced in all
three magnetic runs compared to their non-magnetic couentist the mean values of the
distributions are reduced by 18% (F3V), 20% (G2V), and 27%{) This is in con-
trast to the upflow speed averaged on surfaces of constantbgepth (see Fig. B.21
in Appendix B), which shows a considerable decrease neaspheal surface only for
By = 500 G. The reason is the slightly higher area fraction of dtws in the granule
areas detected by the algorithm. Morever, the averagingtbeearea of single granules
gives more weight to small granules. As tifeeet of the magnetic field on the granules is
mainly located at their edges (close to the downflows), snagltanules are more likely
to show this influence in their average quantities than taoges.

Figure 4.15 shows the relation between granule propertieshie 100G and the
non-magnetic runs. The left panel gives the relation betmgranule size and granule-
averaged normalised intensity fluctuation (granule brighs, hereafter). Small granules
are brighter in the magnetic runs than in the non-magnetis,rwhile large granules are
less bright. This is probably arffect of the bright flux concentrations, especially when
the brightening occurs not directly in the centre of a dowmflane but at the edge of
a granule. In this case, the brightening is in some casetettes part of the granule
by the algorithm, which fiects the mean brightness more strongly if the granule area is
small. While this &ect can be seen as a fault of the segmentation algorithmetheed
intensity of large granules is probably a refieet.

The relation between granule brightness and upflow speglit (peinel of Fig. 4.8 is
only afected by the magnetic field for the less bright granules irfthend G-star sim-
ulations, while for the M2V star, the smaller brighter greasuseem to befected more
strongly than the less bright ones. For the F- and G-starlations this again shows that
small granules are more likely to show an influence of the raaigfiield on their average
properties than larger granules. In the M2V simulatiors ti@n again be explained by the
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Figure 4.15: Relations between granule propertiesft: binned scatter plot of gran-
ule area and granule-averaged normalised intensity fItiotuaA>gr. Right: binned scat-
ter plot of granule-averaged normalised intensity qudDHEH(f)gr and granule-averaged
vertical speed at the optical surface. The diamonds anedldities represent the non-
magnetic simulations also shown in Fig.4.9 and Fig. 4.8.

magnetic brightenings: some small granules are brightetathe magnetic brightenings
at their edges (in the periphery of the micropores). As sgralhules tend to have lower
upflow velocities in the M-type stars, the average vertiedbuity of the granules goes
down for bright granules.

4.3.3 Temporal evolution of individual magnetic features

Unfortunately, the magnetic bright structures caused |prob with the stability of the
segmentation algorithm, rendering a lifetime analysistf& granules as presented for
the non-magnetic runs in Sect. 4.2 4fidult for the magnetic runs. In this section, the
temporal evolution of the magnetic features described ¢1.2e3.1 is briefly discussed.
In contrast to all other sections of this thesis, the reslitsvn in this section are partly
taken from earlier points in time than indicated in Fig. 2ZTAis has presumably no sig-
nificant impact on the qualitative results shown. For a mar@angjtative study, however,
the magnetic simulations would have to be run considerainigér.

The bright magnetic elements (or “magnetic bright pointsiagnetic BPs”) change
their appearance on a relatively short time scale of roughyminute. They are moved
around by the surrounding granules. Their lifetime is hardi¢fine since they often
merge or fragment. Especially in the 100 G and 500 G runs,dbaysually not appear as
isolated objects but rather as a network. The left columngf416 shows the evolution
of some magnetic BPs in the KOV star simulation wBh= 20 G. The time in each panel
is given in minutes after the introduction of the field; theygscale (only in this column
of the figure) is saturated.20, below the mean intensity (black) andbé-, above the
mean intensity (white). The small feature aroumdy] = (2.5Mm, 3.7 Mm), which is
associated with a vortical downflow structure, changesehagpghtness, and position on
a time scale of about one minute. The larger structure negy € (1.7 Mm, 2.8 Mm) is
somewhat more stable. It is, however, involved in a series@fers and fragmentations
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Figure 4.16: Temporal evolution of individual magnetictteas. The grey scale saturates
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on the same rapid time scale. The time scale and the mergdhgitting behaviour are
roughly consistent with observations of solar (chromosighenagnetic BPs observed
with Sunrise (Jafarzadeh et al. 2013).

As shown in Sect. 3.2 (cf. Figs. 3.15 and 3.16), the dark 8iras (or micropores) cor-
respond to larger magnetic flux concentrations, which mékeis evolution time scales
longer than that of magnetic BPs. They are less moved aroytldebadjacent granules
as the considerable amount of magnetic flux brakes horikfiotes. In the F-, G-, and
K-star simulations, some of these structures can be fotidiweugh their entire evolution
in our time sequence. They can “die” by fragmentation int@léen flux concentrations,
which then become bright. However, as they usually appeidueatertices of mesogran-
ules, they tend to reappear at similar locations after some. t This is visible for the
micropores shown in the middle column of Fig. 4.16, whichvehisnapshots of the KOV
simulation withBy = 500 G. In the first image = 54 min), there are two dark structures
in the lower right corner of the region shown. During the nEximin of stellar time, the
two dark structures merge to one extended dark structurié ammother small dark struc-
ture appears at the upper left corner of the region showm(skand third image). After
a few more minutes, this smaller structure is gone, btita83.5 min it has reappeared,
while the larger structure has split into two again.

Compared to the micropores on hotter stars, the dark stegtan M stars have an
even longer lifetime. Not a single one of the larger of thesectures dissolves during
the simulation runs and fragmentation into smaller uniteare. The right column of
Fig. 4.16 shows the evolution of the largest of these strastin the M2V simulation
with By = 500 G over roughly half an hour(10 granule lifetimes). Although some
horizontal outflows from adjacent granules penetrate thuettre and change the details
of its shape, the general position and intensity of the #ireds altered very little. As
the simulations have not been run longer, it cannot be iedeifrthese dark regions will
decay or fragment at some point. Their evolution time scalbowever, probably rather
hours than minutes.
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5 Limb darkening and centre-to-limb
variation of the intensity contrast

5.1 Centre-to-limb variation of the intensity without mag-
netic field*

In this short section, we analyse the centre-to-limb vemmedf the intensity (limb darken-
ing) and of the rms intensity contrast of the simulated stanalysis of the centre-to-limb
variation of spectral lines follows in Sect. 6.2.2.

For the results presented in this section, we solved theatiaditransfer using ei-
ther only the continuum opacity or opacity distribution ¢tions (ODFs) and directly
integrated along single rays (with an adaptive incremerggolve the photospheric tran-
sition). For the opacities (continuum and ODFs), we usedstmeATLAS9 data as for
the radiative transfer of the hydrodynamical calculati¢gee Sect. 2.1.3). The narrow
passbands in which the inclined view (Fig. 5.1) and the eetafimb variation for all
simulations (Fig. 5.2) are presented, correspond to singielength bins of thaTLAS9
opacity data. For the limb darkening calculations in thendoim filter bands (Fig. 5.3)
several of these wavelength bins (B: 20, V: 25, R: 35, |: 22)ensmmbined with dter-
ent weights according to the response functions of thediltgwhnson and Morgan 1951,
Bessell 1990). Figure 5.1 shows intensity maps (continuntemsity at 400 to 410 nm)
of snapshots of the simulation for a line of sight inclinedéby 60° (i.e. u = 0.5) in
they-direction. The F- and G-type stars show bright granule sdageing the observer,
which are viewed through the more transparent cool intergea regions in front of them
and hence appear brighter. These bright granule edgessarprienounced at this angle
in the K-star simulations and absent in the M-star simutetior his can be attributed to
the much smaller corrugation of the optical surface.

Figure 5.2 shows the centre-to-limb variation of the meaensity (I («))/{I(u = 1))
and its normalised standard deviatiofu) /(1 (1)) (i. . the rms intensity contrast) for four
different continuum wavelengths. In all wavelength bands dened, the limb darkening
is strongest in the two K-star simulations. Generally, liddykening is stronger when
the opacity decreases less steeply with heightthe lower photospheres of the K stars,
the temperature is in the range of 4000 to 5000 K, for whichoiiecity becomes almost
independent of temperature, while in the photospheres it wiher stars the opacity
increases rapidly with temperature. Consequently, theigpdrops less steeply with

1This section has been published as Sect. 5 of Beeck et a3(201
2more precisely: when the absorption fio@entxo decreases less steeply with decreasing temperature.
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5 Limb darkening

Figure 5.1: Maps of the intensity at = 0.5 for a wavelength band in the blue (400—
410nm). The grey scale is saturated-8tstandard deviations.

height in the K stars as compared to the other types, reguitia stronger limb darkening.

As the source function (here assumed to be Planckian) dspeoce strongly on tem-
perature towards shorter wavelengths, the limb darkersrggrongest in the blue wave-
length band (400—-410 nm). Our most extreme case is our K&Vfstawhich the blue
band intensity at = 0.1 is less than 15% of the disc-centre value.

While the limb darkening is qualitatively similar for alless, the centre-to-limb vari-
ation of the intensity contrast changes qualitatively veftiective temperature. For most
stars, the intensity contrast decreases towards the lisntheaoptical surface moves up-
wards where temperature fluctuations are smaller. Howkwehe F3V star, the contrast
increases with decreasipg(except very near to the limb). The reason for this behaviour
is the strong corrugation of the optical surface: the “nédlgpdnules are separated by
deep, optically thin trenches, through which radiation escape at an inclined angle (see
also Fig. 5.1). As the granule side walls have |lgBsient radiative cooling than the gran-
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5 Limb darkening

ule tops, the temperature contrast between the granulatapthe hot side walls is very
high and so, ag is decreased, the intensity contrast increases as mot Brag walls
come into view. Atu < 0.3 this dfect is over-compensated by the normal centre-to-limb
decrease of contrast due to the increasing geometricahtheighe optical surface. As
the corrugation of the optical surface is less pronouncetercooler stars, the intensity
contrast decreases monotonically with decreaging the G and M stars; the K stars
(particularly the KOV star) show, however, an almost comista even slightly increas-
ing intensity contrast at low at some wavelengths. This is mainly produced by very
bright regions behind intergranular lanes. As explaine8egt. 4.2.2, the temperature-
insensitive regime of the opacity between 4000 and 5000 kspansible for a higher
sensitivity of T(r = 1) to density fluctuations. For some extended intergraralaes
with particularly low density this leads to a significantdiriening of the granule edges
behind them at strongly inclined view. Thiffect might also be responsible for the fact
that the two K-star simulations have similar contrasts,levhiiis generally decreasing
with decreasingféective temperature: in the K5V simulation, the temperatosensitive
opacity regime is reached right at the optical surface ingiteeules (rather than in the
intergranular lanes). Consequently, small density peéations enhance the rms contrast
of the granule intensities and thus the overall intensitytiast of the K5V simulation.
Figure 5.3 shows a comparison of the limb darkening of the K@¥ulation with
that of anATLAS model withTe; = 4750 K, logg[cgs] = 4.5, turbulent velocityy,, =
1kms?, and solar metallicity by Claret (2000). The typical relatdifference between
our 3D calculation and the 1D model is mostly below 2%. The-tlitegrated ffect
of these deviations on the total stellar radiance is betvweérand 05% in all bands.
Carrying out the same comparison between our solar mod&/Y&2d the corresponding
1D results by Claret (2000), we find relativefdrences of up to about 8% (B band) and
a disc-integratedfiect between 0.2% (I band) and 1.6% (B band). We also compared
our results to observational data of solar limb darkeninglbgkel and Labs (1994) for a
limited number of continuum wavelengths between 400 anch@®@nd found deviations
mostly below 5%. The statistical uncertainties of our limdrkening results are very
small: the relative error afl (1)) is of the order of 10°, estimated from the scatter between
the six snapshots. However, we expect somewhat largernsgiiteerrors due to the
opacity binning in our simulations with only four bins (Béest al. 2012).

5.2 Hfect of the magnetic field

As the magnetic field has an impact on the corrugation of thieasurface (see Sect. 3.3.1),
the centre-to-limb variation of the radiation leaving tier $s dfected by the presence of

a magnetic field. Figure 5.4 shows the continuum intensigymarrow passband between
400 and 410 nm of the six simulations will3 = 500 G, viewed at an inclination of 60
(i.e. u = 0.5). In comparison to the non-magnetic simulations (see %i). there are
some clear dferences visible in the images. In the F-star simulationptiagnetic flux
concentrations cause such deep depressions in the optréates, that the intergranular
lanes which contain magnetic flux vanish from sight behirdgtanules in front of them.
The strong evacuation in the flux concentration above thieaxurface, however, ren-
ders them more transparent for the radiation from the gesnbEhind. Consequently,
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Figure 5.3: Limb darkening. Comparison of the limb darkgretween the KOWMURaM
simulation (diamonds and dashed curves) and aATDAS model (solid curves) with
similar parametersTi; = 4750 K, logg[cgs] = 4.5, v, = 1 km s2, solar metallicity) by
Claret (2000). The four passband filters are the Johnsonm, afd | passbands (Johnson
and Morgan 1951, Bessell 1990). The lower subplot showstlaéve diferences betwen
1D and 3D results.

granules seen through flux concentrations appear brigihtefe a lesser extend, this is
also visible in the G2V simulation and is consistent withesabservations of “faculae”
as well as MHD simulations (see, e.g. Carlsson et al. 2004eiKet al. 2004, Steiner
2005). The thin dark contours seen especially in front offtrigranules are produced
by the cooler gas directly above the granules where the agiath through this gas is
particularly long (“limb darkening” of single granulesh the G- and K-star simulations,
the brightenings are more confined to the side walls of theudes behind flux concen-
trations. A few micropores are visible, but less promindéaintaty = 1 (cf. Fig. 3.15).
In contrast, the M-star simulations still show prominentkdagions at this angle. How-
ever, compared to the vertical view, the magnetic regioasasociated with more bright
regions (side walls of the depressions).

Figure 5.5 shows the centre-to-limb variation of the camtim intensity in the 500 G
runs and non-magnetic runs of the G2V- and M2V-star simutatin four narrow pass-
band filters (for analogous plots for the other four starsiHgeB.22 in Appendix B).
The presence of the magnetic field reduces the limb darkenia$j wavelength bands
considered. In the case of the G- and K-star simulationsyteakening of the limb dark-
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Figure 5.4: Continuum intensity at 400—410 nm leaving tmeusation domains of the
six simulations withBy = 500 G at an angle of 6. e. u = 0.5). The snapshots are taken
from the same simulation time step as in, e. g., Figs. 3.15,816, and B.2.

ening results from a slightly decreased disc-centre intte(rsot visible in the normalised

representation of Fig. 5.5) and a slightly brightened lifibe larger pore-like structures
are better visible in the vertically emerging light wherdasbright structures (stellar ana-
logues of faculae) have a higher intensity and filling factear the limb. In the F-star
simulations, bright structures dominate: the disc cemicetae limb both have a higher
intensity with 500 G than without magnetic field, the limbrmggimore strongly brightened
than the disc centre. In contrast, the M2V simulation is dagkt all values oft > 0.2

in the 500 G run, because of the high area fraction of darkopimres, the intensity re-
duction being stronger at disc centre than near the limblllcages, the resulting limb

darkening is reduced in the magnetic runs. The impact of thgnetic field on the limb

darkening is decreasing along the model sequence from leobicstars (cf. Fig. 5.6).

In Figure 5.6 the dference between the limb darkening of the non-magnetic rdn an
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Figure 5.5: Limb darkening for the G2Veft) and M2V (ight) simulations withB, = 0 G

( diamonds and dotted curves) and B(squares and solid curves) in narrow passbands
near 400, 600, 800, and 2000 nm (for the same plots for the fbesimulated stars see
Fig. B.22). In both plots, the temporal scatter is indicdigdtiny) error bars.

the diferent magnetic runs is displayed for two simulated star¥ (&3d KOV, for the
other four stars, see Fig. B.23 in Appendix B). WBh= 20 G, the F3V simulation has a
stronger limb darkening than without magnetic field. Altgbuhis result is highly signif-
icant in terms of the errors given (deduced from the temwaiter), it is not necessarily
directly related to the magnetic field: the non-magneticstiows a large-scale structure
in the velocity field (cf. Fig 3.2) and the optical surfacede(cf. Fig. 3.23), which is
probably related to an oscillation excited by granulatiés. the wavelength of this os-
cillation is comparable to the horizontal size of the siniolabox, it is not clear if it is
caused or modified by the periodic boundary conditions. dkgllation possibly leads
to a slightly increased intensity near the limb (bright sigals of protruding regions).
In the magnetic runs, this large-scale structure has a lamwglitude or is not present at
all in the analysed snapshots, which reduces the brightregssthe limb. The magneti-
cally caused brightening of the limb overcompensates #fedive darkening in the 100 G
and 500G runs of the F3V star, but not in the 20 G run, which shawtronger limb
darkening than the non-magnetic reference. With this ocepon, the limb darkening
is reduced in all magnetic simulations compared to the nagmatic simulations. The
effect is decreasing towards cooler stars and is stronglyasarg with increasin@g. Al-
ready at 100 G average field, the deviation of the limb darigifriom the non-magnetic
case is significantly larger than the correspondirfiedence between the non-magnetic
case and a 1D atmosphere (see Fig. 5.3). At 500 G the deviabionthe non-magnetic
case is larger than theftBrences betweenftierent spectral types (see Fig. 5.2). This is
an important result, e. g., for the detection and charaagan of extra-solar transiting
planets (see Sect. 7.2).

Figure 5.7 shows the centre-to-limb variation of the rmstic@um intensity contrast
of the 500 G and non-magnetic runs of the G2V and M2V simutatior the corre-
sponding figure for the other simulated spectral types, speB24 in Appendix B). In
the G2V simulation, the intensity contrast at the disc eedtres not change considerably
from non-magnetic to 500 G run. The intensity contrast at 1, however, is strongly
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Figure 5.6: Difference of the limb darkening of the three magnetic simuiatioom the
non-magnetic simulations of the F3V and KOV simulationgiesponding plots for the
other stars are given in Fig. B.23). The colour code and abadcale are the same for all
sub-plots. Note the éfierent scale of the ordinates.

increased by the presence of the field. In the non-magnedie, ¢the contrast decreases
monotonically from the disc-centre towards the limb, whitethe 500 G runs, the con-
trast is highest near the limj & 0.3). A qualitatively similar result was obtained for the
K stars (see Fig. B.24). This increasing intensity conttasards the limb is caused by
the the bright structures, which are brighter and have adnigtea fraction near the limb
(“faculae”).

As discussed in Sect. 4.3.1, the bolometric intensity @sttaty = 1 (disc centre)
in the M stars is considerably higher in the 500 G runs owinth&large area fraction
covered by dark micropores. In theffdirent passbands shown in Fig. 5.5, the contrast is
enhanced by approximately a factor of two in the M2V star. Géetre-to-limb variation
of the contrast is lesdi@cted by the magnetic field than in other stellar types.

As in the non-magnetic case, the temporal scatvenjch was used for an error esti-

3The analysis in this section was based on the six snapshitatad for each simulation in Fig. 2.2.
They span atime of roughly 10— 15 min, which is larger thargttaaule lifetime, but probably shorter than
the time scale on which the micropores (cf. Sect. 4.3.3) argkltscale velocity patterns (mesogranulation)
evolve.
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Figure 5.7: Centre-to-limb variation of the rms intensigntrast for the G2VIéft) and
M2V (right) simulations withBy = 0 G (diamonds and dotted curves) and 8)&quares
and solid curves) in narrow passbands near 400, 600, 80@®@0®nm (corresponding
plots for the other four simulated stars are given in Fig4B.2n both plots, the errors are
indicated by (tiny) error bars. Note the logarithmic scdléhe ordinates.
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Figure 5.8: Limb darkening in the Johnson UX, B, V, R, and Igted filters (Johnson
and Morgan 1951, Bessell 1990) in the G2V star (for corredpaplots for the F3V and
MOV stars, see Fig. B.25).eft panel:Limb darkening of the non-magnetibydro) and
500 G runsRight panel:Relative diference between both runs.

mate, is very small. The relative errors thus obtained angdsn 10 and 5 1073 for the
limb darkening and between-80-2 and 25 - 102 for the contrast in most of the simu-
lations. These errors are indicated by (often invisibly nsaror bars in Figs. 5.5 - 5.7
and B.22 — B.24. Systematic errors might be considerabfjetaias the 20 G-run result
of the F3V star suggests (cf. Fig. 5.6).

For some of the 500 G runs, the centre-to-limb variation eetbhnson UX, B, V, R,
and | passband intensities were calculated with qualébtisimilar results. The resulting
limb darkening curves for the G2V star are given in Fig. 5.8Be Torresponding plots for
the F3V and MOV star are shown in Fig. B.25 in Appendix B.
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6 Synthetic spectral lines

6.1 Line synthesis and stellar disc integratioh

In order to quantify the féect of the 3D structure on spectral lines, we chose as three
representative lines: an infraredrTine at 2223 nm and two optical fFénes at 616.5 and
617.3nm, which are present in all stars of offeetive temperature range, although the
titanium line is weak in the two hottest models. These linesralatively isolated (un-
blended) and we possess high-resolution archive speckaarfd G-type main-sequence
stars covering spectral ranges containing the two irorsliigee Sect. 6.2.4). All lines
are magnetically sensitive and are suitable for measutegltasmagnetic fields (Ander-
son et al. 2010, Johns-Krull et al. 2004, and several follpapapers). This will become
relevant in the third paper of this series, in which the intpEfcthe magnetic field on
convection and spectral lines will be discussed.

The lines were calculated with the line synthesis c8RIENOR (Frutiger 2000) for six
3D snapshots for each simulation. We considered snaps@0@&smulation time steps
ot apart (about 5 — 7 minutes stellar time).

For comparison with spatially unresolved stellar obseéovet, we integrated the light
over a constructed stellar disc. This integration can bedemi-analytically by a convo-
lution for rigid-body rotation and homogeneous surfacepriaes (Nordlund and Dravins
1990b, Ludwig 2007). Real stars, however, often rotafiedntially or have large-scale
inhomogeneities such as star spots. In order to cover thisrgecase, we implemented a
numerical stellar-disc integration.

The locally averaged line profillg(4, 1), which is generally a function of wavelength
Aand angle (with cosd =: ) between line of sight and surface normal, is only calcalate
for a limited numbeN, of reference valueg;. One consider$y(4, 1) to be represented
by the profilelo(4, 1) within a small intervaly] > ¢ > g1 (j = 0,1,...,N, — 1),

1This section has been published as Sect. 5.1 in Beeck e04l3).

Table 6.1: Line parameters.
Species Aes{nm] Eij[eV]?

Fer 616.536 4.143
Fer 617.333 2.223
Tit 2223.284 1.739

& E; is the excitation potential of the lower level of the traiwsit

115



6 Synthetic spectral lines

T s N
=gy
M=o
o\ — [aV] [~} L [Te] © @© . (o]
> > >SRN >IN P = > s>
i 1 [ Il Il Il | 1 H
S\ - W > >

o,

Figure 6.1: Sketch of a stellar disc decomposed into areasaifly-constant velocity
(“v-stripes”) and surface normal directionuffings”) for a star with diferential rotation
in latitude. Red circles indicate the limits between thengs, blue curves indicate the
limits betweenv-stripes, the dotted green curves show constant latitudéesion the
stellar sphere (in steps of 70 Two bins (v,3 andw, ) are filled in diferent shades of
grey for illustration . The shown star has an inclination 6f 4nd rotates dierentially
with twice the solar equator-to-pole shear<£ 0.4). In this sketch we used, = 5 and
N, = 11. For the numerical stellar-disc integrations consideneSect. 6.2.3 and 6.2.4
we used\, = 10 andN, = 51.

whereg; > pj > j1j.1. On the stellar disc, thegeintervals correspond to concentric
rings (and a central disc). To include rotationf{eiential or rigid), the constructed stellar
surface is additionally divided into “velocity stripes”,hich are the projected areas of
regions with a line-of-sight component of the rotation w#lp in a given intervaky <
v <t (k=0,1,..,N,—1). Figure 6.1 shows a sketch of a stellar disc Wikh= 5
u-rings andN,, = 11 v-stripes. To obtain the disc-integrated line proft€), we replace
the wavelength dependencelgfby a (mathematically equivalent) line-of-sight-velocity

dependence and obtain:

N,~1N,-1

F(v) = Z Z Wiklo(v + vk, 1) , (6.1)

i=0 k=0

where each weighwj, corresponds to the projected area on the stellar discuyithy >
fj+1 andvy < v < i, normalised by the total projected disc area. Interval Brarere
chosen such that the reference valuganduv, are centred in the intervals.

116



6.2 Spectral lines without magnetic fields

For the diferential rotation we here use the simple law
Q= Qcq- (1-asirfe). (6.2)

The diferential rotation parameter is positive for solar-like dterential rotation ¢, ~

0.2 at the surface, Howard and Harvey 1970) and negative foisafdr diterential rota-
tion. With the current implementation of the numerical grgion, we are able to cover
the range-0.5 < a < +1.0, which is much wider than the range of today’s observed and
predicted values af in stars.

It is computationally expensive to use manyings because each valuegfrequires
a separate 3D line synthesis. In their pioneering work, Nmd and Dravins (1990b)
usedN, = 3 and included rigid-body rotation by convolution. Here, usedN, = 10
with u; = 1.0,0.9,...,0.1.

In contrast, the number af-stripes has only a minor impact on the computational
expense and thus can be chosen almost arbitrarily high.ew &efst cases with rigid-body
rotation, the relative error between the semi-analytiealilt and the numerical method
was found to be smaller than ¥0for N,, > 50, which is lower than the typical statistical
error due to the limited number of simulation snapshots tf@disc integration presented
in this paper, we useld, = 51. The numerical values of, scale linearly withy,q Sini (the
line-of-sight component of the rotational velocity of thelkr equatori is the inclination
of the rotation axis with respect to the line of sight). Onatulated, thé\, x N,, weights
wj for a given combination of anda can be used for the integration for any rotational
velocity vt and given local profiles (v, y;) .

6.2 Spectral lines without magnetic field$

6.2.1 Spatially resolved line profiles

Figure 6.2 shows the vertically:(= 1) emerging spectrum of the fline at 2223 nm
for two locations (one in an upflow and one in a downflow regiond snapshot of the
KOV simulation. The depth of the line depends on temperaancetemperature gradient;
it is smaller in the downflow region, where the temperaturgdgamt is lower. While
the wings of this line form at1 < logrg < 0 in the KOV model, the line core forms
at-25 < logrg < —-1. Hence, the depth-dependence of the flow velocity entiais |
asymmetries: in upflow regions, the whole line is bluesHiftaut as the flow decelerates
with height, the line core is less strongly shifted than thegs. Analogously, the line
wings originating in a downflow accelerating with depth arerenstrongly redshifted
than the line core.

6.2.2 Centre-to-limb variation of line profiles

Figure 6.3 illustrates the centre-to-limb variation of #ex line profile at 617.3 nm av-
eraged over six snapshots of the F3V simulation box. Theeaxiwe blueshift and line
asymmetry are largest at disc centre and decrease towadsnin For the Sun, this

2This Section has been published as Sects. 5.2 — 5.5 in Beatk2013b).
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Figure 6.2: Synthetic line profiles (Tat 2223 nm) of single vertical rays of the KOV-star
simulation in an upflow regiorupper panelsand in a downflow regionigwer panel3.
Left panels: Temperature (solid), pressure (dotted), and vertical @orapt of the fluid
velocity (dashed) along the vertical rdyight panels:Profiles of the Ti line at 2223 nm
obtained withSPINOR for the corresponding vertical rayA{ = 1 — Aes; the dashed lines
give the bisectors of the profiles).

effect has been demonstrated in many observational studies eefdrred to as the “limb
effect” (for a review, see Dravins 1982). It is a consequencé@fcorrelation between
intensity and velocity: at disc centre, the line-of-sighlocity corresponds to the vertical
flow velocity. As upflows (granules) are bright and have a bigirea fraction, they con-
tribute more to the average line profile provided that the tdepth in up- and downflows
iIs comparable. Therefore, most lines are convectively-shifted at disc center. Near the
limb, the line-of-sight velocity is dominated by the honital flow component, which has
no correlation between its direction and temperature. fidsslts in a more symmetrical
line profile with a less shifted line core near the limb. Timelwings are, however, some-
what more blue-shifted (near wings) or less red-shiftedréaxe wings) near the limb
than at the disc centre. As the line wings originate closééodptical surface, this is
probably caused by very bright front edges of the granulésignstar.

The upper panels of Figure 6.4 show the variation of equintalédth and FWHM
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Figure 6.3: Centre-to-limb variation of a sample line pefiLeft panel: line profile
obtained from the F3V simulation (Féne at 617.3 nm; average over six snapshots) for
various values of = cosf. Right panel:bisector variation of the profile; same color code
and ordinate labels dsft panel

with u for the same line as in Figure 6.3, but for all our simulatidfsr the cooler simu-
lations, the equivalent width of this line decreases towdhe limb as a consequence of
the decreasing temperature gradient with respect to opiiggah along the inclined opti-
cal path. In the two hottest models, however, the line isgfeo (higher equivalent width)
near the limb (cf. Fig 6.3), because of the high temperaturthe lower photospheres:
the excitation potential of 2.2 eV of the lower level of thartsition is relatively low and
this level becomes depopulated as the temperature riseicagtly above 7000K. In
addition, at this temperature, the first ionisation of ireftssn, so that the abundance of
Fer drops rapidly with temperature.

The FWHM of the spectral line is growing in all stars towarts timb as a conse-
quence of the increasing contribution of the horizontal fleocity to the line-of-sight
velocity: the rms of the horizontal velocity is up to abouttltimes as high as the rms of
the vertical velocity in the photosphere and above (cf. Big). This leads to a stronger
Doppler broadening of the line at low valueswof

The lower panels of Figure 6.4 show the Doppler shifts of the wings (5% of total
line depth) and the line core. The line wings are slightlyelshifted for most stars and
show a weak dependence pn However, for the F3V star, the line wings are strongly
redshifted at the disc centre and un-shifted near the limhis ihdicates that, at disc
centre, the downflow regions contribute considerably tadisalting integrated profile of
this line in spite of their lower continuum intensity andafeaction. As discussed above,
this line becomes weak due to the high photospheric tempesatind since upflows are
much hotter than downflows, the upflows contribute veryditt the average line profile.
This dfect vanishes near the limb, where the line-of-sight velesitorrespond rather to
the horizontal component of the flows and where the line fdrigker in the atmosphere,
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Figure 6.4: Centre-to-limb variation of the Fine at 617.3 nmTop panelsVariation of
equivalent width (ight) and FWHM (eft) of the line as functions gf. Bottom panels:
Convective Doppler shift (translated into line-of-sigleiocity) of the line wingsright;
5% level of max. line depth) and the line cofeff) as functions of: (positive= redshift).
The gravitational redshift is neglected.

I.e. at lower temperature.

The line cores of all stars except M2V show a pronounced asing redshift (or
decreasing blueshift) at decreasimg The fact that some line cores are redshifted near
the limb is due to a statistical bias owing to reversed gramn: receding flows are more
often seen in front of hotter gas above intergranular landspproaching flows are more
often seen in front of the cooler gas above granules (e. gluAd et al. 2000). Thisféect
is irrelevant for the line wings, as their formation heightloser to the optical surface.

The convective blueshift and its centre-to-limb variateoe very important for high-
precision radial velocity measurements (e.g. for exoplaegection and characterisa-
tion). As this section has shown, the manffelient mechanisms that determine the con-
vective blueshift for individual spectral lines can only leproduced by comprehensive
3D calculations (also see Ramirez et al. 2009, Allended’eeal. 2013).
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6.2 Spectral lines without magnetic fields

G2V — Fe I (617.3 nm)
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Figure 6.5: Rotational broadening and line distortiddpper panels:rotational broad-
ening of the Fe line at 617.3nm for the G2VI€ft) and MOV (ight) simulations. The
narrow right sub-plots of each plot show the bisectors ofities (same colour code and
ordinate labels as other sub-plotjower panels:same as upper panels, but for tha Ti
line at 2223 nm. In all cases, we used soldifedlential rotation together with fivefiierent
rotation rates.

6.2.3 Disc-integrated line profiles

Using the numerical method outlined in Sect. 6.1, we catedldisc-integrated profiles of
the three spectral lines listed in Table 6.1 for six snapsbbeach of our six simulations.
Figure 6.5 shows the profiles of two lines (F& 617.3nm and Tiat 2223.3 nm) for
the solar (G2V) and the MOV simulations for solar-liketdrential rotation¢ = 0.2,
Eq. (6.2)) and various values ofy sini (i. e., the projection of the equatorial rotation
velocity onto the line of sight). As we have discussed in thevjpus section, the con-
vective flows and their correlation with temperature geliecause line asymmetries and
shifts (with respect to the rest wavelength of the line). Skhdfects are visible in the
disc-integrated profiles as well and best illustrated bg bisectors, which are generally
curved and shifted. Stellar rotation broadens the spdutealThe line shift due to rotation
is symmetric with respect to the projected rotation axistendtellar disc (see Fig. 6.1)
and does therefore not produce an additional line asymmewwever, asymmetries of
the local profiles (due to convection) can be modified by rotain a non-trivial fashion.
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flux

wavelength

Figure 6.6: lllustration of line broadening and bisectordification by rotation. The
black solid line shows an artificial line profile with a striaidbut inclined) bisectortylack
dashed curve The coloured curves were obtained by convolving the btacke with a
(rigid-body) rotation profile of dferent width, simulating dierent velocities. Note that
the bisectorsqashed curvgsare modified by the convolution although the rotation peofil
is perfectly axis-symmetric.

This is illustrated in Figure 6.6: hereaindependent artificial line profile is convolved
by a rotation profile to mimic stellar rigid-body rotatiom € 0). The bisector depends on
rotation velocity and evolves from a straight line into ceoivC- and S-shapes when the
rotation velocity is increased.

Figure 6.7 shows the dependence of the bisector of thdife@at 617.3 nm on the
differential rotation parameter as defined in Eq. (6.2) and on the inclinatioof the
rotation axis of the star at a rotation speedvgfsini = 5kms?t. Whene is varied,

i = 60 is fixed, wheni is varied,a = 0.2 is fixed. While the impact af on the bisector
shape is very subtle, théfect ofa is more pronounced. Thefect is similar in magnitude
for all inclinations between 15 and 9@t constants Sini. In contrast, we find that the
effect of inclination is proportional tir| and thus vanishes for rigid-body rotatian € 0)
as expected. The dependence of the bisector shapeamali can be explained by the
different contribution of dferently shifted and inclined projected surface elementhef
star. With our numerical method (see Sect. 6.1 and Fig. &) weightswy change
with @ and (ifa # 0) withi. Similarly a continuous contribution functiomu, v) would
depend on both parameters. This implies that, at leastdatiwe stars with homogeneous
convective surface structure, the investigation of thedisr shape of individual lines can
yield constraints on the rotational velocity and thfeatential rotation parameter.
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Figure 6.7: Bisector variation with inclinatiomnd diferential rotation parameterof the
Ferline at 617.3 nm for the G2V and MOV simulations. For the v@oiaof « (left panel$
the inclination was fixed at = 60°; for the variation ofi (right panel3 the diferential
rotation parameter was fixeda@t= +0.2. For all calculations sini = 5km s* was used.

6.2.4 Comparison to observational data

For a preliminary comparison of our disc-integrated linefies, we considered three F
stars from a set of observations of main-sequence starsetitavith the CES spectro-
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graph mounted on the 3.5-m telescope at Calar Alto obsegvéReiners 2006, Ammler-
von Eiff and Reiners 2012).

Figure 6.8 shows a comparison of disc-integrated syntlsggctra with their obser-
vational counterpart. As we have only a limited number ofcsjaé types and only one
set of elemental abundances, the depth of the syntheti¢rapboe did not match the
observed ones and was multiplied by a factor in order toifatsl a better comparison
between model and observation. For the unknown inclinafiere assumed= 60° as
the “average case”. The projected rotational velogjgysini and the diferential rotation
parametetr was set to the values published by Ammler-voff Bhd Reiners (2012). The
observed data have typical signal-to-noise ratios of s¢temdred and a spectral resolv-
ing power ofR ~ 230, 000. The instrumental broadening was mimicked by a conwaiut
of the synthetic spectra with a gaussian. In general, ththetio spectra provide a good
representation of the observations. Some deviations ket I[due to the mismatch in
effective temperature, surface gravity, and chemical contipogietween stars and simu-
lations as well as to magnetic activity and surface inhomeges in the observed stars,
which are not taken into account so far.

The preliminary comparison to observed data in this sectierely serves as an il-
lustration and an outlook. A more detailed analysis of olt@ynal data is beyond the
scope of this paper and will follow in a subsequent paper.

6.3 FHEffects of the magnetic fields

The three lines investigated here are sensitive to the Zeeffect (the &ective Landé
factors,ger, are 0.69, 2.5, and 1.66, for the Hane at 616.5 nm, the Rdine at 617.3 nm
and the Ti line at 2223.3 nm, respectively, see VALD Data Base, Piskwetial. 1995,
Kupka et al. 1999). If the magnetic field had no influence orthleemodynamic structure
of the photospheric layers of the stars (which, for lack édiimation, is often assumed in
measurements of stellar magnetic fields), one would expecStokes-I components of
the lines to roughly resemble superpositions of un-spiédi(originating in non-magnetic
regions) and split or strongly broadened lines (origirgimthe magnetic flux concen-
trations). The weight of the two components is then just tiea &raction of magnetised
regions. Some observers refine this technique and takecgntmat not just two but sev-
eral components of ffierent field strengths. This method has been successfulliedpp
to fit observed spectral lines with model spectra, where adsaponent model did not
sufice (Shulyak, submitted).

However, as our simulations (as well as observations of thg Show, the magnetic
field has a significant impact on the local thermodynamicsaall spectral lines are also
sensitive to the pressure and temperature along the opatal the situation can become
far more complicated. In the partially evacuated Wilsonrdegions, the layer of line
formation (which is roughly at+3.0 < logtg < —0.5 for the lines investigated) is geo-
metrically deeper and (at least for F-, G- and K-stars) oftiea higher temperature (and
a lower temperature gradient) in small-scale flux concéotia. The higher temperature
can lead to the ionisation of the line-producing atomic gggeand thus to a reduced line
opacity for lines of neutral atoms as considered here. Maeahe magnetic and non-
magnetic parts of the photosphere can have statisticdligrdnt velocity distributions,
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Figure 6.8: Profiles of the two kdines of three F stars (black lines and diamonds) in
comparison to disc-integrated profiles from the F3V simafa{red curves). For the
rotational broadening of the synthesised lines, an inttbnaof the rotation axis of = 60°
was assumed. For a better comparison, the line profiles weltgtied by a factor such
that the depth of the line core come into agreement. For thjegted rotational velocities
Uit SiNi and diferential rotation parameterthe values by Ammler-von Hiand Reiners
(2012) were used; for comparison, the blue curve inlib#om panelshows a disc-
integrated profile with the sameg,; sini buta = 0.
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Figure 6.9: lllustration of the definition dEpectral) line fluxin analogy to the flux of
emission lines. As only absorption lines are considered,libe quantity calletine flux
in what follows is, strictly speaking, the modulus of thedatve) absorption line flux.

which means that the shift and broadening of lines due to thepler dfect is diterent
(and has probably a fierentu-dependence).

Even if a line is fairly insensitive to temperature, théfeliently bright parts of the
stellar surface contribute fierent amounts of flux to the spectrum. For the analysis of a
spectral absorption line, the amount of flux missing withpees to the non-normalised
continuum gives the weight of a profile in the composite peofih analogy to the flux of
emission lines, this quantity will be callgdpectral) line fluxin the following sections.
As only absorption lines are considered here, just the nusdod the line flux is of im-
portance. Thus, all line fluxes in the following appear astp@squantities. Figure 6.9
illustrates this definition of the spectral line flux.

As will be shown in Sect. 6.3.4, even for the relatively weakrage magnetic fields
of up to 500 G considered in this thesis, the local changdsetitermodynamic structure
have a stronger impact on the three spectral lines investighan the Zeematrttect for
F- and G-type stars. In the following three sections, thaierfte of these local modifi-
cations is illustrated in spatially resolved “local” linegfiles (Sect. 6.3.1), the centre-to-
limb variation of the averaged line profiles (Sect. 6.3.2) ¢he disc-integrated profiles
(Sect. 6.3.3).

6.3.1 Spatially resolved spectra

Figure 6.10 shows the local profiles of two spectral line$dar single vertical rays in one
snapshot of the KOV simulation witB, = 500 G. Point 1 is located in a non-magnetised
granule (upflow), while Point 2 is located in a non-magnetidewnflow. The other two
points were chosen at two magnetised sites: Point 3 at atbmghnetic structure and
Point 4 in the centre of a dark micropore. The local line pegfibf the non-magnetised
points are shifted to the blue in Point 1 and to the red in PdinFor the Fe line at
617.3nm, which forms over a wider depth range, the profilesvsstrong asymmetries
caused by velocity gradients along the line of sight. Asubsed in Sect. 6.2.1, the

126



6.3 Hfects of the magnetic fields

= Fel at 617.3 nm

: : . .

)

>

[}

3

g

S

=]

3

= -0.04 —0.02 0.00 0.02 0.04
A=A, [nm]

< Til at 2223 nm

S M7 g ————

. 1 3

%"1.0 2

9 09

g 0.8

S

2 0.7

> N N N

3

& -02 -01 00 0.1 0.2
A=A, [nm]

Figure 6.10: Local vertical spectral line profiles for the\K€imulation withBy = 500 G.
Left panel:intensity image with four positions marked for which locpestra are shown
in theright panels (1) a non-magnetic upflow, (2) a non-magnetic downflow, (Bjight
magnetic structure, (4) a dark magnetic structireght panels:local profiles of the Fe
line at 617.3nmtpp) and the Ti line at 2223 nml§otton) at (u = 1); the four diterent
colours correspond to the four points marked inlgfepanel

wings, which originate near the optical surface, have angeo shift (away from the
rest wavelength of the line) than the cores, which are formddgher layers where the
vertical flow speeds are considerably lower. Both lines atgext to the Zeemanfiect
and are splitinto two Zeeman components in the magnetidpoonsidered (Point 3 and
4). The excitation potential of the Tline much smaller than that of the iron line. Hence,
the lower level of the transition becomes depopulated aetae@mperatures for the Ti
line as for the Fe line. Moreover, titanium is ionised at adowemperature than iron.
As a result, the Ti line is very sensitive to temperature atghotospheric temperatures
typically prevailing in the KOV star. Consequently, the floikthe (strongly split) line is
much higher in Point 4 than it is in Point 3 in spite of the highentinuum flux level
in Point 3. The less temperature-sensitive iron line hasmapesable equivalent width
in Points 3 and 4, but as the continuum flux is more than twicku@e at Point 3, the
line flux is also higher in this point than in the dark magnetiaicture (Point 4). The
two Zeeman components are asymmetric in both spectral(lmgsather symmetric with
respect to the central wavelength of the line). This can lpda@xed by the gradient of
the magnetic field along the line of sight. As the tube-likegmetic structures fan out
in the stellar atmospheres, the field strength decreasbsheight above the surface (cf.
Figs. 3.16 and 3.21). Consequently, the wings of the Zeemarponents, which form
closer to the optical surface than the cores, are more syrehited away from the central
wavelength of the line than their cores.
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Figure 6.11: Decomposition of four line profiles intdférently magnetised components.
The black line shows the average vertigal< 1) line profile, while the coloured curves
show the line averaged over areas whgfa; = 1) is in a certain range (range specified in
the plots). Each line is normalised to its own continuum. ifanbers in parentheses give
the weight of the component in the composite spectrum (seéaiefurther explanation).

Figure 6.11 illustrates for a few combinations of spectira¢d and simulations (all
with B, = 500 G), how line profiles originating from regions off@irent magnetic field
strength add up to the average line profilelat 1). For this analysis, the optical surface
was split into four groups of pixels with filerent field strength: the first group (repre-
sented by the dark blue curve in Fig. 6.11) comprises thaalist field-free areaB(rr =
1) < 250 G), while the second an third groups (purple and red surespectively) con-
tain regions with 250G< B(rr = 1) < 750G and 750G< B(rgr = 1) < 2000 G),
respectively. The fourth group (orange) comprises thengtyomagnetised area with
B(rr = 1) > 2000G). The choice oB(rr = 1) rather than, e.gB(rr) = 0.01 does
not strongly influence the result presented in this figuree average profiles of the four
groups are normalised to their respective continua. Thaymtof relative continuum flux
level and area fraction of the group yields the weight of thmug profile in the average
profile. The weights for the four groups are specified in theregnumbers in parenthe-
ses). While all profiles were calculated from simulationgwvB, = 500 G, the impact
of the magnetic field on the line profiles is venffdrent in quantity and quality for the
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Figure 6.12: Average downflow speed in non-magndticd(o) and 500 G runs of the
F3V simulations (thick curves). The thin curves represeattn of the average downflow
speed decomposed into the four groups of pixefietentB(7r) introduced in Fig. 6.11.

Dotted lines give the 1r scatter of the six snapshots analysed.

different spectral types and spectral lines. In the F3V sinarathe flow velocities are of
the order of several kntsand as the magnetic field is mainly accumulated in the down-
flow regions, the average profile of the magnetic regionsangty redshifted while the
non-magnetic profile is slightly blueshifted. The 617.3-nom line becomes broader and
shallower at higher magnetic field strength. In the regionis &(7r) > 2000 G, which are
the hot magnetic structures, the line has a strongly redegenyalent width and its central
depth is only about 3% of the continuum (compared to 35% imthemagnetic group).
A similar effect is also seen for the other two lines in this star. The meafilgphas a
strongly asymmetrical shape: the redshifted, broadenegboaent of the intermediately
magnetised regions produces a redshifted line wing, wisichuch more pronounced in
the 500 G run than in the non-magnetic run (cf. Fig. 6.12).him KOV simulation, the
effect of the vertical velocity perturbations becomes smathpared to the Zeeman ef-
fect for the Fe line at 617.3nm. However, the Zeeman splitting at about 2k&till
comparable to the width of the individual Zeeman componefRts the titanium line in
the same simulation, the splitting is larger compared tontitgh of the components, re-
sulting in a strongly split line profile in the intermediatedastrong field groups (i.e. at
B(tr = 1) > 750 G). The equivalent width of the lines from these two gmoigronsider-
ably smaller than in the unmagnetised group, but as thesgroups comprise more than
25% of the weight in the resulting mean profile, they producengly broadened line
wings. In the M2V star, thefBect is much less obvious: the broadenifigets the entire
profile and not just the extreme wings, since the line profilltne Zeeman components is
wider (owing to pressure broadening).

The fact that the redshifted wing of the Fene profile at 617.3 nm is much more
pronounced in the 500 G run of the F3V star than in the non-m&grun is only partly
due to the higher filling factor of downflows in the 500 G run. ifsar but much smaller
effect of a redshifted line wing at the disc centre is also se¢harG2V simulation. As
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shown in Fig. B.21 in Appendix B for the G2V and M2V simulat®the downflow speed
averaged on ise@g surfaces is reduced below the surface but slightly highéneratmo-
spheres in the 500 G runs compared to the non-magnetic ruabtéively similar results
are obtained for the other stars). Figure 6.12 shows theageadownflow speed in the
non-magnetic run (thick black curve) and the 500 G run (tiicket curve) for the F3V
star averaged on surfaces of constant optical depth. F&GOME run, this average is also
shown split into four groups analogous to Fig. 6.11. Thera $¢rong relation between
average downflow speed and field strength, which only brealsdelow the optical
surface. The two groups with high field strength have avedagenflow speed of about 4
and 5kms! at logrg = —2, where the non-magnetic run has less than 3kmkhe area
fraction of downflows is (86 1)% and (80t 1)% in these groups at lag = —2. This
explains the redshifted wing of the Flne profile (617.3 nm) in the F3V simulation with
500 G, as well as a similar shift in other spectral lines fairaesimilar optical depth. As
discussed in Sect. 3.3.2, longer-lived magnetic flux comagans cannot sustain down-
flows. As most of the magnetic flux concentrations on K and migaar on M stars are
long-lived and show concequently very low vertical flow \@t®s (cf. Fig. 3.31), the
spectral line profiles of K and M stars do not show a stronglighéfted line wing.

The results presented in Figs. 6.10 and 6.11 illustratedifi@rent parts of the stellar
surface have a tferent weight in the resulting spectrum. For each singlemaweight
is simply the line flux. Figure 6.13 shows the average line #axXunction of the local
magnetic field strengtB(rr = 1) at the optical surface normalised by the average line
flux in the first bin B(rr = 1) < 200 G) for the same spectral lines for which the profiles
are shown in Fig. 6.11. As in Fig. 4.13 (Sect. 4.3.1), bindwiéss than 1000 points
(corresponding to about 0.06% of all points) are scaled bydbarithm of the number of
points, i. e. small symbols represent very small numberswoitp rendering these bins as
rather insignificant. In the F3V simulation, the magnetiastures are so hot that even the
Ferline at 617.3 nm is weakened substantially in places wBérg = 1) is high. At 2kG,
the typical field strength of the magnetic flux concentratiahe line flux is reduced to
20-30% of the non-magnetic value. For the KOV simulatioa ftlx of Tit line decreases
with increasing local field strength, while the flux of theifi@e slightly increases with
local field strength. As titanium is ionised at a lower tengpere than iron, the Ti line
is weakened in the hot magnetic structures of the KOV stailewthe iron line is not.
The flux of the iron line is even somewhat higher in the magrregjions, because of two
effects: first, the overall flux level is higher in the small magmeegions (cf. Fig. 6.10),
second, the Feline is saturated to a high degree in this star. The indiMidiggman
components are less saturated and consequently the linefflilne split or broadened
line is higher. For this spectral type, the runs witlfelientB, show somewhat éierent
line flux in strongly magnetised regions. This is dfeet of the dark, pore-like structures
which form only at higheBy (cf. Figs. 3.15, 4.12, and 4.13). For the titanium line, vhic
IS very temperature-sensitive in this temperature regiime)ine flux is less reduced at
higherBy, because of the onset of the formation of dark microporesohirast, the Fe
line flux gets less enhanced at higliggrdue to the lower average (continuum) intensity
of the (dark) magnetic regions, in spite of the reductiorhefs$aturation by the splitting.
In the M-star simulations, the line flux is relatively indeplent of the local field and of
By for all three lines investigated. The variation is smallecéuse the temperature and
intensity contrasts in the M-star atmospheres are smaberin the atmospheres of hotter

130



6.3 Hfects of the magnetic fields

F3V — Fel at 617.3 nm KOV — Fel at 617.3 nm
151 $ By=20G |] - [$ Bo=20G ]
$ By=1006G t|$ Bo=100G
$ B, = 500G ]

4

O O = = = =N
O O O N » O @ O

Fllne/<FlIne(B(Tn = 1) < 200 G)>

Fllne/<FlIne(B(Tn = 1) < 200 G)>

KOV — Til at 2223 nm

$ B,=20G
$ By=100G

‘‘‘‘‘

$ By=1006G
$ B, =5006G

Fllne/<FlIne(B(Tn = 1) < 200 G)>

Fllne/<FlIne(B(Tn = 1) < 200 G)>

Figure 6.13: Relation between magnetic field strer§tty = 1) at the optical surface

and line flux (cf. Fig. 6.9). The field is binned in steps of 2Q@&&d the line flux is given

relative to the line flux in the first field birB(rgr = 1) < 200 G). Error bars indicate the
1-0 scatter in the bins, the slight horizontal shifts betweengot symbols and error bars
of different simulations are added for clarity. The size of symbepsesenting bins with

less than 1000 points (0.06% of all points) is scaled withldigarithm of the number of

points in this bin.

stars.

Figure 6.14 summarises the line fluxtérence between magnetic and non-magnetic
regions for all three spectral lines investigated and alhi&netic simulation runs. In
this figure, the ratio between the line flux averaged oveoregwithB(rgr = 1) > 1400 G
and the line flux averaged over regions wWiafrr = 1) < 600 G is plotted versus spectral
type. For the three lines investigated here, the line fluxdpeed in magnetic regions is
reduced in the F- and G-star simulations. In the M stars, Wieeage line flux does not
differ strongly between non-magnetic and magnetic simulatiortte K stars, the result
depends on the spectral line: while the titanium line hasvetdlux in the magnetic runs
than in the non-magnetic run, the flux of the iron lines aretigamatected. The result
for the 500 G run dfers somewhat from the result for the other two valBgswhich in
turn are very similar. In the F-, G-, and K-star simulatioihe formation dark magnetic
structures influences the line flux of magnetic regions, aicti slark structures form only
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Figure 6.14: Ratio of the line flu¢Fine)s(=1)>1400 o averaged over the parts of the surface
whereB(rr = 1) > 1400 G, to the line fluXFjine)s(r=1)<600c averaged over the parts of
the surface wherB(rr = 1) < 600 G (first three bins in Fig. 6.13). fbérent symbols and
linestyles represent theftkrent spectral lines investigated.

in the 500 G runs of these stars.

The results presented in this section show that magnetioamanagnetic regions do
not appear in the spectrum weighted with their area fractiam some spectral lines, the
modified thermodynamics locally reduce the line flux and tleagice the Zeemarffect
signal of the magnetic field in the composite spectrum. IEéhknes were used for a
determination of the magnetic field without any knowledgehaf local thermodynamic
changes, the field or filling factor would be strongly undéneated (cf. Sect. 6.3.4).

6.3.2 Centre-to-limb variation of spectral line profiles

In the previous section, the analysis was restricted to pleetsal line profiles in verti-
cally emerging light (i.eu = 1). In this section, thefect of the magnetic field on the
spectral lines profiles is discussed foftfdient values of: in terms of the four parame-
ters equivalent width, full width at half maximum, conveetiDoppler shift of the line
core and of the line wings. In Sect. 6.2.2, it was shown thegelparameters vary across
the stellar discs in the non-magnetic case. The reasonifouitiependence is the vari-
ation of temperature, pressure, density, and line-oftsiglocity along the optical paths
of different inclination due to the 3D structure of the surface iayéor the magnetic
simulation runs, the magnetic field along the optical pathictv acts on some spectral
lines by virtue of the Zeemarttect, can likewise statistically vary witlhh An additional
impact of the magnetic field on the centre-to-limb variatdspectral line profile shapes
can be expected owing to the local modifications of the thelymamic structure by the
field (see Sect. 3.3). As discussed in this section and in 664, the &ect of the modi-
fied thermodynamic structure on the three spectral linessitiyated turns out to be more
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Figure 6.15: Centre-to-limb variation of the Hee at 617.3 nm in the F3V simulations.
Shown is the centre-to-limb variation of the equivalenttiftop leff), the full width at
half maximum fop right), the Doppler shift of the line core (positiveredshift; bottom
left), and the Doppler shift of the line wingbdttom righ). The black curve represents

the non-magnetic rurhidro), the three coloured curves represent the magnetic ruhs wit
different values oB,.

important than the Zeemairttect in F- and G-type stars for all magnetic field strengths
considered here.

Figure 6.15 shows the centre-to-limb variation of the ealant width (EW), full
width at half maximum (FWHM), and the Doppler shifts of thaedicore and the line
wings of the profile of the Feline at 617.3nm in the F3V simulations. The EW and
FWHM increase towards the limb in this star, because the géaral height of line
formation moves upwards where the temperature is lowes (@sisation of Fe see
Sect. 6.2.2). The general increase in EW and FWHM with deanga can be observed
in all four runs. In addition both parameters are decreasiitly increasingB,. For the
equivalent width, this decrease is due the line weakenimgn@ mainly to ionisation
of Fer, but also to the lower temperature gradient and to the deedepopulation of the
lower level of the atomic transition) in the hot magnetiastures (cf. Fig. 6.13). The line
weakening does nofiact the FWHM much. Consequently, the reduction of the FWHM
of the line near the disc centre is smaller than the reduci&V. As the horizontal rms
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Figure 6.16: Same as Fig. 6.15, but for the line at 2223 nm and the M2V simulations.

flow speeds are reduced in the magnetic runs (cf. Fig. 3.28);turbulent broadening”
of the line is decreased near the limb. This has no strdliegteon the EW, but leads to a
reduction of the FWHM at lov.

As pointed out in Sect. 6.3.1 (see discussion of Figs. 6.#16alR), the magnetic field
has also an impact on th&ective Doppler shift of the line profile. In the non-magnetic
run, the Fe line at 617.3nm has a blueshifted line core and redshiftezlwings at the
disc centre and almost unshifted cores and wings near tie(timFig. 6.3). In the 500 G
run of the F3V star, the line core is no longer blueshiftedhat disc centre, but more
strongly blueshifted near the limb, while the wings are muoubre strongly redshifted
(about 3 kmst) than in the non-magnetic case (less than 1 kihat the disc centre but
still almost unshifted near the limb. The modified flows in thagnetic flux concentra-
tions and the much more strongly corrugated optical surésieamainly responsible for
these changes. Near the disc centre, the deep depressiumesiday the magnetic flux
concentrations lead to the strong redshift in the line wifefisFig. 6.11), whereas closer
to the limb, the flux concentrations are hidden from view (€ig. 5.4) and this shift is
consequently not present.

Figure 6.16 shows the centre-to-limb variation of the limefie parameters for the
Titline in the M2V star. There are qualitative and quantitatiiféerences to the F3V star
discussed above. In contrast to the F3V star, EW and FWHMnareasing withB,. For
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the EW, this increase is strongest near the limb, while feRWHM the relative increase
is almost independent @f. For the FWHM, this can be attributed to the Zeem#fea,
which substantially broadens this line in this star (cf..Fad.1). The Zeemanfi@ct also
has an influence on the EW: although the magnetic structanes feduced intensity, the
flux of this line is slightly increased in these regions mpsile to the reduced degree of
saturation in the individual Zeeman components (cf. Fi§3B. The increase is stronger
near the limb, probably due to the side walls of the magnetictires, where the line
forms in the cool region above and in front of the magnetiadtre before a bright
continuum background of the side wall.

The variation of the Doppler shifts of line core and wingshai, is very small for
this star. There is a small tendency for redshifted linesgiidr By. This tendency might
be caused by the increased line flux within the magnetic stres: although large parts
of these structures are virtually at rest, the smaller onesssociated with downflows,
which then contribute substantially to the spectrum dueh#&rthigh area fraction and
the increased line flux. Theftierence between the Doppler shifts of runs witlfedent
By are, however, not very significant and the magnitude of tippassed &ect does not
scale well withBy. The observed impact of the magnetic field on the line shdtdatbe
coincidental in this star.

In Figure 6.17, the dierence of the EW and FWHM of the three spectral lines be-
tween the 500 G runs and the respective non-magnetic rurshaven. As outlined in the
discussion of Figs. 6.15 and 6.16, thiffdience can be attributed mainly to thrékeets:
Zeeman #ect, line weakening, and modified flows. The Zeemfiaat leads to an en-
hanced FWHM. To a lesser extend, it also enhances the EW ¢dhe teduction of line
saturation by the Zeeman splitting into several compone#ts the relative strength of
the o components of the line to thecomponent depends on the field direction, the im-
pact of the Zeemanfkect should decrease withas the angle between magnetic field and
line of sight becomes larger. The magnitude of the Zeemattisglor broadening also
depends on the line parametegs;( 1). In contrast, the line weakening (due to ionisation)
entails a reduced EW and, to a lesser extend, also a reduckid/HWithe line weakening
is correlated with the velocity field). The line weakeningstl depend mildly om, but
not onA andge;. The modified flows can also considerably change the ceatlieab
variation of the FWHM and the EW as discussed in detail forRB¥ star above (see
discussion of Fig. 6.15). The impact of the modified flows iersgly depending op and
only weakly depending on the line parameters. Figure 6.U% ifustrates the balance
between these thredects. In the F3V star, line weakening and modified flows doteina
over the Zeemanfiect in all three lines (reduceg;dependent EW and FWHM in the
500 G run compared to the non-magnetic run). In the G- andaKssiulations, the ef-
fect of the line weakening is smaller. In the K stars it onlgy a role for the titanium line
(lower ionisation temperature). In the M stars, most of thpact of the magnetic field
on the EW can be attributed to the Zeemd#éiee. Consequently, it is strongest in the in-
frared titanium line because the Zeeman broadening deppratiatically om whereas
other broadening mechanisms scale linearly withor the two iron lines, the Zeeman
broadening is much stronger for the 617.3 nm line becauds eféctive Landé factor of
Oer = 2.5 compared t@e; = 0.69 of the 616.5nm line.

Figures 6.18 and 6.19 give thefidirences of the Doppler shifts of line cores and
line wings, respectively, between the 500 G runs and thesm#sie non-magnetic runs.
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Figure 6.17: Dfference of equivalent widthupper panelsand FWHM (ower panel}
between simulations witB, = 500 G and the respective hon-magnetic simulations for
the three spectral lines investigated as function.of

The impact of the magnetic field on the Doppler shift of theslcores and wings is
qualitatively similar for all spectral lines, in spite ofdin slightly different formation
heights. For the F3V and G2V stars, core and wings are relgtshifted to the red at disc
centre and to the blue near the limb. The reason of the relegtishift at the disc centre is
the strongly enhanced downflow speed in the magnetic fluxesarations (cf. discussion
of Fig. 6.15), while the relative blueshift near the limb &ised by the strong corrugation
of the optical surface: downflows are mosly hidden behinagles and have a low line-
of-sight velocity component, whereas the granule topsagtiing the observer are less
obscured by the receeding flows in front of them than withoagnetic field. For the
other spectral types, the impact is small, with a small tengéowards a relative redshift
in the K5V and M2V simulations, which might, however, be aidental because its
significance is low (see discussion of Fig. 6.16).
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lines considered. Thiewer panelsare a zoom-in on the curves for the cooler stars.

6.3.3 Disc-integrated spectra

For the spectral lines presented in this section, the nwaledisc-integration method
presented in Sect. 6.1 was applied assuming a homogenegasstzale distribution of
the magnetic field over the visible stellar surface. The equoences of this somewhat
unrealistic assumption are discussed in Sect. 7.2.

Figure 6.20 shows disc-integrated line profiles for a few omrations of spectral lines
and spectral types. The dashed curves represent the pnfitesut rotation. For the
solid curves the profiles were broadened with the solfieidintial rotation¢ = 0.2)
at a rotation velocity of/ sini = 7.5kms? and an inclination of = 60°. This is a
reasonable rotation rate for moderately active stars aftsgddype F and G, as well as for
relatively young and active K and M dwarfs.

In the F3V simulation, both iron lines are shallower and ogr in the 500 G runs
than in the non-magnetic runs. Moreover, the lines are denably shifted to the red and
their red wings become more prominent. As already discuss8édcts. 6.3.1 and 6.3.2,
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Figure 6.19: Same as Fig. 6.18 but for th&elience of the lineving Doppler shift.

the line weakeninand the modified flows play a more important role in this stanth
the Zeemanféect (cf. Figs. 6.11 and 6.15). The modifications of both iroed by the
magnetic field look thus very similar although the sendiito the Zeemanféect is rather
different. In the cooler KOV star, the line weakening is unimguatrfor the iron lines, but
still important for the titanium line (cf. Fig. 6.10). Althigh the Zeeman broadening is
stronger in the infrared titanium line than in the 617.3 nonitine, the EW of the Ti
line is slightly reduced in the magnetic run and its FWHM $anto the non-magnetic
run without rotation. The Zeemarttect, however, shifts some line flux to the extreme
wings (cf. Fig. 6.11). For the Rdine at 617.3 nm, the line weakening does not play a
role. Therefore, EW and FWHM are larger in the line profileghsd 500 G run at any
rotation rate. In the M2V simulations, there is no line weakg, thus EW and FWHM
are higher in the 500 G runs than in the non-magnetic runslfdimas owing to the
Zeeman #ect. Owing to the larger wavelength and higih, the titanium line shows the
strongest Zeeman broadening in this star.

3The line weakening is less obvious in the disc-integratedilprwithout rotation because itsfect is
mainly on the EW and not so much on the line depth.
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Figure 6.21 presents the values of the EW and FWHM of all disegrated line pro-
files without stellar rotation. The line weakening shows epy\clearly in the EW of the
hotter end of the model sequence, while the broadening direetdeeman féect is best
visible in the FWHM of the cooler end of the model sequences ZBeman broadening
shows the strongesttect in the titanium line, as expected, while it is almost netsent
in the Fa line at 616.5 nm with its low fective Landé factor ofies = 0.69. The virtual
absence of the Zeemaffect in this line renders the whole extent of the line weaken-
ing visible, while it is partly compensated by the Zeeméedt in the other two spectral
lines. It is important to note that the Zeeman broadeningeappto be roughly propor-
tional to By (in both EW and FWHM), which is well visible for the M stars, iMdhthe line
weakening increases less than linearly v8gh

As shown in terms of bisectors in Figs. 6.5 — 6.7 in Sect. 6.&dlar rotation can
distort already asymmetric line profiles and thus have amachpn the line shape, in
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particular on the #ective Doppler shift of the line core and its wings. Figur2illus-
trates the impact of stellar rotation on thieetive Doppler shift of the lines as function
of the rotational velocity. In Sect. 6.3.2 it was illustrdtiat the Doppler shifts of the
lines are strongly féected by the magnetic field near the disc centre in the F- and G-
star simulations (cf. Figs. 6.18 and 6.19). As expectedhipkly redshifted line wings

of the disc-centre spectrum also have #ie@ on the disc-integrated spectrum. For the
616.5nm Fe line in the F3V simulation for instance, line wings and core shifted by
approximately 800 and 600 m's respectively, to the red in the 500 G run compared to
the non-magnetic run. As Fig. 6.22 illustrates, simulaianth differentBy have diter-

ent dfective Doppler shifts of the lines and, more importantlyjféedlent dependence on
v If the simulated stars had large-scale structures in thgnetéc field (analogous to
active and quiet region on the Sun), the Doppler shift wodddme time dependent in a
non-trivial fashion (also see Sect. 7.2). Reiners et all8Proposed anfiect of the Zee-
man dfect on radial velocity signals by a combination of the Doppled Zeemanféects
similar to the Rossiter-McLaughlinffect (Rossiter 1924, McLaughlin 1924). Fig. 6.22
shows, that theféect of the magnetic field is even more pronounced and probabhg
complicated than that and not exclusively caused by the Zaedifiect but also by the
modified convective flow patterns.

6.3.4 Zeeman ffect vs. thermodynamic #ects

The sensitivity to the Zeemarftect of the three spectral lines investigated is considgrabl
different. The Ti line and the Feline at 617.3 nm were chosen for their largeetive
Landé factors (2.5 and 1.66, respectively) and the regustirong Zeeman splitting, while
the Fa line at 616.5 nm has a loweffective Landé factor of only 0.69. In the previous
section, the impact of the magnetic field on disc-integréitezlprofiles was analysed. In
particular for the two hottest models (F3V and G2V), tlikeet of the magnetic field is
not limited to broadening due to the Zeemdiet, but rather a complicated consequence
of the modified thermodynamical structure. In this sectibe,relative importance of the
Zeeman #ect will be analysed more quantitatively.

To disentangle thefiects of the modified thermodynamical structure (here iroiyd
the modified flows) and the Zeeman splitting, the spectr& fiypnthesis for the 500 G
runs was repeated with the Zeemdteet artificially turned &: the thermodynamical
structures were exactly identical to the ones of the 500 G,rbat the magnetic field
was neglected for these new line calculations. Figure 6h28vs two examples of the
resulting disc-integrated profiles (Fene at 617.3 nm for the G2V star at twofklirent
rotation rates). The grey curves in these plots correspotidet line profiles of the non-
magnetic simulation and the blue curves to the line profifde@500 G simulation. The
red curve is the line profile of the 500 G-run atmosphere witix®eman fect (labelled
500 G/0 G). The dtterence between the grey and the red curves are thus only doe to
local modifications in the atmospheric structure (indireftééct of the magnetic field),
whereas the dierence between the blue and the red curves are exclusivedgddy the
Zeeman #ect (direct &ect of the magnetic field). Without rotation, direct and nedt
effects of the magnetic field on the line profile are similar in magle for this star and
spectral line. At a rotation speed af; sini = 7.5 km s, however, the indirectféects of
the magnetic field are much stronger than the direct onesdmthis strongly broadened
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Figure 6.23: Disc-integrated profiles of theiffi@e at 617.3 nm without rotatione(ft) and
with v, Sini = 7.5 km s (differential,a = 0.2,i = 60°; right) for G2V simulations. The
grey line represents the profile of the non-magnetic hywl{o), the blue curve is the pro-
file of the 500 G run, the red curve is calculated using thenloeglynamic structure of the
500 G run but assuming = 0 G for the line calculation (see text for further explanajio
Note the diferent scales of ordinate and abscissa.

by rotation so that the much smaller broadening by the Zeesfliact is largely concealed.

As one possible way of quantifying thefidirences between thefidirent line profiles
shown in Fig. 6.23, the integral of the unsignefefiences in the line profiles (with nor-
malised continuum flux) was calculated. The resulting irdegg diferences are shown
for the Fa line at 617.3nm and the Tiline at 2223.3nm in Fig. 6.24 for all spectral
types. The blue squares in this Figure represent the ineshditerences between the
500 G-run atmosphere with and without Zeem#éea (blue and red curves in Fig. 6.23).
The red diamonds show the integratetfetience between the non-magnetic run and the
500 G run without Zeemantftect (red and grey curves in Fig. 6.23). The blue squares
thus represent the impact of the Zeemdlie@ and the red triangles the impact of the
modified atmospheric structure. All values are normalisgthle diference between the
non-magnetic and the 500 G run with Zeeméiree (diference between blue and grey
curves in Fig. 6.23). The sum of both values for the same stasually above 100 %
because unsignedftirences are used and the twiteets often cause deviations with
opposite sign. For example, for the profiles shown in thetrjggnel of Fig. 6.23, the
modified thermodynamical structure causes theedence between grey and red profile
of the Fa line. This diference is about 1.7 times as large as tligedence between the
blue and grey curves, which corresponds to the actuallyreke diference between
the profiles calculated from the non-magnetic and 500 G rlihe.Zeeman féect causes
the diference between red and blue curve, which is about 70% of tigaitnde of the
observed ffect. In this case, thdlects have opposite signs at all wavelengths, and partly
cancel each other.

According to the integrated filerences, the modification of the thermodynamic struc-
ture can only be neglected in the M stars, where their impache line profiles is less
than 10% of the totalféect of the magnetic field. In all other stars, th#eet of the mod-
ified thermodynamical structure is at least comparableg@geman fect for these two
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Figure 6.24: Integrated unsigned deviation betwed#iedintly obtained line profiles. The
red diamonds represent thefdrence between the line profiles of the non-magnetic run
and the 500 G-run without Zeemafiect (see text); the blue squares represent tiierei
ence between the 500 G-run profiles with and without Zeenffaate solid lines connect
the symbols representing profiles with, sini = 7.5kms? (e = 0.2,i = 60°), dotted
lines connect symbols representing profiles without rotatAll values were normalised
by the integrated dierence between the non-magnetic and the 500 G run profilé (wit
Zeeman ffect).

lines.

Instead of using the integratedi@irence between the profiles, one can also calculate
the impact on parameters describing the line profile. Figu2® shows the dlierences
of the four line profile shape parameters equivalent widW)Eull width at half max-
imum (FWHM), Doppler shift at of the line core, and of the liwengs (cf. Sects. 6.2.2
and 6.3.2) between fierently obtained profiles of the kF&ne at 617.3 nm for all spectral
types considered. The colour code is analogous to Fig. 6=Ryures B.27 and B.28 in
Appendix B show the corresponding plots for the other twaspélines considered. For
the EW and the FWHM thefiect of the thermodynamic modifications is usually negative
(shallower and narrower lines), while the impact of the Zaemtect is positive (broader
lines). The &ect on the &ective Doppler shifts is more complicated and highly depen-
dent on rotation velocity. Again, thefect of the modified thermodynamical structure is
negligible only in the M-star simulations, while it is donaint in F- and G-type stars.

6.4 Test case: two-component measurement of the mag-

netic field
In Sect. 6.3, theféects of the magnetic field on the profiles of spectral linesviresti-
gated. In this section, it will be shown that thegi@ets can impair the measurement of the
magnetic field. A simple two-component model is applied iteorto fit the two magneti-
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Figure 6.25: Diterences between parameters dfatently obtained line profiles. The
black trianglesepresent the flierences between the profiles of the 500 G runs with Zee-
man dfect and the profiles of the non-magnetic runs; tbe diamondsepresent the
difference between the line profiles of the 500 G-run without Zeediect (see text) and

of the non-magnetic run ; thielue squaresepresent the élierence between the 500 G-
run profiles with and without Zeemaifffect;solid linesconnect the symbols representing
profiles with v, sini = 7.5kms?! (¢ = 0.2,i = 60), dotted linesconnect symbols
representing profiles without rotation.

cally most sensitive of the lines considered (i. e. thelifie at 2223.3 nm and the kFéne

at 617.3nm) in the 500 G run of the KOV star simulation. Thisdelaassumes that the
magnetic structures on the stellar surface have a magneticstrengthB, and a filling
factor, f. The remaining surface fraction-If, is assumed to be field-free. Consequently,
the spectral line can be fitted by a superposition of the sg@idate originating from the
magnetic component, weighted with and from a non-magnetic component, weighted
with 1 f. Usually, the input spectral lines for this method origenfitom 1D models (e. g.
Anderson et al. 2010). However, in this test case, the inpec¢tsal lines were obtained
by a full 3D calculation including disc integration. Thelfaling two setups were used:
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6 Synthetic spectral lines

e Setup luses one snapshot of the non-magnetic KOV simulation ad,ingu the
influence of the magnetic field on the atmospheric strucsreeglected. The line
calculation withSPINOR was performed on the 3D structurg, , o, v), assuming
a homogeneous vertical (height-independent) field witlhowsr strengths between
0G and 3kG to generate a “grid” of input spectra. The step éngitid is 250 G.
Between these points, an interpolation was used. Testieglel precision 10 G
for this interpolation.

e Setup dises one snapshot of the KOV simulation vBgh= 500 G as input. The area
was divided into magnetic and non-magnetic parts accorirsgreference (verti-
cal) optical depthrr e, and a threshold value of the magnetic fiddd;: every point
(%, y) with B(tres, X, ¥) > Byes belongs to the magnetic part of the atmosphere and all
other points to the non-magnetic part. However, instealdeirthomogeneous mag-
netic field (simulation result), a homogeneous, verticaight-independent) mag-
netic field of various strengths between 0 G and 3 kG was agstomelculate the
line profile from the magnetic component, while the non-n&igriine component
was obtained from the non-magnetic part of the box with the get to 0. Con-
sidering the formation height of the lines (which range frabout logrg = —-0.5
to logrr = —3.0 in this star) and the bimodal distribution of the magnegtdfi(cf.
Figs. 3.17 and 3.18 in Sect. 3.2), a reasonable choice fawihesference values is
(Bret, l0gTrref) = (500G, —1.5), which will be applied in the following.

For simplicity, the inclinationi, the diferential rotation parameter, and the rotational
velocity v,; Were assumed to be known £ 60°, @ = 0.2, v,x = 5.77kms?, hence
vt Sini = 5kms?t). For real measurements, these parameters are additieeabdra-
meters to be fitted. After the superposition of the line pegfibf the two components,
a wavelength shift corresponding to a Doppler shift of up @ & s* was allowed to
optimise the fit.

Figure 6.26 shows the result of the two setups in Baé-plane along with an ap-
proximation to the simulation result (from which the spettine originates). As the real
simulation result (as well as a real star) is not fully ddsedi by a height-independent
two-component model, there is no ideal solution of the fitfparameter® and f. The
black curve shown in the figure represents the medd whereB(x,y, rr) > 500G and
the area fraction wherB(x,y,7r) > 500G for O > logrr > —3. For the rest of this
section, these values are just caldnd f in analogy to the fit parameters, which try to
represent them. At a first glance, Setup 1 might appear torbewbat closer to the “real”
values ofB and f. The result for the Tiline of (B, f) = (1.66 kG 0.28) is close to the
(B, f) of the simulation at the optical surfacB, (f) = (1.73 kG 0.32). The result for the
iron line, B, f) = (1.52kG 0.30) is also not too far f6 these values. However, one has
to take into account the formation height of the spectradinThe lines both form over a
height range, but are most sensitive to the conditions ifetyer around logg = —1.5. As
described in Sect. 3.2, the magnetic field is strongly heigpiendent. At logr = -1.5
the KOV simulation withB, = 500G has a lower field strength and a higher filling factor,
namely B, f) ~ (1.19kG 0.49). For the iron line, these values are matched quite nicely
by Setup 2, which gives, f) = (1.25 kG 0.50). For the Titanium line even the result of
Setup 2 is quite farfd: (B, f) = (1.22kG 0.37). In both cases, however, Setup 2 gives
better results foB and f than Setup 1.
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Figure 6.26: Result of two-component fits of spectral linesf the KOV simulation
with B, = 500 G in theB-f plane. Setup 1 is indicated by squares, setup 2 by crosses;
blue symbols are the fit results for the IHene at 617.3 nm, red symbols for the1Ti

line at 2223.3nm. The black curve represents the rugBeX, y, Tr))s(xy.-x)>500c and
f(B(x,y,7r) > 500 G) in the simulation from logz = 0 to logrg = —3 (some values

are indicated). Grey contours indicate curves of congBant The big diamond sym-

bol corresponds to the approximate position of the simutaitn theB-f plane (further
explanations in the text).

Often, instead of B, f), the producB f is given for measurements in real stars, as it
is supposed to be more stable (cf. Reiners 2012). In Fig. @iR&s of constarB f are
indicated. The “real value” oB f is between 500 and 600 G (owing to local small-scale
patches of reversed polarity it is not exactly 500 G) and alnmadependent of height.
The value at logr = —1.5 is 581 G. The two-component fits generally underestimate
Bf by 20—-30%. The only exception is the Hae in Setup 2 Bf = 625G). For the
measurement dB f, both setups have similar errors.

As discussed in Sect. 6.3.4, thiéeets of the modified thermodynamical structure are
strongest in the F3V and G2V star. Hence, the test case peesienthis section for the
KOV star does not present the most extreme case of a systesnadr in a magnetic field
measurement introduced by line weakening, modified commeefiows, and optical sur-
face structure. But even in the moderate case of the KOVtb&&field is overestimated by
more than 30%, and the filling factor is underestimated bghbu40%. As theseféects
can be explained by the unaccounted 3i2es in Setup 1 (which are partly included in
Setup 2), it seems rather coincidental that the valuesmddanvith Setup 1 are relatively
close to the values d8 and f at the optical surface (where the line shows almost no re-
sponse to the magnetic field) and that the fit valu® éfunderestimates the value most
closely representing the simulation by only 20%. It is beytme scope of this thesis, to
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analyse the impact on magnetic field measurements in moaé detl for other spectral
types.
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7 Conclusion

7.1 Brief summary of the results

In this thesis, the near-surface convection of main-secpistars with spectral types F3V
to M2V was analysed. Special emphasis was given to fileeteof a moderate magnetic
field (signed average of up to a 500 G) on the convection. Infdhewing, the main
results are listed:

¢ All simulations show qualitatively similar convection pans at and below the op-
tical surface with hot extended upflows and a network of fasb) downflows.

e Although the mechanisms that drive and shape the conveat®rsimilar in all
simulations, the dierences in stellar parameters (a factor of 5 in the grawvitati
acceleration and a factor of 2 iffective temperature) entailféierences in granule
size and shape, intensity contrast, flow velocities, sujpabaticity, etc. The highly
non-linear temperature dependence of the opacity (inqueti its low temperature
sensitivity between 4000 and 5000 K) causes sorfferénces in the atmospheric
structure (e. g. “hidden” granulation) in stars cooler tHaSun and is responsible
for a strong limb darkening and bright vertical vortex stuses in K stars.

e The magnetic field is advected into the downflow lanes where dompressed
by the flows. The magnetic flux concentrations impede hotaonflows into the
downflows and become patrtially evacuated; the externalgaspre is balanced by
the sum of gas and magnetic pressures in the flux concemsatidhis evacuation
entails local depressions of the optical surface. The depthese depressions is
strongly decreasing along the model sequence from hot tbstaxs. The typical
field strength in the magnetic flux concentrations amourasésv kG (at the optical
surface) and is rather independent of the amount of flux @vi@land of stellar
parameters (within the considered parameter range).

e The magnetic flux concentrations appear as bright or danktsires depending on
their size and the position on the stellar disc. On F, G, anthksssmall flux con-
centrations are bright because they are radiatively hehtedgh their side walls.
This mechanism is irfécient if the radius-to-depth ratio is large. Larger flux con-
centrations therefore appear dark on F, G, and K stars. Oraid #ste local depres-
sions of the optical surface in the magnetic flux concemnatiare rather shallow
and most of the magnetic flux concentrations appear as daidne
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e Forthe non-magnetic simulations the limb darkening do¢stnongly deviate from
the limb darkening of a 1D atmosphere of the same spectral tYpe limb dark-
ening strongly diers between magnetic and non-magnetic simulations: aglegen
larger magnetic flux concentrations become bright neaitfig the limb darkening
is reduced in the magnetic simulations.

e The profiles of three spectral lines were calculated for iIsd\anapshots of each
simulation. For disc-integrated spectra, a small influesicdifferential rotation
on the shape of the line profiles was found. In the magnetialsitions, the line
profiles are &ected not only by the Zeemaiffect, but also by the modified flows
and thermodynamical structure in the magnetic flux conegéotrs.

e Inatest case it was shown that the magnetic field is overastoby two-component
models which neglect theffects of the magnetic field on the thermodynamical
structure.

7.2 Relevance for stellar physics

For the Sun, it has been shown that comprehensive 3D MHD atioak can help to inter-
pret observational data and that the observations canpte s&tent, provide evidence for
the validity of the simulations (cf. Carlsson et al. 2004|l&eet al. 2004, Shelyag et al.
2007, Cheung et al. 2008, Bello Gonzalez et al. 2009). Fos sther than the Sun, where
no spatially resolved observations are available, suchrgadson between observations
and simulations is much morefficult and consequently the way in which one can learn
from it is less direct. Nonetheless, there are various icagilbns of the results presented
in this thesis for stellar astrophysics.

The simulation results presented here were calculated avithipolar and initially
vertical magnetic field. For solar simulations this is theitel numerical setup to model
mature plage regions or weakly magnetised “quiet sun” (agtwnd intranetwork) with-
out strong emergence of magnetic flux (cf. Vogler et al. 20@9)hough large parts of
the solar photosphere can be described by this setup, thrgence of new flux is essen-
tial in the formation of active regions with bipolar strustland of sunspots (cf. Cheung
et al. 2010, Stein and Nordlund 2012). It is very likely thatxfemergence takes place
on other stars as well, and many observations indicate tis¢éeexe of temperature in-
homogeneities interpreted as starspots on starsfi@rent types (cf. Strassmeier 2009,
Reinhold et al. 2013). More simulations of various setupstius needed to study these
different aspects of stellar magnetism (cf. Sect. 7.3).

Consequently, the results presented in this thesis arajfistt step towards under-
standing stellar surface magnetoconvection. The intedraght from the Sun is, for
instance, more strongly influenced by small-scale magffesitires like magnetic bright
points or faculae than by the relatively rare sunspots (afl & al. 2012). For rather in-
active stars, the magnetoconvection of plage and “quiet+®gions is hence probably a
very important aspect of the magnetic structuring of thetp$ghere.

Although the simulations presented here only show partsefrtagnetic phenomena
which are structuring the atmospheres of stars, they peansights in the relevant phys-
ical processes which influence the observable signals dpddestimate the magnitude
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of this influence. In the following, I outline a few examplekish show the importance
of the results presented, which also motivates the outloeggnted in Sect. 7.3:

¢ Magnetic field measurements using Stokes Recently, many measurements of
the magnetic field in various types of stars have been rep@see Reiners 2012).
Most of these measurements neglect a possible correlatimvekn magnetic field
strength and atmospheric structure and just assume a 13 plm@ with a height-
independent magnetic field, which only acts on the speatraslby virtue of the
Zeeman ffect. Although this method can reproduce some observedrapesty
well (cf. Reiners and Basri 2007), the shortcomings of isiagptions are obvious:
all local modifications in the atmospheric structure causgdhe magnetic field
are disregarded. It has been shown in this thesis that, defean the large-scale
distribution of the magnetic field and especially on the spétype and the spectral
lines used, these modifications can become crucial. Bué ther also cases (e.g.
the M stars at moderate field strength), where the impactngpeoatively small.
The results presented in this thesis and the future worldo@séhis project can thus
help to distinguish between more and less reliable magfielicmeasurements on
physical grounds and help to improve these measurementelpossible inclusion
of some relevant indirectiects of the field on the spectral lines.

e Spectropolarimetry and Zeeman Doppler imaging (ZDI).Similarly to the Stokes-
| measurement of the magnetic field, also ZDI generally agsutine same atmo-
spheric structure for all values of the magnetic field sttenBosén and Kochukhov
(2012) showed that the reconstruction of magnetic fieldsowl spots with ZDI
fails if the temperature is not simultaneously reconse&dctHowever, the results
presented in Sect. 3.3 show that even a magnetic field distiibwhich is homo-
geneous on scales resolved by ZDI can result in correlabehseenT andB (on
scales much below the resolution of a spatial temperatwanstruction). More-
over, the magnetic field is strongly correlated with the g#iofield, which means
that the spatial resolution of ZDI (which relies on the Dagpiffect), is reduced.
With the disc-integration method described in Sect. 6.1 ars#t of simulations
with different magnetic field strength and direction, it is now pdesibprovide ar-
tificial time-dependent spectropolarimetric data with @hzDI reconstruction can
be tested and possibly improved.

e Calibration of stellar parameters and abundances.The diference in limb dark-
ening or spectral line profile shape between magnetic anehrmaggnetic simula-
tion runs of the same spectral type is often comparable tdlitfierence between
different spectral types (without magnetic field). Even if thegnsic field is
not detectable, it might strongly influence spectral cfasgion and abundance
analysis. Asplund et al. (2009) showed that taking into entdhe dfects of
three-dimensional hydrodynamical simulations (rathanth one-dimensional at-
mosphere) already has a strong impact (about 0.2 dex in helawyents) on the
deduced elemental abundances of the Sun. Including a mad@e&t might have
an additional &ect of similar magnitude on stars. The results presentdusritie-
sis with the comparatively coarse treatment of radiatimagfer might not be ideal
for detailed abundance analysis, the simulation resultsindd can perhaps still
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improve the spectral classification and determination o&dipeters of active stars
as they indicate, which changes in the observable signaltadre expected if the
star harbours a substantial magnetic field.

e Exoplanet detection and characterisation.Active stars are much more spectro-
scopically and photometrically variable than inactiverstaThe so-called stellar
jitter caused by magnetic fields can impair the detection @ratacterisation of
extrasolar planets (cf. Cegla et al. 2013). Sect. 6.3.3tildes that the modifica-
tions of the convective flows can induce radial velocity signn the disc-integrated
spectra, which probably vary with rotation phase if the neigrfield distribution
in stellar longitude is inhomogeneous. These signhals haveetunderstood and
disentangled from signals that might be caused by the drbié&on of a planetary
companion. Moreover, the magnetic field has a strong impatii®limb darkening
(see Sect. 5.2), which is important for the characterigatiotransiting extrasolar
planets. In return, the multitude of planet transits of wahiigh signal-to-noise-
ratio lightcurves are available (e.g. from the Kepler andRG® satelites), might
help to measure the limb darkening of stars, which could igeinsight in their
magnetically induced surface properties (faculae, moreg, but also spots).

7.3 Outlook

The results presented are an important step towards a mtagedeunderstanding of
surface magnetism in stars. As already pointed out in Setttlre possible applications
of the results are varied and consequently there are méieyetit directions for the future
work based on this project.

One possible and very crucial direction is to extend the &tians for the stellar types
already available and usefidirent setups. This can include the modelling of starspats, fl
emergence, but also the small-scale dynamo. In short,eadifferent setups which have
been used for solar MHD in recent years can also be used dar 3D to complete the
picture of comprehensively simulated magnetic surfacepmena.

As soon as dferent magnetic configurations including spots have beenlated, a
detailed comparison to observational data is a relevant step. The direct fitting of
observational spectra with synthetic spectra generated fhree-dimensional model at-
mospheres including a non-trivial global configuration leé tmagnetic field is a highly
degenerate problem and rather beyond the scope of appiisaftdr such simulations.
However, a statistical analysis offtérently active stars might help to identify more and
less likely magnetic field configurations. The simulatiowsild, for instance, answer
the question whether a large spot, covering a substandietidn of the surface of a star
(see Strassmeier 2009, for some examples) is more likelyposad of many small units
(smaller spots, pores, afod micropores) or rather of a single large starspot. Moregove
these simulations provide a basis to test, validate, ancteaky improve inversion meth-
ods used by observers (such as ZDI, cf. Sect. 7.2).

Another important step for the next few years will be to im@dhe code and the
tables (especially for the opacities) in order to be moré¢abie for the conditions on
stars considerably cooler and denser (or hotter and lessefi¢han the Sun. Cheung
and Cameron (2012) extended tti@RaM code to include Hall currents and ambipolar
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diffusion, the two most importantfects in a weakly ionised plasma that are not covered
by the MHD formalism given in Sect. 2.1.1. Other steps thaghhbe important would

be to include rotation (at least for large computationald®)xradiative heat flux through
the bottom boundary (for the hot end of our model sequenoe) esentually a realistic
transition from a plasma to a neutral gas and possibly thedtion of condensates (dust,
clouds, etc.). The latter twatects will become important if one aims at modelling even
cooler stars and finally brown dwarfs.

This motivates another possibility to extend the studygme=d here: the extension of
the model sequence in the stellar parameter space. Hydaodgal simulations (without
magnetic fields) have been done for a much wider range ohsfgdirameters than pre-
sented in this thesis, including red giants and white dwasfsell as very metal-poor stars
(e.g. Ludwig et al. 1994, Collet et al. 2007, Trampedach .e2@13, Magic et al. 2013).
In all these stars, magnetic fields are expected to play aoriiat role and eventually it
will be necessary to run analogous simulations includingmedic fields.

There are many problems in solar and stellar physics whittkast not fully solved.
The list includes dynamo action forftkrent Rossby numbers, the heating of the solar
corona, the predictability of the solar cycle, magnetic-ptanet interactions, the impact
of stellar activity on habitability of planets, etc. In orde eventually solve at least some
of these issues, it is very important to combine the resulisraethods from dierent dis-
ciplines. Comprehensive three-dimensional simulatiorsaa ideal bridge between the
idealised theory on the one hand, and the nofiesi@d, often ambiguous observationally
obtained results, on the other.
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A Horizontal averages

We consider temporally and horizontally averaged quastito study the mean stratifi-
cation of the six simulated stars and compare them to 1D msod@kepending on the
context, the sensible “horizontal” average is an average surfaces of constant geo-
metrical depth, (Rosseland) optical depth, or (gas) pressienoted by:-), (-)-, Or {-)p,
respectively. The average. sensible for the layers around the optical surface and in the
photosphere (especially for quantities involving the egeat intensity), while the aver-
age(-), is more relevant for the convective, deeper layers, whegesttatifications are
nearly adiabatic and largely independent from the radciafield. Howeverz is highly
impractical as a coordinate scale for comparing simulatioinstars of various spectral
types, since the pressure scale height varies by more theria bf ten between the six
simulated stars presented in this paper (cf. Fig. 3.8). dfbeg, we use the logarithm of
the normalised pressu{@),/po as a more suitable depth coordinate (whgye= (p),-1

is the average gas pressure at the optical surface) tadtesdepth dependences of quan-
tities averaged on ispsurfaces. This should not be confused with an average oacasf
of constant pressuré,,,.

The average$). and(-), are defined as horizontal averages of a quantity orriso-
and isop surfaces, respectively. For the averdgg, which is rarely used in this article,
there is the problem that sometimes igsurfaces cannot be unambiguously defined since
strong deviations from hydrostatic equilibrium in regiongh Mach number of order
unity can lead to a locally non-monotonic depth-dependaridbe gas pressure. Our
iIso-p surfaces are the deepest surfaces on which the pressuraessthe given value.
This arbitrary choice does not significantly influence theults for the isop means in
the simulations, except for the surface layers of the F3\Wkition where the flows are
mostly sonic and supersonic (cf. Fig. 3.5).

Figure A.1 shows the rms fluctuations of the geometrical ldept surfaces of con-
stant optical depth (left panel) and pressure (right paeeh measure of the corrugation
of these surfaces. Due to this corrugation of the psand isorr surfaces, profiles of
guantities averaged in theftBrent ways described above are not just distorted versions o
each other, but can show a significantlffeiient depth-dependence of the same quantity.
The diferences between the three averaging methods are expediedidmest in the
F- and G-type simulations, for which the corrugation of the{p and isorr surfaces is
strongest.

The left panel of Figure A.2 shows a vertical cut through soifrtbe isop and isorr
surfaces in the G2V simulation. Note that in the opticalintipper part of the simulation
domain, the isgp-surfaces follow the isay surfaces. Although this is observed in all six

1This appendix section has been published as Appendix A inrhiee version of Beeck et al. (2013a)
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Figure A.2: lllustration of the dierent averaged.eft panel: Vertical cut through a part
of the G2V simulation domain. Surfaces of constant optiegtd (solid, red curves)
and constant pressure (dashed, blue curves) are indi¢atednderlying grey-scale im-
age illustrate the density (normalised by the horizontahm{g),). Right panel:Run of
the horizontally averaged temperature vs. averaged peegsthe G2V simulation for
the diferent averageé), (dotted, black)(-). (red,solid), and-), (blue, dashed); as a
reference the position of sorm@&ndr values is marked.

simulations, this ffect is most prominent in the G-type star (see discussiongpf¥Fil in
Sect. 3.1.3). In the optically thick part, the temperatunetfiations determine the shape
of the isoty surfaces, since the opacity is highly temperature-sersitithis regime. The
Iso-p surfaces, however, become almost flat planes in the degpeslaince the density
contrast and deviations from hydrostatic equilibrium éase with increasing depth.

The right panel of Figure A.2 illustrates theffdirent depth dependences of tempera-
ture, T, for the three dierent average§),, (-);, and(-),. As for most of the figures in
this paper, the gas pressure (here without normalisatias) wsed as depth coordinate.
For (T), and(T),, the pressure varies along the surfaces over which the garésger-

166



A Horizontal averages

formed. The depth coordinates are therefore averages #éhesssnamelyp), and({p).,
respectively, in these cases. As expected, tiferd@nces between thefidirently averaged
temperature are largest at the optical surface and all Hueeages converge at large op-
tical depth (logrr = 4). As the deviations from hydrostatic equilibrium are snrathe
subsurface layerg;), stays close t@-),. The averagé ). deviates more strongly near the
photospheric transition since the big temperature flueinatgovern the opacity and thus
lead to strongly corrugated iso-tau surfaces. In the athnergp the deviations between
different averages of temperature become smaller with heigpedally(T), = (T)-, in
these layers as expected, because the mafaces roughly follow the isp-surfaces.

If one aims at comparing 1D and averaged 3D results, one hakddnto account that
a 1D model does not have corrugated tssurfaces. Profiles of quantities which change
rapidly at the photospheric transition have a steep gradietD models comparable
to the local gradient in a 3D simulation. As the depth of thetpbpheric transition
varies across the surface in a 3D simulation, these strara ¢padients are smeared out
and the similarity between 1D and averaged 3D results isuvbd¢if a plain horizontal
average(-), is used. The average, is more appropriate in these cases for a comparison
between 1D and averaged 3D profiles. This average howeverchadevance below the
photospheric transition, wheke, is more useful. For the stellar parameters used in our
simulations, th&-), average seems a good compromise between the two other ianerag
methods for comparison with 1D models as it is convergingrols-). in the atmosphere
and towards-), in the convection zone.

In order to obtain the temporally averaged profiles preskimehis paper, first one
of the horizontal averaging methods described above wakedpjo several snapshots
with a time separation of 5 — 7 minutes, depending on the 3taen, for each quantity
and at each depth point, the values of thedent snapshots were averaged. The time-
dependence of the horizontal averages of most quantit@srwonsideration (such as
p, o, etc.) was found to be very small, so that we found a small rmrmabsnapshots to be
suficient for a sensible temporal average. The mean profilegpres in this article are
averages over six snapshots each.
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Figure B.3: Same as Fig. 3.21, but for the K5V and MOV simoladi
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Figure B.8: Same as Figs. 3.32 and 3.33, but for the KOV sitimia
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Figure B.9: Same as Figs. 3.32 and 3.33, but for the K5V sitima
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Figure B.10: Same as Figs. 3.32 and 3.33, but for the MOV sitian.
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Figure B.11: Same as Figs. 3.34 and 3.35, but for the F3V star.
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Figure B.13: Same as Figs. 3.34 and 3.35, but for the K5V star.

181



B Additional figures

MOV, hydro. MOV, B, = 100 G MOV, B, = 500 G
v,(z = +136 km) / v,(2z *ﬁglgﬁﬂkt\% o "é" a6 v,(z= ?12§}m§i )
N 2 5 o TR T

v, [km s™]

Whor! [km s7']

36%
3
348

3z

0 1 2 0 1 2 0 1 2

MOV, B, = 100 G

MOV, B, = 500 G

0 1 2 0 1 2
x [Mm] x [Mm]

Figure B.14: Same as Figs. 3.34 and 3.35, but for the MOV star.
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Figure B.15: Maps of the local gas pressure onigaurfaces of a region from the KOV
simulation withBy, = 100G and one from the M2V simulation witB, = 500G (cf.
Fig. 3.40).
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Figure B.16: Maps of the local density on isp-surfaces of a region from the KOV
simulation withBy, = 100G and one from the M2V simulation witB, = 500G (cf.
Figs. 3.40 and B.15).
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Figure B.17: Maps of the local Rosseland opacity onigsurfaces of a region from the
KOV simulation withBy = 100 G and one from the M2V simulation wiy = 500 G (cf.
Figs. 3.40, B.15, and B.16).
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Figure B.18: Average densityftierence between the 500 G and non-magnetic runs in up-
and downflows of the F3V, G2V, KOV, and M2V simulations.
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Figure B.19: Extreme values (solid), standard deviatiohsttéd), and mean value
(dashed) of the intensity of all simulation runs over the@®@8imulation time steps which
were the basis for most of the analysis in this thesis. Aémsities are normalised to the
mean intensity of the respective simulation. The colourecisdhe same as in Fig. 3.24:
black= non-magnetic run, dark red 20 G run, greer= 100 G run, light violet= 500 G.
The “spikes” in the maximum value of the non-magnetic KOV\K&nd MOV simulations
are caused by strong vertical vortices (see Sect. 4.2.2).
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Figure B.20: Same as Fig. B.19 but in normalised intensitytdiationsi of Eq. (4.1).

Note that since the standard deviation dependBpespecially in the M stars, the dark
regions on the M2V star have a highevalue in the 500 G run than in the 100G run,

although they are actually darker (cf. Fig. B.19).
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Figure B.22: Same as Fig. 5.5, but for the F3V, KOV, K5V, andMmulations.
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Figure B.24: Same as Fig. 5.7, but for the F3V, G2V, K5V, andWM\imulations.
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Figure B.26: Same as Fig. 6.22 but for the G2V, K5V, and MOVidations.
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Figure B.27: Same as Fig. 6.25 but for therkee at 616.5 nm.
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Figure B.28: Same as Figs. 6.25 and B.27 but for thdifie at 2223.3 nm.
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