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Abstract

In summer 2014 the European Rosetta mission arrived at comet 67P/Churyumov-Gera-
simenko and will stay close to the comet during its orbit around the Sun. Comets are
kilometre-sized objects consisting of dust and ices. As the comet approaches the Sun so-
lar insolation leads to the sublimation of these ices and an cometary atmosphere is formed
which interacts with the impinging solar wind. The Rosetta Plasma Consortium (RPC), a
suite of plasma instruments onboard Rosetta, will study this interaction and the evolution
of the plasma environment at different cometary activity levels from close by. Various
structures and boundaries within this environment such as the bow shock or the diamag-
netic cavity will be the point of interest for RPC. For successful measurements a careful
preparation of Rosetta’s trajectory is required. The aim of this thesis is to make predic-
tions about the location of the various plasma structures and boundaries to support the
mission and to ensure its scientific success.

These predictions are obtained by means of analytical models and numerical simu-
lations, i.e. the A.I.K.E.F. (Adaptive Ion Kinetic Electron Fluid) code. In parallel the
processes which lead to the plasma interaction and the structures in the cometary plasma
environment are analysed.

Since Rosetta’s arrival at 67P/Churyumov-Gerasimenko the comet is weakly active
due to a faint insolation. A first study shows that at this activity level the interaction
is dominated by the cometary pick-up ion tail which is populated with cometary ions
performing a cycloidal motion. Furthermore, it is found that along this tail a repetitive
Mach cone is triggered.

In a second study the close vicinity of the comet is analysed. There the cometary pick-
up ion tail and the footpoint of a Mach cone is found. In addition, this work investigates
a low frequency wave pattern which is analysed and a first preliminary comparison to the
RPC magnetometer data is conducted, in which a similarity to the waves in the hybrid
simulations is observed.

Close to the perihelion, the cometary activity will reach its maximum and the Mach
cone will be transformed into a bow shock. In a third study the position of this bow
shock is analysed by means of various models. A comparison reveals a major difference
between the fluid models and the hybrid model concerning the instantaneous pick-up of
the cometary ions. Due to the more realistic description of the pick-up in the hybrid
model, the bow shock is much closer to the comet than expected before. In addition, a
strong dependency of the bow shock position on the solar wind parameters is found.

In the fourth study the innermost coma is analysed. For the first time ever, a global
hybrid simulation is able to resolve this region sufficiently to allow for an investigation
of the plasma boundaries in that region, i.e. the diamagnetic cavity and the cometary
ionopause. A shift of the entire interaction region as well as of all related structures and
boundaries therein away from the Sun-comet line is found. In addition, this study predicts
the presence of three distinct cometary ion populations at the innermost boundaries.
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Kurzzusammenfassung

Im Sommer 2014 ist die europäische Raumsonde Rosetta am Kometen 67P/Churyumov-
Gerasimenko angekommen und wird ihn bei seinem Umlauf um die Sonne begleiten.
Kometen sind kilometergroße Himmelskörper, welche aus Staub und Eis bestehen. Wenn
sie sich der Sonne nähern sublimiert das Eis durch Sonneneinstrahlung, und es bildet
sich eine Atmosphäre aus. Diese wechselwirkt mit dem anströmenden Sonnenwind.
Das Rosetta Plasma Consortium (RPC), ein Verbund von Plasmainstrumenten an Bord
von Rosetta, wird diese Wechselwirkung und deren Entwicklung aus nächster Nähe un-
tersuchen. Dabei werden auch die verschiedenen Strukturen die durch diese Wechsel-
wirkung entstehen, wie zum Beispiel die Bugstoßwelle oder die diamagnetiche Kavität,
für RPC von Interesse sein. Erfolgreiche Messungen dieser Strukturen verlangen jedoch
eine sorgfältige Vorbereitung. Das Ziel dieser Arbeit ist die Vorhersage der Positionen der
verschiedenen Strukturen und deren Eigenschaften um die Rosetta Mission vorzubereiten
und somit den wissenschaftlichen Erfolg zu ermöglichen.

Diese Vorhersagen werden in der vorliegenden Arbeit mit Hilfe verschiedener Mod-
elle, hauptsächlich aber mit numerischen Simulationen mit dem A.I.K.E.F. Programm
(Adaptive Ion Kinetic Electron Fluid), erstellt. Gleichzeitig werden auch die Prozesse
untersucht, die zu der Plasmawechselwirkung führen, um so ein möglichst detailliertes
Verständnis über den Kometen zu gewinnen.

Seit Rosettas Ankunft hat der Komet auf Grund der geringen Sonneneinstrahlung nur
eine geringe Aktivität. Die daraus resultierende Wechselwirkung wurde in einer ersten
Studie untersucht, und es zeigt sich, dass die Wechselwirkung vom kometaren Ionen-
schweif dominiert wird. In diesem bewegen sich die Ionen auf einer Zykloidenbahn.
Entlang dieser Bahnen werden wiederholt Machkegel angeregt.

In einer zweiten Studie wurde dann die nähere Umgebung bei dieser schwachen Aktiv-
ität erforscht. Dort findet man neben dem Anfang des kometaren Ionenschweifes und des
Machkegels auch ein Wellenmuster, welches detailliert untersucht wird. In einem ersten
Vergleich mit den Daten des RPC-Magnetometers zeigen sich ähnliche Wellen.

In der Nähe des Perihels wird die Aktivität des Kometen ihr Maximum erreichen und
der Machkegel wird in eine Bugstoßwelle übergehen. Die Position dieser Struktur wird in
einer dritten Studie untersucht. Ein Vergleich zeigte einen deutlichen Unterschied zwis-
chen den Flüssigkeitsmodellen und dem Hybridmodell im Bezug auf die Beschleunigung
der kometaren Ionen. Auf Grund der realistischeren Beschreibung im Hybridmodell ist
die Bugstoßwelle deutlich näher am Kometen. Zudem zeigten die Hybridsimulationen,
dass die Position der Bugstoßwelle sehr stark von den Sonnenwindbedingungen abhängt.

In einer vierten Studie wird zum ersten Mal eine globale Hybridsimulation vorgestellt,
die die innere Region so gut auflösen kann, dass eine Analyse der Plasmagrenzschichten
in dieser Region möglich wird. Dabei zeigt sich, dass die komplette Wechelwirkungsre-
gion eine Asymmetrie zur Sonnen-Kometen Linie aufweist. Zudem werden in den inner-
sten Grenzschichten drei verschiedene Gruppen an kometaren Ionen identifiziert.
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1 Introduction

An Ariane flight lifted off on 2nd March 2004 carrying with it the Rosetta spacecraft
on the start of its 10 year journey to comet Churyumov-Gerasimenko, which is a small,
kilometre-sized, object in the Solar System consisting of dust and ice. At large distances
to the Sun comets are inactive and hardly visible from the Earth, but when such a comet
approaches the Sun, solar radiation leads to the sublimation of the ice and the comet be-
comes active. The gas, consisting mainly of water molecules emanating from the nucleus,
forms an extended neutral cometary atmosphere, the coma. In addition, the fast stream-
ing gas transports dust particles away from the nucleus into the coma. These processes
describe active comets which are sometimes visible from the Earth to the unaided eye and
have been fascinating mankind since thousands of years. A famous example is the Bayeux
Tapestry, which tells the story of the conquest of England by William the Conqueror in
1066. It shows a comet at the firmament on the eve of to the crucial battle of Hastings.

Nowadays, scientists study comets in order to understand the formation of planets
and the source of water on Earth because it is believed that comets are the least pro-
cessed objects in the Solar System. The European Rosetta spacecraft mission will try to
answer these important questions by observing comet 67P/Churyumov-Gerasimenko at
close range. Thereby Rosetta enters uncharted territory: for the first time ever the space-
craft has delivered a lander (Philae) onto the surface of a nucleus, the central part of a
comet. This was the first smooth landing performed on a nucleus, subsequently the lander
has been studying the surface of the comet and its interior. The other main goal of the
mission is the escort of the comet during its journey around the Sun. Consequently, the
Rosetta mission allows us to study the evolution of the comet from the inactive stages far
away from the Sun towards the active stages near the Sun. This is a great achievement in
contrast to all previous cometary spacecraft missions, which only performed flybys and
took snapshots of the comets and their environment.

The different aspects of the comet and its cometary atmosphere will be studied by
several instruments. Among these is the Rosetta Plasma Consortium (RPC), which is a
group of five plasma instruments, studying the coma and its interaction with the solar
wind, as will be discussed in great detail in this work. The interaction is triggered by
the ionisation of the neutral cometary gas within the coma, mainly by solar UV radiation,
and the impinging solar wind, a constant stream of charged particles from the Sun. The
newborn cometary ions are picked up by the solar wind and structures and boundaries are
formed in the plasma environment of the comet, e.g. the plasma tail. Figure (1.1) shows
a picture of comet Hale-Bopp and its plasma tail. The actual body of the comet, the small
nucleus, is not visible on this picture, however, the extended coma, the white dust, and
the blue plasma tail are clearly visible. Besides the plasma tail, several other structures
and boundaries will occur in the cometary plasma environment. They allow us to study

13



1 Introduction

Figure 1.1: A picture of the comet Hale-Bopp (C/1995 O1) taken on 4th April 1997, by E.
Kolmhofer and H. Raab from Johannes-Kepler-Observatory in Linz, Austria. The
coma and the dust tail are white whereas the plasma tail, which is orientated anti-
sunward, is blue. The image is published under the Creative Commons Attribution-
Share Alike 3.0 Unported license.

the interaction of the solar wind with the comet, and following this, to investigate some
of the properties of the comet and its activity. Consequently, RPC intends to contribute to
the success of the Rosetta mission.

Based on the limited knowledge of the cometary plasma environment prior to Rosetta,
such a mission and the measurements of the instruments, especially those of RPC, need
careful preparation. Since RPC is only able to observe the plasma properties in-situ, the
measurement of a plasma boundary is only feasible if Rosetta’s trajectory passes this
region of interest, the instruments are in a certain mode, and a sufficient data rate is
available. Hence, predictions of the positions of the plasma structures and boundaries and
their behaviour have to be made in advance. Because former cometary flyby missions
only visited stongly active comets, the interaction at inactive or weakly active comets
has never been observed before. Furthermore, the data obtained at the previous missions
revealed a large variety of positions of boundaries and structures as the properties of the
comets differ. This is why theoretical considerations and numerical models have to be
taken into account for the mission planning.

Consequently, the aim of this thesis is to study the behaviour of the plasma interaction
during the mission and the positions and behaviour of individual structures and boundaries
therein and to provide reliable predictions for interesting effects to be observed during the
Rosetta mission. These predictions allow the RPC to negotiate the trajectory and the
attitude of the spacecraft at the comet and the data rate with the other instrument teams.
By this, observations of a certain structure or boundary with appropriate pointing and
a sufficient data rate becomes possible. Hence, proper predictions are one of the key
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1.1 Comets

elements for the scientific success of the RPC instruments.
The introduction focuses on general aspects of cometary science. Among others, the

formation of comets and their evolution as known so far is discussed. In addition, a short
summary of plasma measurements performed by spacecraft that have visited comets so
far is given, as well as a portrait of the Rosetta mission, its target comet 67P/Churyumov-
Gerasimenko and its instrumentation. Finally, the planning process of the Rosetta mission
is described briefly.

The purpose of the second chapter is to give a detailed description of the processes
which have an impact on the plasma interaction. Furthermore, different plasma models
that are used at various places in this work are presented. Among these, one can find a
description of the A.I.K.E.F. code, a three dimensional hybrid plasma simulation model.
Because the A.I.K.E.F. code is the means of choice for the study of the cometary plasma
interaction, a very detailed description of the implementation of the cometary processes is
given. A justification for the advantages of the A.I.K.E.F. code in modelling the cometary
plasma interaction is given in the next two chapters, where various stages of the interaction
are discussed in great detail.

The third chapter discusses the initial interaction, i.e. the pick-up of the cometary
ions, due to which the solar wind is decelerated and the formation of structures becomes
possible. This pick-up process and the implications on the solar wind on very large scales
and on small scales in the direct vicinity of the comet for the very early stages of the
mission are discussed.

With an increasing activity of the comet, the comet triggers the formation of plasma
boundaries. Initially, a Mach cone forms behind the comet, which then transfers into a
bow shock when the gas production rate increases. The position and the behaviour of
the bow shock, the most sunward boundary in the cometary environment, are discussed
in this fourth chapter. Besides the bow shock, a diamagnetic cavity is expected close to
perihelion. This is a small magnetic field free space close to the nucleus triggered by the
cometary activity. The hybrid simulations presented in this chapter are the first global
hybrid plasma simulations which resolve this region. The details of this region and their
formation will be discussed in this chapter, as well as the surrounding cometary plasma
environment of the inner coma. This is especially important, since the Rosetta spacecraft
stays within this region most of time.

The fifth chapter focusses on the RPC science planning and describes how the RPC
measurements are planned with the help of hybrid simulations. Finally, a summary of this
work will be presented in the last chapter.

1.1 Comets

In general comets are kilometre-sized objects which consist of ice, organic and non-
volatile materials. It is assumed that these dirty snowballs are formed in the early phase of
the Solar System and orbit the Sun since those days (Whipple 1950). However, nowadays
the phrase dirty snowballs is criticized since water is probably not the dominant compo-
nent in the comet. This is why the phrase icy dirtball is used instead (Küppers et al. 2005).
Currently, different models on comet formations are controversially discussed, e.g. gravi-
tational instability and mass transfer scenario. Since the comet formation is not the focus
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of this work, but might have an impact on the observed activity of comets, only the most
promising model according to Blum et al. (2014) is briefly summarised.

It is assumed that the formation of comets happened in parallel to the formation of
planets, which took place about 4.5 to 4.6 billion years ago. In those days a protoplane-
tary disc orbited the early Sun (Morbidelli et al. 2012). In the beginning it consisted of
gas, which partially condensed to solid grains. The gas can condense to ice if the partial
pressure of the particular gas species exceeds the saturation pressure (Festou et al. 2004).
Thus, depending on the temperature distribution in the protoplanetary disc the elementary
abundances vary. In the inner part, atoms and molecules with higher condensation tem-
peratures can be found, e.g. calcium-aluminium inclusions or silicates, whereas water and
other more volatile materials can early be found beyond the snowline. In the early Solar
System the snowline for water was probably between a heliocentric distance of 1.6 AU to
2.7 AU1 (Lecar et al. 2006).

Induced by sticking collisions between the icy grains and dust grains, the size of the ag-
glomerates increases up to centimetre-size (Güttler et al. 2010), or decimetre-size for ice
(Gundlach 2013). At this size, a bouncing barrier prevents the further growth of the ag-
glomerates (Zsom et al. 2010). In order to allow a further growth of the agglomerates, the
relative velocities between the grains must decrease. This can be achieved by in a two-step
process (Johansen and Youdin 2007): Kelvin-Helmholtz instability or a streaming insta-
bility, and a gravitational instability. At first, depending on the local properties and the
heliocentric distance, either a Kelvin-Helmholtz instability or a streaming instability, or
both, are triggered in the protoplanetary disc (Johansen and Youdin 2007). Both instabil-
ities are mainly caused by the different speeds in the protoplanetary disc. Gas orbits the
Sun at a sub-Keplerian speed, whereas the agglomerates can either move with sub-Kepler
or Kepler speed. The first case is applicable as long as the agglomerates are small and
coupled to the gas. The latter case is true if the larger agglomerate are not coupled to the
gas any more. Thus, the larger agglomerates rotate faster than the gas which triggers the
instabilities. As a consequence, volumes with higher densities of agglomerates are formed
(Youdin and Goodman 2005). Due to the higher densities, the gravitational instability is
triggered and kilometre-sized or bigger objects are formed (Johansen and Youdin 2007).
However, as the gravitational forces are small, no compaction of the material takes places.
This is at least true for comets. As a consequence of this model, the object is built as an
agglomerate of dezimetre-sized ice grains and centimetre-sized dust grains. Furthermore,
the tensile strength of the surface layer which has to be exceeded by the gas pressure to
remove grains from the comet is only about 1 Pa (Blum et al. 2014). This is in contrast
to other models, such as the mass transfer model, which compacts the agglomerates and
leads to tensile strengths of about 1 kPa (Skorov and Blum 2012).

After the formation of comets and planets, a major change in the Solar System structure
occurred. Walsh et al. (2011) showed that Jupiter and Saturn can undergo a substantial
orbit change during 500 kyr. As a consequence, smaller objects, such as comets are scat-
tered. Nowadays, two major reservoirs for comets in the Solar System are known. The
first reservoir is the Oort cloud (Oort 1950). Observations of the orbital motion of Oort
cloud comets showed that these objects can have stable orbits with semimajor axes larger
than 10000 AU and an eccentricity close to one. In addition, any inclination is found for

1Astronomical Unit: 1 AU = 149597870691 m
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those comets. Based on this result, Oort (1950) suggested a large reservoir of cometary
nuclei at large heliocentric distances, the Oort cloud. The shape of that cloud is a spher-
ical shell with a minimum radius of 5000 AU (Stern 2003). Comets in the Oort cloud
might start their journey back into the inner Solar System, when a passing star or tidal
effects of the galaxy act on the nuclei (Festou et al. 2004). These comets are the source of
long-period comets, which have orbital periods of more than 200 years (cf. Dones et al.
2005, Prialnik et al. 2008).

The second reservoir is the Kuiper belt (Festou et al. 2004). The objects in this belt
are about 30 AU to 1000 AU away from the Sun. As known so far, the transition from the
Kuiper belt to the Oort cloud is fluent. However, in contrast to the Oort cloud, the belt
has the shape of a scattered disc (Stern 2003). It is supposed that the region contains the
debris of the planetary formation. It is further assumed that the average size of Kuiper belt
objects is above 50 km. Due to collisions between those Kuiper belt objects, which have
a much higher probability then collisions between comets in the Oort cloud, Kuiper belt
comets are formed (Stern 2003). Typically those comets have orbital periods below 200
years and are named as short period comets. It is most likely that these comets constitute
the majority of the Jupiter family comets, a class of comets captured by planet Jupiter
during one of their approaches to the Sun (cf. Festou et al. 2004).

It is generally believed that cometary nuclei contain the least processed material in the
inner regions of the Solar System. The Kuiper belt objects or comets in the Oort cloud
may contain more unprocessed material, but they are not reachable by modern spacecraft
and hardly visible from Earth. The main changes of the cometary material might occur
in the early evolution and when the comets pass the inner regions of the Solar System. In
the early phase, the cometary nuclei or Kuiper belt objects could be heated by radioactive
decay (Prialnik et al. 2008). One important source for this process is 26Al, which is a
short-lived radioactive material with a half-life period of about 7 ·105 years. The heating
leads to the melting of the initially amorphous water ice in the interior. Afterwards, the
interior cools down and crystalline water ice is formed. Prialnik et al. (2008) conclude
that the process only affects the comet, when the accretion timescale is comparable to that
of the radioactive decay. Thus, by an investigation of the interior of a comet, a timescale
of the comet formation can be estimated. Other processes which affect the cometary
material are collisions, at least in the Kuiper belt, where collisions between Kuiper belt
objects are more likely than in the Oort cloud. This changes the properties of the material:
A compression of material will affect the activity of the collision region, when the comet
enters the inner Solar System (Vincent et al. 2013b). In addition, also UV radiation or
space weathering can restructure the surface of the comet (Stern 2003).

The next important phase in the life of a comet is the passage of the comet through the
inner Solar System. While the distance to the Sun is decreasing, insolation heats the the
cometary surface. As reported by various authors, e.g. Keller et al. (1986) or A’Hearn
et al. (2011), the albedo of the comet nuclei is very low due to a surface of porous dust.
Lamy et al. (2008) measured the albedo of about 50 short period comets and found a mean
albedo of about 0.042. Hence, cometary nuclei are the darkest objects in the Solar System
and the absorption of light is very efficient. This triggers a heat wave propagating from

2The surface albedo of comets entering the inner region for the first time might be higher, but such a comet
and its albedo has never been observed. In addition, during the first approach to the Sun the water-ice
from the surface will evaporate and a dust layer will remain.
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the surface of the nucleus to the cold interior through the dust layer at the surface (Prialnik
et al. 2008). During the sublimation of ice or the crystallisation of amorphous ice, gases
are released (Prialnik et al. 2008). The depth of the heat wave propagation depends,
among others on the properties of the rotation axis of the nucleus3. Consequently, there
are diurnal and also seasonal changes. For example, Prialnik et al. (2008) discussed for
comet 9P/Tempel 1 that although the maximum surface temperature is reached next to
noon, the flux of water gas molecules at the equator reached its maximum on the dusk
side.

Another parameter of the heat wave propagation which has an impact on the local
activity is the thickness of the dust layer atop the surface. The released gas produces a
pressure beneath the dust layer. This pressure can detach dust agglomerates from the dust
layer if the gas pressure exceeds the tensile strength in the dust agglomerates. In case
the gas pressure is below the tensile strength, the thickness of the dust layer grows and
the cometary activity shrinks. However, the tensile strength depends on the size of the
agglomerates as found by Skorov and Blum (2012). This is why a minimum size of dust
agglomerates exists at which they can be lifted by the gas pressure at a certain heliocentric
distance (Blum et al. 2014).

The activity of a comet is detectable from Earth at distances closer than 5 AU (cf. Festou
et al. 2004). However, even further out, the cometary activity is not zero. For example, at
5 AU comet Hale-Bopp, shown in Figure (1.1), already had a gas production rate of about
Q ≈ 1028 s−1 (cf. Kührt 1999). At these large heliocentric distances the activity is not
driven by water but by more volatile gases, i.e. CO. Only at a distance of about 2.5 AU
and closer the water molecules can become the main driver for the activity. The actual gas
production rate, the main indicator for the comet’s activity, increases with a decreasing
heliocentric distance and differs between comets. The emanating gas forms a coma, the
extended neutral gas cometary atmosphere. Further details will be presented in Section
(2.3) because the coma, its structuring, and transient effects such as jet-like features are
important parameters for plasma models.

1.2 Cometary Spacecraft Missions and Observations of
the Plasma Environment

The first cometary spacecraft mission was carried out almost 30 years ago. At that time,
the International Cometary Explorer (ICE) visited comet 21P/Giacobini-Zinner (Smith
et al. 1986a). About a year later, the up to now, most famous comet 1P/Halley revisited
the inner solar system. As predicted by Edmund Halley, this comet orbits the Sun with
an orbital period of 73.3 years 4. Its aphelion distance is at about 35 AU away from the
Sun. Therefore, this comet is not a member of the Jupiter family comets. In addition,
the activity of the comet by far exceeds those of other comets, which have been visited
by spacecraft yet. Hence, an armada of spacecraft seized the rare opportunity to study
this comet in great detail. Particularly the ESA mission Giotto was able to broaden the
knowledge about comets substantially.

3Other factors are the heat conductivity, heat capacity and porosity of the surface.
4See JPL Small-Body Database: http://ssd.jpl.nasa.gov/sbdb.cgi?sstr=1P
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Due to the retrograde orbit of comet 1P/Halley, the flyby speed of the Giotto spacecraft
was large (about 68 km s−1). The angle of the trajectory to the Sun-comet line was about
107◦ and the distance of closest approach was about 596 km (Reinhard 1986, Curdt et al.
1988). Hence, the trajectory was close to the terminator plane. During the days of the
encounter the heliocentric distance of the comet was about 0.9 AU and the comet had
a gas production rate of Q = 6.9×1029 s−1(Reinhard 1986). Among other remarkable
results, the Halley Multicolor Camera, for example, took the first picture of a cometary
nucleus in history. On these pictures, the nucleus reveals as a solid and irregularly shaped
body. Its surface was covered by non-volatile material, its albedo was below 0.04 and
only minor parts of the surface were active (Keller et al. 1986).

In addition, several plasma instruments were onboard the spacecraft to study the plasma
interaction between the comet and the solar wind (cf. Neubauer et al. 1986, Balsiger et al.
1986, Johnstone et al. 1986, Rème et al. 1986, McKenna-Lawlor et al. 1986). On the basis
of these measurements, the plasma environment at 1P/Halley is described briefly in this
chapter, whereas detailed explanations are given later on.

In comparison to planetary atmospheres, cometary atmospheres are much larger due to
the low gravity of the nucleus. Hence, the neutral gas envelopes expands to several million
kilometres. The solar wind can enter the thin part of the neutral cometary atmosphere. In
the uncharged state of the gas molecules, the interaction of the solar wind and the neutral
gas is negligible as long as the collision frequencies are small, i.e. the densities are low.
Nevertheless, solar UV-radiation leads to ionisation of the cometary neutral molecules
and the interaction emerges. The cometary ions are accelerated by the convective electric
field and incorporated in the solar wind (Section 3.1).

Because of the vast neutral coma the cometary plasma environment is extended to large
distances as well. Johnstone et al. (1986) and McKenna-Lawlor et al. (1986) reported
the detection of the first pick-up ions at a distance of about 7 million kilometres to the
nucleus. These ions differ from the solar wind ions in their energy and phase space distri-
butions. Correspondingly, upstream waves were measured at a distance of about 2 million
kilometres to the nucleus (Neubauer et al. 1986).

Shortly after the first detection on cometary activity, at about 19:30 on the 13th of
March 1986, the instruments observed a bow shock. Here the magnetic field strength
jumps to about 18 nT (Figure 1.2) (Neubauer et al. 1986). The bow shock is triggered
by the ongoing pick-up of the cometary ions, and observing the laws of conservation of
momentum and energy the acceleration of the cometary ions leads to a deceleration of
the solar wind. In the undisturbed solar wind, the flow speed is super-magnetosonic, i.e.
faster than the magnetosonic speed. At the bow shock, the deceleration reduces the solar
wind speed to subsonic speeds. Besides the jump in the magnetic field, a weak jump
also occurs in the density, the velocity and the temperature, as reported by Balsiger et al.
(1986). The JPA (Johnstone Plasma Analyser) instrument observed a number of sharp
transitions with changes in the distribution of the ions in the vicinity of the bow shock
(Johnstone et al. 1986). The position and behaviour of the cometary bow shock will be
discussed in detail in Section (4.1).

After the bow shock crossing, the experiments onboard detected a region of intensive
wave activity (Neubauer et al. 1986, Rème et al. 1986). Further inward, along the tra-
jectory between 5×105 km and 1.4×105 km distance, the electron electrostatic analyser
(Rème et al. 1986) identified a transition to an isotropic distribution of electrons, which
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Figure 1.2: The magnetic field magnitude of the magnetometer experiment on board the Giotto
spacecraft during the flyby at comet Halley on 13th and 14th March 1986 (Neubauer
et al. 1986). Magnetic field vectors are averaged over 4 seconds. The time on the
x-axis is given in hours and minutes. The upper panel shows the field strength of
the bow shock crossing on the inbound path to the bow shock on the outbound path,
whereas the lower panel only presents the data around the point of closest approach
at 00:10:57 (GRT - Ground Received Time) on 14th March 1986. The timeformat is
GRT.

is caused by collisions between charged particles and the neutral gas. Although cometary
neutrals are ubiquitous in the coma, the collisions become dominant as soon as the fre-
quency of collisions is high in comparison to characteristic scales of the particle motion.
This transition is called collisionopause.

At a distance of about 1.3×105 km to the nucleus, the magnetic field strength jumps
to values above 30 nT indicating the crossing of the so called magnetic pile-up boundary.
Afterwards the spacecraft was located in the magnetic pile-up region, which is charac-
terised by an increased magnetic field strength value. A maximum field strength of about
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Figure 1.3: High resolution data from the Giotto magnetometer experiment at the cometary
ionopause on the inbound path (Neubauer et al. 1986). The sampling rate of the
dataset is 28.235Hz and the spin is not removed from the data. The time on the x-axis
is given in seconds of the 9th minute after midnight on 14th March 1986. The time-
format is GRT (Ground Recieved Time). The closest approach to the comet was on
the 14th March 1986 at 00:10:57 (GRT), which corresponds to 00:03 (UTC).

57 nT was reached at a distance of about 15000 km to the nucleus (Figure 1.2). Imme-
diately afterwards, when the spacecraft was at a distance of about 10000 km, the HIS
(high intensity spectrometer) data indicate the presence of a region of enhanced ion den-
sity (Balsiger et al. 1986). Additionally, the authors report that the plasma was nearly
stagnant.

At a distance of about 4500km, the spacecraft enters the diamagnetic cavity5. This
is a region with a magnetic field strength of zero as theoretically predicted (cf. Wallis
and Dryer 1976). The transition from the magnetic pile-up region to this region is called
cometary ionopause6 and is characterised by a remarkable decrease of the magnetic field
strength. Within 25 km the magnitude drops by 20 nT to relatively small values, see Figure
(1.3) (Neubauer 1988). In addition, the HIS experiment detected a sharp decrease in the
ion temperature and the radial velocity of the ions increases to a value of about 1km s−1.
Furthermore, Goldstein et al. (1989) found a peak of the density at the same location. The
formation of this boundary is discussed in great detail in Section (4.2).

The diamagnetic cavity is the innermost plasma region which has been observed by
spacecraft so far. On the outbound path the Giotto spacecraft passed again the cometary
ionopause, the magnetic pile-up region and the bow shock, before Giotto entered the
interplanetary space again (Figure 1.4).

The Giotto spacecraft was reactivated in 1992 to perform a second cometary flyby at
comet 26P/Grigg-Skellerup (Neubauer et al. 1993). For this flyby the distance at the point
of the closest approach was reduced to 330 km on the nightside. Nevertheless, a diamag-
netic cavity could not be observed during this flyby nor at any other cometary spacecraft

5This region is also called cavity.
6The use of the terms diamagnetic cavity boundary surface, ionopause, contact surface, cavity surface or

tangential discontinuity is controversially discussed.
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Figure 1.4: Sketch of the cometary plasma environment at comet 1P/Halley as observed by the
European Giotto mission. The black arrow shows the trajectory of the Giotto space-
craft, which was tilted by 107◦ to the solar wind flow. The spacecraft crossed the bow
shock (orange) at a distance of about 106 km. The size of the nucleus of 1P/Halley is
only 15 km. The sketch is not true to scale.

mission. Table (1.1) lists information on all cometary flybys by spacecraft which were
equipped with plasma instruments. Unfortunately, the recent missions Stardust, Deep Im-
pact, and EPOXI did not carry instruments to measure plasma activities. In general, the
existing observations are similar to each other but, caused by the different solar wind and
comet parameters, trajectories and available data, many questions on the various bound-
aries and their properties remain open. For example, caused by the unique observation of
the diamagnetic cavity at 1P/Halley by Giotto, it is unclear how the diamagnetic cavity
behaves at different gas production rates or solar wind parameters. It is unclear as well if
the surface of this region is stable and if it always prevents the magnetic field to penetrate
the diamagnetic cavity. Observations of an akin region at Venus showed that magnetic
flux ropes can penetrate through the Venus ionopause (Russell et al. 1980). It is also
unclear, how the diamagnetic cavity develops when the comet approaches the Sun from
large distances, since the solar wind and the scales of the plasma characteristics change as
well. These are only a few questions regarding the cometary ionopause. A similar set of
questions could be compiled for each other boundary in the cometary plasma interaction.
Hence, they are the basis for the science objectives of the plasma instruments onboard the
Rosetta spacecraft.
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Table 1.1: The table lists the spacecraft flybys at comets in the past years. References: Richter
et al. (2011), Tsurutani et al. (2013), Smith et al. (1986a), Reinhard (1986), Cravens
and Gombosi (2004) and Coates and Jones (2009).

Comet 21P/Giacobini-
Zinner

1P/Halley 26P/Grigg-
Skjellerup

19P/Borrelly

Missions International
Cometary
Explorer

Vega1, Susei,
Vega2, Giotto

Giotto Deep Space 1

Flyby date(s) 11.09.1985 6/8/9/14.03.1986 10.7.1992 22.09.2001

Closest approach
distance [km]

7800 610 330 2171

Spacecraft
velocity [km s−1]

21 68.4 14 16.6

Heliocentric
distance [AU]

1.03 0.89 1.01 1.36

Gas production
rate [s−1]

2.5×1028 6.9×1029 7×1027 3.5×1028

Bow shock distance
along trajectory [km]

1.1×105 1.2×106 2.5×104 1.47×105

Observed peak in
magnetic field [nT]
(in-/out-bound)

58/57 57/65 88.7 83

1.3 The Rosetta Mission

The Rosetta mission is a Planetary Cornerstone Mission of the Horizon 2000 program of
the European Space Agency (ESA) launched in March 2004. The mission schedule was
influenced by the wish to study the evolution of the comet during its journey around the
Sun. Thus, the spacecraft arrived at the comet close to its aphelion and the spacecraft
has been escorting it during its journey since then. Rosetta also delivered the surface
science package, the lander Philae. Philae landed on the nucleus and performed in-situ
measurements on the surface.7 Meanwhile, the Rosetta spacecraft stays close to the comet
and performs in-situ measurements of the coma and remote measurements of the nucleus
until the end of 2015. Those measurements will characterise the global properties of the
comet, the dynamic properties, and the surface morphology. In addition, detailed studies
on the chemical and isotopic composition will be performed. The interrelation between
the volatiles and the refractories are a focus of the measurements as well. Finally, the
Rosetta mission will investigate the evolution of the activity, the dust-gas interaction and
the interaction between the solar wind and the cometary gas.

7See ESA Rosetta blog website: http://blogs.esa.int/rosetta/
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1.3.1 A Portrait of Comet Churyumov-Gerasimenko

The comet 46P/Wirtanen had been selected as the initial target of the Rosetta mission.
However, a delay of the launch combined with a short launch window (Verdant and
Schwehm 1998) required the search for a new target comet. To achieve the scientific
goals, an ordinary Jupiter family comet with adequate orbit was required. The new se-
lected target then was comet 67P/Churyumov-Gerasimenko, which was the most suitable
one.

67P/Churyumov-Gerasimenko was discovered by Klim Ivanovich Churyumov and Svet-
lana Ivanovna Gerasimenko in September 1969. A detailed report of the discovery is
given by Lamy et al. (2007). Krolikowska (2003) studied the orbital evolution of the
comet in the last 500 and the next 500 years. Their calculations reveal that the perihelion
distance of the comet was between 2.5 and 2.9 AU in the 19th and 20th century. In ad-
dition, the calculations show that a dramatic change occurred in the year 1959 when the
comet encountered planet Jupiter, where it was redirected to an orbit closer to the Sun by
the planet’s gravity. The perihelion distance of the new orbit is about 1.3 AU, whereas the
previous perihelion distance was at about 2.7 AU (Hanner et al. 1985, Lamy et al. 2007).
These authors inferred that this major event increased the activity of the comet, due to
restructuring of the cometary surface and, based on that, the discovery was possible at the
second perihelion after this event. In addition, Lamy et al. (2007) reported that the orbital
period changed from 8.97 to 6.55 years. The calculations by Krolikowska (2003) show
that the behaviour of the orbit is chaotic and the orbits are only well defined between the
years 1700 and 2200. In 2200 another close encounter with Jupiter will again change the
orbit of the comet.

At the current orbit, the orbit of the Rosetta encounter, the aphelion distance to the
Sun was about 5.7 AU. The perihelion will be passed at a heliocentric distance of 1.24
AU on 13th August 2015. The semi-major axis of the orbit is about 3.46 AU and the
eccentricity ε is 0.64. The orbital plane is tilted by about 7 degrees to the ecliptic plane.8

More parameters are listed in Table (1.2). Based on these orbital properties this comet is
a member of the Jupiter family (Lamy et al. 2007).

Lamy et al. (2007) and Lowry et al. (2012) studied the shape of the nucleus during the
inactive phase close to the aphelion by using remote observations. The effective radius
of the nucleus is about rnuc =1.93 km to 2.03 km (Lamy et al. 2008). It is defined by the
radius of a sphere with the same volume of the actual nucleus. The axial ratios of the
nucleus are b/a = 1.239 and c/a = 0.819. Based on this, it was rather expected to see
a more rounded shape in the camera images, like that of 9P/Temple 1, than a bi-lobed
shape, like that of 103P/Hartley. Contrarily, the first camera images obtained in July 2014
revealed that the nucleus is bi-lobed, and consists of a small lobe, a large lobe and a
connection.9

The rotation axis of the nucleus was determined by Lowry et al. (2012) and Vincent
et al. (2013a). They showed that 67P/Churyumov-Gerasimenko rotates with a sidereal
period of about 12.76 hours. Based on their conclusions, the equinox on the nucleus is
50 days before the perihelion passage. Furthermore Vincent et al. (2013a) summarised,
that the comet has a stable state of rotation, at least for the last two apparitions. However,

8See SPICE and JPL Small Body Database: http://ssd.jpl.nasa.gov
9See ESA Rosetta blog website: http://blogs.esa.int/rosetta/
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Table 1.2: A collection of properties of comet 67P/Churyumov-Gerasimenko. The orbital ele-
ments are relevant for the forthcoming apparition of the comet.

Parameter Value Reference

Effective Radius rnuc = 1.93−2.03km Lamy et al. (2008)

Rotation Period in 2009 Trot = 12.76h Lowry et al. (2012)

Rotation Period in 2014 Trot = 12.40h Mottola et al. (2014)

Aphelion Distance rh,max = 5.685AU SPICE (Acton 1996)

Perihelion Distance rh,min = 1.243AU SPICE (Acton 1996)

Semi-Major Axis rh,sma = 3.46AU JPL Small Body Database

Inclination i = 7.04◦ JPL Small Body Database

Bulk Density ρnuc = 370kg m−3 Lamy et al. (2007)

Mass mnuc = 2.1 × 1012 −
1.1×1013 kg

Lamy et al. (2007)

new measurements obtained by Mottola et al. (2014) reveal that the rotation period today
is only 12.40 hours.

As reported by Lamy et al. (2008), the albedo of the nucleus is between 0.039 and
0.043. This is similar to the mean albedo value of other comets. Besides this, the size
of the nucleus is comparable to other nuclei. Lamy et al. (2014) studied the sizes of 65
elliptical cometary nuclei and found radii between 0.2 and 15km. Moreover, most of
them are below 5 km. Thus, the comet is probably a quite ordinary comet for a Jupiter
family comet if there is an ordinary comet at all.

The gas production rate of 67P/Churyumov-Gerasimenko has been observed by various
authors, e.g. Hanner et al. (1985), Schulz et al. (2004), and Schleicher (2006). Based on
those measurements, Lamy et al. (2007) fitted a power law and obtained the total gas
production rate versus the heliocentric distance, as shown in Figure (1.5). However, only
very few remote measurements are available for larger heliocentric distances, which leads
to a large uncertainty in the gas production rate at these distances. With the arrival of
the Rosetta spacecraft at the comet, various instruments started their measurements to
obtain a value for the gas production rate. Nevertheless, in order to plan the mission
an estimation on the gas production rate and its evolution during the mission was and is
needed far in advance. This is why the scientists of the instruments onboard Rosetta, the
Science Working Team (SWT), agreed on two extreme scenarios: The high activity case
(HAC) is a prediction of the highest possible gas production rate of the comet, and the
low activity case (LAC) for a minimum activity, both shown in Figure (1.5) (Biele and
Herfort 2012, Biele and Ulamec 2013). These values, which are listed in Table (1.3), are
not obtained by a model, but rather derived from a simple extrapolation between various
existing observations.

Recently, Snodgrass et al. (2013) reported that, based on an increased flux in photo-
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Figure 1.5: The gas production rates of various comets versus the heliocentric distance are shown.
Close to 1 AU the gas production rate of comets which were targeted by a spacecraft
mission, so far, are displayed. In addition, the figure shows predictions of the gas
production rate of comet 67P/Churyumov-Gerasimenko during the Rosetta mission
phase.

metric measurements, the activity of comet 67P/Churyumov-Gerasimenko already starts
at a heliocentric distance of 4.3 AU. In contrast, former measurements detected the first
signs of activity at a heliocentric distance of about 3.4 AU. However, the measurements
by Snodgrass et al. (2013) only observed the dust activity, i.e. the reflection of sunlight
from the dust particles but not the gas activity via emission lines, as done by Schulz et al.
(2004) and Schleicher (2006). Snodgrass et al. (2013) used a model of the sublimation
process reproduce the observed brightness of the comet. The resulting gas production
rate of this ice sublimation model is shown in Figure (1.5) as well. The authors found that
an active area of about 1.4% of the nucleus’ surface is needed to reproduce the observed
brightness with their model. However, close to perihelion an active area of about 4% is
needed. The enhanced activity is confirmed by various observations gathered by the gas
production model by Lamy et al. (2007).

In addition, the gas production rate of the comets visited by spacecraft, which are
equipped with plasma instruments, are plotted there as well. It is obvious that the plasma
interaction between 67P/Churyumov-Gerasimenko and the solar wind, which is triggered
by the outgassing of neutral gas from the comet, will differ to a large extend from the
observations made so far.

The activity of the comet will reach its maximum shortly after the perihelion passage,
as it was observed during the past perihelion passages (Snodgrass et al. 2013). This is
in agreement with measurements of the water production rate by Schleicher (2006) and
the coma morphology by Vincent et al. (2013a). The maximum will occur about one
month after perihelion. This might be caused by a heat wave propagating into the nucleus
and reaching greater depths. Therefore, it triggers more sublimation of ice. Due to the
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Table 1.3: The minimum and maximum gas production rates from the comet reference model
during the Rosetta mission phase (Biele and Herfort 2012).

rh [AU] Qmin [s−1] Qmax [s−1]

1.24 H2O 4 ·1027 1 ·1028

CO 4 ·1025 5 ·1026

CO2 1 ·1026 8 ·1026

Total 4.14 ·1027 1.13 ·1028

2 H2O 4 ·1026 2 ·1027

CO 2 ·1025 2 ·1026

CO2 4 ·1025 3 ·1026

Total 4.60 ·1026 2.50 ·1027

3 H2O 1 ·1025 3 ·1026

CO 7 ·1024 9 ·1025

CO2 2 ·1025 1.5 ·1026

Total 3.70 ·1025 5.40 ·1026

3.5 H2O 1 ·1024 2 ·1026

CO 6 ·1024 7 ·1025

CO2 1.4 ·1025 1.10 ·1026

Total 2.10 ·1025 3.80 ·1026

retardation of the heat wave, the maximum activity occurs after the insolation maximum.
Such a delay of the daily activity has also been discussed by Prialnik et al. (2008). A
second hypothesis which could explain the behaviour of the activity assumes that large
grains are lifted and fragmented afterwards. This could also cause a delay but only of
about 2− 3 days (cf. Snodgrass et al. 2013). Alternatively, seasonal effects might cause
the maximum activity after the perihelion passage. As reported by Vincent et al. (2013a)
and Lowry et al. (2012), equinox is about 50 days prior to perihelion. Hence regions that
were previously shadowed are exposed to sunlight and might cause an enhancement in
sublimation.

1.3.2 The Spacecraft and Instruments

The design of a spacecraft which can achieve the scientific objectives of the Rosetta mis-
sion was challenging. Verdant and Schwehm (1998) summarised the objectives: firstly,
the spacecraft needed to stay in deep space for more than 10 years prior to the start of its
main mission phase. Secondly, during the mission the spacecraft experiences large vari-
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ations of the heliocentric distance. Nevertheless, full scientific operations are required
when the spacecraft arrives at the comet close to its aphelion.

Because of the decision to use only a photovoltaic system, the spacecraft needs large
solar panels. Hence, two solar panels, each 14 metres long and 32 square metres large,
have been mounted on the sides of the central frame of the spacecraft. This frame has a
dimension of 2.8m×2.1m×2.0m (Glassmeier et al. 2007a). The spacecraft communi-
cates with the operation centre on Earth via a high gain antenna with a steerable dish with
a diameter of 2.2m. The signals received from Earth are delayed (up to 40 minutes) which
is caused by the large distance between the spacecraft and Earth. Due to the fact that the
spacecraft stays close to the comet, a highly autonomous spacecraft is required. This is
also important for the lander Philae, which finally performed an autonomous landing.

The lander Philae is equipped with ten instruments in order to investigate the local
surface and subsurface properties of the nucleus in-situ and the orbiter is armed with
eleven instruments to address the main scientific questions in the coma, on the entire
surface of the nucleus, and the internal structure of the primordial object. The orbiter
instruments are listed in Table (1.4). A list of the lander instruments is given in Glassmeier
et al. (2007a).

The main plasma experiment onboard the orbiter is the Rosetta Plasma Consortium
(RPC). It is a group of five individual instruments plus a central data and communication
unit, the plasma interface unit (PIU) (Carr et al. 2007). The consortium approach allows
a coordination of operation, measurements as well as scientific activities. The main sci-
entific objective of RPC is the study of the evolution of the interaction between the comet
and the solar wind. Based on that, RPC wants to study the formation of the structures and
boundaries which have been observed during various cometary spacecraft missions. This
will give information on the cometary activity, one of the major goals of the mission. In
addition, in cooperation with the ROMAP (Rosetta Magnetometer and Plasma Monitor)
instrument the RPC instruments search for a remanent magnetisation of the nucleus and
will estimate the conductivity of the nucleus.

The Ion Composition Analyser, ICA (Nilsson et al. 2006), and the Ion and Electron
Sensor, IES (Burch et al. 2006), are able to measure the distribution functions of the
ions. The ICA sensor can resolve the masses of the solar wind and various cometary ion
species. The energy range of the sensor is between 25eV and 40keV. However, the mass-
resolution is only sufficient to distinguish between the major ion groups. For example, the
ions O+, N+, and H2O+ are not distinguishable by the sensor.

In contrast to ICA, IES is not able to separate the ions into mass groups. Nevertheless it
can measure the electron distribution functions on a second sensor and has a finer spatial
resolution. The energy range of these sensors is between 1eV and 22keV with an energy
resolution of ∆E/E = 0.04. Both instruments have the same field of view of 90◦×360◦.
However, caused by the fact that the instruments are mounted on different places on the
spacecraft and have a different orientation the actual field of view of the instruments differ.
Both instruments use an electrostatic analyser which deflects the charged particles onto
microchannel plates according to their energy. In the ICA experiment the charged parti-
cles pass a mass analyser, which deflects the ions by using a cylindrical magnetic field,
before the ions are detected via microchannel plates. Based on the measured distribution
function the instruments are able to determine the density, velocities, and temperatures of
the various plasma species. However, it has to be ensured that the distribution function
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1.3 The Rosetta Mission

Table 1.4: The instruments onboard the Rosetta spacecraft.

Instrument Described by Main Scientific Objectives
ALICE Stern et al. (2006) - characterisation of the coma

UV spectroscopy
λ =70 nm to 205 nm

- coupling of the nucleus and the coma

CONSERT Kofman et al. (2007) - internal structure of the nucleus
radio waves

COSIMA Kissel et al. (2007) - cometary dust environment
secondary ion mass spec-
trometry

- composition of grains

GIADA Colangeli et al.
(2007)

- cometary dust environment

mass/size and velocity dust
measurements

- dust flux evolution

MIDAS Riedler et al. (2006) - cometary dust environment
atomic force microscope - structure of nm to µm dust grains

MIRO Gulkis et al. (2006) - evolution of gas production rate
microwave spectroscopy
λ = 0.5 mm and 1.3 mm

- thermal emission

OSIRIS Keller et al. (2007) - properties of the nucleus
narrow and wide angle
camera
λ =250 nm to 700 nm

- activity of the nucleus

ROSINA Balsiger et al. (2007) - evolution of the coma
neutral gas and ion mass
spectroscopy
m =1 amu to 300 amu
neutral gas pressure

- elemental and isotopic abundances
- extended sources

RPC Carr et al. (2007) - evolution of the coma
ion composition
ion and electron sensor
Langmuir probe
fluxgate magnetometer
mutual impedance probe

- solar wind interaction
- plasma processes in the inner coma
- conductivity of the nucleus

RSI Pätzold et al. (2007) -mass and bulk density of the nucleus
radio sounding - size and shape of the nucleus

- plasma in the coma
SREM

standard radiation environ-
ment monitor

VIRTIS Coradini et al. (2007) - characterisation of outgassing
infrared spectrometry
λ = 0.25 µm to 5 µm

material
- thermal evolution
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is sufficiently covered by the measurements, i.e. the impact of the spacecraft orientation
and the blocked field of view have to be considered.

Another way to determine the density and the temperature of the plasma species, espe-
cially of the electrons, is the Langmuir probe instrument, LAP (Eriksson et al. 2006). It
consists of a pair of Langmuir probes mounted on two booms, about 1.6 and 2.2m long.
The probes themselves are spheres with a diameter of 5cm covered by titanium nitride.
The instrument is able to switch between various modes. In the basic mode a voltage is
applied to the probes and the current towards the probes is measured. More information is
obtained by a bias sweep, which varies the potential of the probes and records the current
collected by the probes. By using theoretical models, some plasma parameters can be
determined. The experiment is also able to determine fluctuations of the electric field up
to 8kHz but only in one direction since only two probes are mounted to the spacecraft.

One of the Langmuir probes can also be used by the Mutual Impedance Probe, MIP
(Trotignon et al. 2006). In this case, the experiments operate in Long Debye Length
mode and can measure Debye lengths λD between 10 and 200cm. Furthermore, MIP
uses its own antennas and measures Debye lengths between 0.5 and 20cm, which will
be used in the dense and cold inner coma. The principle idea of the instrument is the
emission of a radio signal with a frequency range containing the plasma frequency, and to
measure a difference in voltage between two receiving electrodes. This allows to calculate
the mutual impedance which depends on the properties of the surrounding plasma. In
the obtained spectra the plasma frequencies and other waves, is the plasma permits a
transmission, can be determined. By comparison to models information on the electron
density and temperature can be deduced.

Finally, the suite of plasma instruments is completed by a magnetometer experiment,
MAG (Glassmeier et al. 2007b). Two triaxial fluxgate magnetometers are mounted on
a spacecraft boom at a distance of about 1.5m to the central frame of the spacecraft.
In order to identify disturbance from the spacecraft, the second sensor is located 15cm
closer to the central spacecraft frame. The instrument can measure magnetic field up to
about 16000 nT, which is far above the maximum magnetic field strength observed at
the flyby at comet 1P/Halley, but which is sufficient for the study of the magnetic field
present during Earth slingshot manoeuvres. In the highest data rate the instrument gen-
erates magnetic field vectors with a frequency of 20Hz. Hence, waves with frequencies
up to 10Hz can be analysed. The resolution of the instrument is 31 pT. However, mag-
netic disturbances by the spacecraft and its instruments are in the order of a few nT. In
addition, the determination of the instrument offsets and the remaining spacecraft field is
challenging because they change with temperatures, over time, and are closely connected
to the instrument states of the other instruments onboard.

Besides the RPC experiments, the ROMAP (Rosetta Magnetometer and Plasma Mon-
itor) experiment (Auster et al. 2007) is able to determine plasma parameters as well.
Onboard the lander Philae this experiment measures the magnetic field with a fluxgate
magnetometer, as well as ions and electrons. The latter ones are detected by an electro-
static analyser and a Faraday cup. Due to the location of the instrument, i.e. on the surface
of the nucleus, the particle detector will be able to measure the density close to the sur-
face. The main scientific objective of ROMAP is the determination of the magnetisation
of the nucleus. Furthermore, this experiment will also help to understand physics in the
coma since it allows synchronous measurements at two different locations.
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1.3 The Rosetta Mission

The prime objective of the ROSINA (Rosetta Orbiter Spectrometer for Ion and Neutral
Analysis) experiment (Balsiger et al. 2007), which is located on board the orbiter, is the
analysis of the neutral gas coma. This will be done with a remarkably high resolution of
up to m/∆m = 3000 at 1% peak height. ROSINA is also able to analyse low energetic
cometary ions, i.e. ions shortly after their ionisation or in the diamagnetic cavity, where
the plasma is cooled by collision with the neutral gas.

Finally, the Radio Science Investigations, RSI (Pätzold et al. 2007), is able to contribute
to the plasma measurements. By sending a radio signal to Earth through the cometary
coma, the signal is modified in speed and phase. Those differences can be used to deter-
mine the number of electrons between the spacecraft and Earth. However, von Oertzen
(2003) found that the expected plasma densities in the coma will be quite low, even close
to perihelion, which will make a survey on the electron density via the RSI instrument
unlikely. If any measurements will be conducted, they will take place only close to the
perihelion, where the gas production rate is the highest.

1.3.3 The Mission and its Planning

On 2nd March 2004 the Rosetta spacecraft was launched by an Ariane-5G+ rocket from
the Guiana Space Center in Kourou, French Guiana. The extensive cruise phase lasted
10 years until May 2014. In order to reach 67P/Churyumov-Gerasimenko, Rosetta per-
formed a series of gravity assists, see Figure (1.6) (Glassmeier et al. 2007a, Edberg et al.
2009, Eastwood et al. 2011). In addition, the spacecraft passed two asteroids, the asteroid
2867 Steins, and the asteroid 21 Lutetia, where the scientific instruments determined var-
ious properties. Among others the magnetometer estimated the remanent magnetisation
of the asteroids. For Lutetia Richter et al. (2012) found a maximum global magnetisation
below 2.1×10−3 A m−1.

Finally, at the end of May 2014 the spacecraft performed a last big manoeuvre to reach
the comet (Glassmeier et al. 2007a). The distance to the comet was reduced stepwise,
thereby the spacecraft approached the comet from the dayside. After the determination of
the comet’s gravity potential as well as its shape and surface morphology, which is used
for the navigation of the spacecraft, the distance to the comet is reduced to 30 km and
later on 10 km but only for a very short time. In November 2014 Philae was separated
from the spacecraft and descended slowly to the surface. During the first operation phase
of the lander Rosetta stayed close to the nucleus. Afterwards, the extended monitoring
phase has started in which different types of orbits and trajectory segments will be flown.

Close to the comet, the neutral cometary atmosphere affects the attitude and the trajec-
tory of the spacecraft. A drag force from the neutral gas acts on the spacecraft, especially
on the large solar panels. Since the panels are always oriented towards the Sun, the drag
force is most efficient to disturb the orbit when the spacecraft is in a subsolar position.
The force is minimal when the spacecraft is at the terminator plane, where the solarpanels
are parallel to the expected neutral gas flow. However, an anisotropic outgassing leads
to the modification of the neutral gas flow and a different force acting on the spacecraft.
Other error sources are the unknown and maybe asymmetric gravity potential and the
solar radiation pressure force.

Because of the drag force, classical bound orbits are not possible all the time. Instead,
either far or close flybys can be flown by the spacecraft. A far flyby is characterised by
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Figure 1.6: The journey of the Rosetta spacecraft and the orbit of 67P/Churyumov-Gerasimenko.
The coloured bullets are major events of the mission, such as the launch, the Earth
flybys, the asteroid flybys or the last rendezvous manoeuvre. The red bullet, covered
by the light green bullet, marks the position of the first gravity assist by Earth. A
gravity assist at Mars follows (dark green bullet) and a second assists at Earth (light
green bullet). In September 2008, Rosetta flew by the asteroid 2867 Steins (orange
bullet) before a last gravity assist manoeuvre was performed at Earth (dark blue). The
second asteroid flyby at asteroid 21 Lutetia is marked by a black bullet. The last big
manoeuvre before the arrival in May 2014 is highlighted by a violet bullet. The yellow
bullet is the Sun. The orbit of Earth is marked in blue, the orbit of Mars in red, and
the orbit of comet 67P/Churyumov-Gerasimenko is shown for its apparitions in 2015
in dark green.

a closest approach distance of about 50 km or even larger, depending on the gas produc-
tion rate of the comet, and a spacecraft relative speed to the comet of about 0.5 m s−1 to
1 m s−1. At a close flyby Rosetta passes the comet at a much closer distance, i.e. 8 km
to 30 km. Therefore, a higher spacecraft velocity is required. After closest approach,
the spacecraft moves to large cometocentric distances as a consequence of the navigation
constraints (Companys 2012).

According to RSGS-Team (2013), the entire extended mission phase is split into two-
week segments which are allocated to four different disciplinary groups (DG), each of
them linked to a specific scientific objective of the mission, e.g. the study of the nucleus,
the gas and dust composition, or the activity. During the skeleton planning phase, the
first phase in the mission planning, the DGs suggest certain measurements during those
segments and propose a trajectory design. The discussion in the DGs are ongoing until the
21st week before the execution of the first short term planning (STP) segment of a long
term planning (LTP) segment. A STP segment lasts a week. Four STPs roughly cover a
month, and these are grouped as medium term planning (MTP) cycles. Then again four
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MTP segments build a long term planning, LTP, segment. The entire time of the mission
is structured in this way.

Figure (1.7) shows a simplified version of the planning process. During the weeks
20 to 17, before the execution, the LTP cycle continues and the Science Working Team
(SWT) finally decides on a trajectory for the entire LTP segment. A trajectory request
has to be sent to the mission operations centre (MOC) at the end of week -17. To give
an example: The first segment of LTP 5 will be executed in mid-March, but the last
possible date for change of the trajectory is already in mid-November. The MOC checks
the trajectory during the weeks 16 to 13 prior to the first execution and the instrument
teams and the science ground segment (SGS) can start their MTP activities of the first
MTP block in the LTP in week -12. At the end of week -9, an attitude request will be
sent to MOC, which will perform checks during the weeks -8 till -5. Four weeks before
the first execution, the approved pointing and resource envelopes arrive at the SGS and
the instrument teams. They can finalise their command series and send them to the MOC
a week before the execution. The MOC performs a last validation of the payload and
the spacecraft operations. In the following week the commands will be executed on the
spacecraft (S/C). Because the mission lasts for about one and a half years, several planning
stages for different segments have to run in parallel most of the time.

Based on this, the following main constraints on the mission planning are given. Firstly,
the trajectory has to be fixed four months before the execution of the first command,
therefore, the trajectory planning requires a proper prediction of the gas production rate.
However, the development of the gas production rate of the comet is unknown. Therefore,
the mission uses two different gas production rate estimations. The preferred activity case
(PREF), a modified LAC, is the best possible estimation of the gas production rate of the
comet, which is available four months in advance. In a first attempt, the spacecraft tries to
fly the trajectory of this preferred case. However, if the actual gas production rate exceeds
the preferred case, the spacecraft trajectory will be changed and the HAC trajectory will
be flown. This is why all planning stages, except for the STP, have to be done for a high
activity case and for the preferred activity case. Consequently, the spacecraft can hardly
react on new findings, e.g. an new jet-like feature. Their detection by in-situ instruments
is thereby only by chance. Or if their properties, the orientation, remain constant for about
4 months.

Secondly, the attitude of the spacecraft has to be fixed two months prior to the execu-
tion. And finally, the envelopes of the resources also have to be defined two months in
advance. This means that the upper limits on power and data rate are fixed as well. For
the plasma instruments onboard the latter constraints restrict the instruments to react on
solar events like a coronal mass ejection or the crossing of a heliospheric current sheet.

In addition, the resources are already allocated to the instruments during the skeleton
planning phase in the DG meetings and in the LTP stage only a fine tuning takes place.
This keeps the workload manageable and the discussions short in the LTP stage. Con-
sequently, at the planning stage of the disciplinary groups each instrument team should
already have a detailed concept of their measurements.

RPC should be aware of the fact that the measurements can only be performed suc-
cessfully if the spacecraft is in an appropriate position, e.g. at the bow shock or in the
diamagnetic cavity, and if the instruments are in an appropriate mode, which requires a
suitable data rate. Besides this, the particle instruments, IES and ICA, request a pointing

33



1 Introduction

LTP Planning

MOC LTP

MOC MTP

STP A1A STP 1A2 STP 1A3 STP 1A4

STP A1A STP 1A2 STP 1A3 STP 1A4

MTP Planning

STP A1A STP 1A2 STP 1A4STP 1A3

DG Work

-1 +1 +2 +3 +4-2-4 ... -3

-8 ... -5-9-10-11-12

-16 ... -13-17-18-19-20... -21

Trajectory Request

Approved
Trajectory

Attitude Request

Approved Pointing and Resource Envelopes

Payload
Operation

Request

Validated
Payload

Operation

DG Groups

SGS & PI Teams

MOC

SGS & PI Teams

MOC

SGS & PI Teams

MOC

S/C

STP Prep.

Figure 1.7: The planning cycles of the planning process in the Rosetta mission, according to
Almeida (2013). S/C denotes spacecraft.

for some of the measurements. Overall RPC has about 40 different measurement ob-
jectives, which are defined by the data rate, a pointing request and a description of the
requested region. By using these definitions the so-called Windows of Opportunities have
to be calculated. These windows indicate if a certain measurement is possible at a certain
time, see Figure (1.8).

In summary, it can be emphasised that the key element for the scientific success for the
RPC instruments, and by this to some extend of the Rosetta mission as well, is the detailed
planning of the mission. It defines if an observation of a certain structure or boundary in
the plasma interaction is possible or not. This means, that only if the spacecraft is at an
appropriate position at a certain time, the measurements can be conducted. However, in
order to plan the RPC measurements, extensive modelling of the plasma interaction has
to be done in advance.

One of the aims of this thesis is to use various plasma models which are capable to
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Figure 1.8: A sketch of the cometary plasma environment, which reveals two boundaries, e.g. the
bow shock and the ionopause, and a region, e.g. the location of a jet. Besides that the
trajectory of spacecraft is shown. Whenever the spacecraft crosses a certain region or
boundary a Window of Opportunity opens on the timeline, in the bottom part of the
sketch. The nucleus is shown by the cyan circle.

describe the processes in the cometary environment. In a first step, a model which is able
to describe the plasma interaction from the very weak stages to the very active stages of
comet 67P/Churyumov-Gerasimenko has to be developed, configured, and validated. In
the second and major step then is the investigation of the structures and boundaries in the
cometary plasma environment at the different stages by the means of this model. Thereby
comparisons to former studies have to been carried out in order to proof the model and its
capabilities.

The final aim of this thesis is to make the best possible predictions of the cometary
plasma interaction usable for the Rosetta mission. Hence, the model results should be
transformed into the Windows of Opportunities, which are required by the mission plan-
ning to schedule the measurements. Only by doing so, the scientific success of the RPC
instruments can be guaranteed and maximised.
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2 Modelling of the Cometary Plasma
Environment

The pioneering work by Biermann et al. (1967) was the first attempt to model the cometary
plasma environment. The authors investigated the deceleration of the solar wind flow due
to massloading by means of a stationary, one-dimensional fluid model. The ionisation of
the cometary neutral molecules, which initiates the interaction, is described in this ap-
proach by a mass source which adds mass into the plasma flow. Since the newborn ions
are nearly resting with respect to the solar wind, they are accelerated by the flow. Con-
sequently, the velocity of the flow decreases, which is the main aspect for the solar wind
interaction with the comet.

Since these early days of modelling the cometary plasma environment, the knowledge
of the properties of the comet and its cometary atmosphere as well as about the pro-
cesses taking place in this environment increased significantly. This became possible due
to more complex modelling techniques and several spacecraft missions to comets in the
past years. The main purpose of this chapter is to give a detailed description of the im-
portant properties and processes in the cometary environment which have an impact on
the plasma. Hereby, the focus is mainly on comet 67P/Churyumov-Gerasimenko and the
Rosetta mission. The different modelling techniques for the plasma environment are pre-
sented in this chapter as well. These techniques are the foundations for the investigations
of the plasma environment at weakly active stages and strongly active stages, which are
discussed in the following Chapters (3) and (4).

This work discusses and uses various modelling approaches. The models depend on
each other and each of the models describes the comet in a slightly different way. There-
fore, this chapter is structured as follows. At the beginning, the properties of the incoming
plasma, the solar wind, are presented in Section (2.1). Afterwards the alleged obstacle,
the nucleus, is discussed. It follows in Section (2.3) a description of the properties of the
neutral gas coma and the processes therein, which have an impact to the plasma. The
different possibilities to describe the cometary plasma environment are presented, after-
wards. Among them one can find the hybrid model. Its numerics and the modelling of the
discussed processes in the hybrid framework are finally presented in Section (2.5).

2.1 Properties of the Solar Wind

While the comet is approaching the Sun, the properties of the supersonic solar wind as
well as the interplanetary magnetic field change significantly, spatially and temporarily.
Unfortunately, it is not possible to forecast these changes on time scales, which would
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Table 2.1: Characteristic parameters of the solar wind at a heliocentric distance of r0 = 1AU
(Hansen et al. 2007).

Quantity Value

solar wind number density nSW,0 10cm−3

solar wind velocity uSW,0 400km s−1

solar wind ion temperature TSW,i,0 5×104 K

solar wind electron temperature TSW,e,0 1×105 K

strength of interplanetary magnetic field BIMF,0 7nT

Parker angle θ0 45◦

be required for the instruments to request a modified pointing or a different data rate in
the Rosetta mission planning. Thus, for the planning of the mission nominal values of
the solar wind are used. In Table (2.1) nominal parameters of the solar wind at 1 AU
according to Hansen et al. (2007) are listed.

Since the comet orbits the Sun on its Keplerian orbit between 1.24 AU and 5.17 AU and
close to the ecliptic plane, the solar wind parameters are extrapolated to these distances
by applying the model by Parker (1958). The model predicts that the solar wind speed
is approximately constant between those distances, which has been verified by measure-
ments onboard the Voyager 2 and IMP 8 spacecraft (Richardson et al. 1995). Musmann
et al. (1977) studied the solar wind magnetic field between 0.3 AU and 1.0 AU and found
that the measured magnetic field profile is in agreement with the simple solar wind model
by Parker (1958). As a consequence of the continuity equation, the density of the flow is
described by

nSW (rh) = nSW,0

(
r0

rh

)2

, (2.1)

where nSW,0 denotes the solar wind density at a reference distance r0. According to the
model by Parker (1958), the interplanetary magnetic field can be obtained by

BIMF,r (rh) = BIMF,0
r2

0

r2
h

(2.2)

BIMF,θ (rh) = 0 (2.3)

BIMF,φ (rh) = BIMF,r (rh)
ω

uSW
(rh− r0)sinθ , (2.4)

where BIMF,0 is the strength of the interplanetary magnetic field at a reference distance
of r0 to the Sun. The rotation frequency of the Sun is ω = 2.6×10−6 rad s−1 and uSW
denotes the solar wind speed (Kivelson and Russell 1995).

More sophisticated solar wind models, e.g. Zieger and Hansen (2008), try to propagate
fluctuations of the solar wind to larger heliocentric distances by using real time data from
other satellites in the solar system or solar observations. However, Zieger and Hansen
(2008) applied a one-dimensional magnetohydrodynamic (MHD) approach. This model
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can propagate the velocity of the solar wind or the density, but it is not able to propagate
the magnetic field orientation to larger distances correctly, which will be important for the
data analysis afterwards.

2.2 The Nucleus

The nucleus initially causes the entire interaction since neutral gas emanates from its
surface. However, as long as the neutral gas coma is modelled separately, the actual
nucleus only plays a minor part in the interaction. The neutral gas coma is intensively
discussed in the next section, whereas this section focusses on the remaining possibilities
which could have an impact on the plasma environment. A sketch of the various processes
taking place at the nucleus is shown in Figure (2.1).

Besides the thermal gas production, an additional mechanism to generate a gaseous
envelope around the nucleus is the sputtering of ions from the nucleus’ surface. This
mechanism is most productive when the nucleus is exposed to the solar wind and protons
interact directly with the bleak nucleus’ surface. In contrast, if the solar wind is excluded
from the innermost region, like in case of 1P/Halley during the Giotto flyby, the amount of
sputtered ions is zero. At very large heliocentric distances 67P/Churyumov-Gerasimenko
only has a very low gas production rate and the solar wind can reach the surface. In
this case sputtering of the nucleus surface material into free space by solar wind particles
occurs. The sputtering yield of water ice was measured by Shi et al. (1995). They reported
that the yield is below 100 molecules per impacting ion at target temperatures of about
120K, which is roughly the temperature of an inactive nucleus (Prialnik et al. 2008). The
flux of ions which impact on the nucleus’ surface can be calculated by the solar wind
density, the velocity and the area of the illuminated surface of the nucleus. When using
solar wind parameters at 3.5 AU, corresponding to the comet’s location at Rosetta’s arrival
in August 2014, a flux of 3.2×1011 m−2 s−1 hits the surface. Estimating the exposed
surface by a circle with a radius of 1.7 km, a maximum number of 3×1018 s−1 molecules
may trigger the sputtering of molecules and, based on the results of Shi et al. (1995), up
to 3×1020 s−1 molecules escape from the nucleus and form a small exosphere. However,
this gas production rate is about five magnitudes below the gas production rate of the
ice sublimation even in the lowest predicted gas production rate of model comet 67P/-
Churyumov-Gerasimenko at 3.5 AU (Lamy et al. 2007). Therefore, the impact of the
sputtering is only of minor importance for the entire plasma interaction.

Due to absorption of solar wind particles on the nucleus surface, a wake structure is
triggered on the nightside of the nucleus. In case of an inactive comet the density in
this wake is reduced. Thus, the cometary wake is comparable to the wake of the Moon
or of asteroids. As known from various simulations and measurements of the Moon’s
wake, e.g. Trávníček (2005) and Wiehle et al. (2011b), it is a source of various waves, for
example fast and whistler waves. The length of the wake is estimated to about 10 radii of
the obstacle1 (Coates 1997), i.e. in case of 67P/Churyumov-Gerasimenko about 17km.
However, due to the small size of the nucleus, the kinetic effects of the ions as well as
of the electrons need to be taken into account because the electron gyroradius is about
rgyr,e ≈ 3km, for solar wind conditions at 3.5 AU, which is as big as the nucleus itself.

1This depends on various parameters, e.g. the temperature of the plasma.
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Figure 2.1: Sketch of the interaction between the inactive nucleus and the solar wind, adopted
from Coates (1997). The incoming plasma leads to sputtering of surface material and
a possible charging of the nucleus. Based on that also dust may levitation. The wake
behind the nucleus is triggered by the absorption of the solar wind.

Nevertheless, the effects of the wake on the global plasma interaction are expected to be
negligible because the wake is very small in comparison to other structures.

Another effect caused by the nucleus, and not directly connected to its thermal activity,
is the surface charging. The impact of the solar wind ions onto the surface and subsequent
sputtering lead to a surface charging on the dayside. This result in electric fields at the
terminator (cf. Zimmerman et al. 2014), which lead to the levitation of additional dust
particles (Szego et al. 2014). The electric fields are only present close to the nucleus.
Therefore, their impact on the plasma environment is only of minor importance.

The electrical conductivity of the material in the cometary nucleus varies eminently as
listed in Constantinescu et al. (2012). However, the small size of the nucleus of 67P/-
Churyumov-Gerasimenko leads to a diffusion time of the magnetic field of only a few
milliseconds in case of an ice sphere with a conductivity of 10−2 S m−1. This would lead
to a displacement of a magnetic field line by only a few hundred meters over a length
of 4 km at a solar wind speed of usw = 400km s−1. Thus, a detectable draping of the
magnetic field caused by the bleak nucleus is not expected.

In case of a remanent magnetisation of the nucleus (Nübold 2000, Nübold et al. 2003,
Auster et al. 2007, Fu and Weiss 2012) a small signature of the nucleus in the magnetic
field data is expected. In case of an inactive nucleus this would be the same type of
interaction as triggered by an asteroid. This interaction is discussed in detail in Section
(3.3). One can anticipate that the effect onto the global plasma environment caused by the
nucleus itself is a very minor one.

2.3 The Coma - the Cometary Atmosphere - and
Processes Therein

In general, an atmosphere is the gaseous envelope around an object, e.g. a planet, which
has a sufficient gravitation to keep the gas at the object. In the topmost layer of an atmo-
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sphere, its exosphere, the number density of molecules is low and the mean free paths are
large. For that reasons collisions are unlikely. In addition, the velocity of the gas is above
the escape velocity so that the molecules can escape into free space (Raith 1997). In this
respect, the coma, the gaseous envelope around the nucleus, is not an atmosphere because
the gas is not held at the nucleus due to gravitation. Since the mean velocity of the neu-
tral gas at a comet is in the order of 1 km s−1, this velocity is above the escape velocity.
Consequently, all neutral molecules can escape into free space. However, close to the
nucleus collisions between the neutral molecules are important, as well as chemical reac-
tions. Based on that, the term of an exosphere is not appropriate for the gaseous envelope.
Thus, in this work the terms coma and cometary atmosphere are used interchangeably for
the gaseous envelope around the comet.

Apart of the effects of the low gravity, the coma is similar to an ordinary planetary atmo-
sphere in the Solar System in many aspects. Thus, various processes, such as ionisation,
binary collisions, charge exchange of various molecules, atoms, ions and electrons, and
recombination of ions and electrons take place (cf. Bhardwaj and Haider 2002, Schunk
and Nagy 2009, Bhardwaj and Raghuram 2012). However, based on the fact that the
cometary nucleus has a very low mass, the atmospheric profile differs from its planetary
counterpart. Furthermore, the approach of the comet to the Sun leads to large variations in
the sublimation rate and thereby to vast changes in the coma structure. The formation of
the coma is discussed in the first subsection. In the following subsections a simple chem-
ical model with reduced complexity in comparison to reality and its different processes is
presented.

2.3.1 The Coma - the Neutral Cometary Atmosphere

As mentioned above, the source of the cometary activity is the sublimation of ice. A first
theoretical description of the neutral cometary atmosphere was given by Haser (1957).
The author argued that the number of molecules within a spherical shell around the nu-
cleus is constant for different radial distances as long as the loss of molecules due to
photoionisation is neglected.

A different deduction is presented here. First of all, it is assumed that the nucleus is a
sphere with radius rnuc. The neutral molecules emanate radially from this sphere with an
initial velocity uCN. Hereby it is assumed that the movement of the neutral gas molecules
can be described as a fluid. Due to the low mass of the nucleus, the gravitational force
onto the emanating gas can be neglected. Therefore, the speed of the gas is constant. For
the sake of simplicity it can be assumed that the whole process is stationary. Thus, the
continuity equation in spherical coordinates reads

1
r2 ∂r

(
r2 ·nCN (r)

)
uCN =

Qδ (r− rnuc)

4πr2
nuc

−νionnCN (r) , (2.5)

where r is the radial distance to the centre of the nucleus and nCN (r) denotes the neutral
density.

The source of neutral molecules is modelled by the first term on the right-hand side
of the equation. Each second a number of Q neutral molecules emanates from a sphere
with the radius rnuc. Since the molecules only emanate homogeneously from the surface,
the source term is multiplied by the Dirac delta function and divided by the surface of
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Figure 2.2: The density of the cometary exosphere as a function of distance. The figure shows
the density of the model by Haser (1957) and a simplification for weakly outgassing
comets. In addition, the red vertical line displays the position of λ = ucn/νion, the
ionisation scale length.

the sphere. A volume integral over this source term is equal to Q. The loss of neutral
molecules is caused by the ionisation of the neutrals. This can be modelled by the second
term on the right-hand side, where νion is the ionisation frequency. By using the boundary
condition nCN (0) = 0 and considering only distances larger than the radius of the nucleus,
the solution of the continuity equation is

nCN (r) =
Q

4πuCNr2 exp
(
−νion (r− rnuc)

uCN

)
, (2.6)

which is the same result as derived by Haser (1957).
In comparison to a planetary atmosphere, the velocity of the cometary gas is relatively

high. An often used value is uCN = 1km s−1, which originates from the surface temper-
ature. For this value a total gas production rate of Q = 5×1027 s−1 and an ionisation
frequency of ν = 5.88×10−7 s−1, which are characteristic parameters of 67P/Churyu-
mov-Gerasimenko at 1.3 AU, the density profile is shown in Figure (2.2). The figure also
shows a simplification which can be used to model the plasma environment of weakly
outgassing comets. In this simplified case the main interaction takes place close to the nu-
cleus, within the characteristic length of λ = uCN/νion, and the exponential term is equal
to unity:

n(r) =
Q

4πuCNr2 . (2.7)

In the advent of the Rosetta arrival at its target comet the modelling of the coma has
been improved to a large extend. Mainly the various assumptions made by the model by
Haser (1957) have been critically discussed. More sophisticated models were presented.
For example, close to the surface, the real cometary gas is not in thermal equilibrium since
neutral molecules which move towards the nucleus are absorbed by the surface. Hence,
the velocity distribution function strongly deviates from a Maxwellian distribution. There
a Knudsen layer is formed (Davidsson 2008). In order to investigate this, the Direct
Simulation Monte Carlo (DSMC) technique is used to study the outgassing (Crifo 2002,
Crifo et al. 2003, Tenishev et al. 2008).
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Moreover the bulk velocity of the cometary gas is not constant. Within a radius of
10 km the gas is accelerated to its terminal velocity. And far away from the nucleus the
fast molecules dominate, since it is more likely that the slower molecules are ionised
(Tenishev et al. 2008, Finklenburg and Thomas 2014).

Haser (1957), among others, assumed a spherical symmetry to simplify the problem.
However, the outgassing is closely connected to the nucleus’ surface, which in real is not
a sphere. Surface structures as well as the day-nightside differences modify the gas atmo-
sphere. Enhancements in the gas density or the dust density are called jet-like features.
Those have been observed at 1P/Halley, where these structures are restricted to the day-
side hemisphere (Keller et al. 1986). Vincent et al. (2013b) studied the formation on a jet
by a rim on 9P/Temple 1. Even at 67P/Churyumov-Gerasimenko Vincent et al. (2013a)
found jet-like features with Earth-based observations. Young et al. (2004) also detected
an asymmetry in the density profile of comet 19P/Borelly. Thus, an isotropic coma is very
simplified description. Besides those arguments, since the comet rotates around its axis
the assumption of a stationary situation is attacked as well.

Although the simple model by Haser (1957) can be criticised in many aspects, the
model characterises the emanating gas in an appropriate way at larger distances to the
nucleus. Thus, this model is used as a base line in the simulations to model the neutral
coma.

2.3.2 The Processes in the Cometary Environment

As known from ground-based observations and former cometary spacecraft missions, the
abundances of the various chemical elements and molecules vary in time as well as in
space. For example, during the approach of 67P/Churyumov-Gerasimenko towards the
Sun the ratio of the mother molecules CO and H2O changes because of different subli-
mation temperatures. Close to the perihelion passage the water becomes the dominant
species. Another example is the ratio of the water group ions within the cometary ions.
On the one hand, H2O+ is significantly more abundant than H3O+ at larger distances to
the nucleus, as found by Ogilvie et al. (1986) with ICE measurements at 21P/Giacobini-
Zinner or by Balsiger et al. (1986) with measurements onboard Giotto at comet 1P/Halley.
On the other hand, in case of the Giotto measurements, the abundance of H3O+ becomes
dominant in the inner coma (Balsiger et al. 1986). This change is caused by collisions of
the H2O+ ions with neutral water molecules:

H2O++H2O H3O++OH . (2.8)

Another example is the ion pile-up region: At comet 1P/Halley, the ion detectors reg-
istered a sudden enhancement of the ion density (Balsiger et al. 1986). This is caused by
a significant change in the reaction rate (Haeberli et al. 1995, Eberhardt and Krankowsky
1995).

These different observations have been discussed by various complex chemical reac-
tion models (cf. Bhardwaj and Raghuram 2012, Vigren and Galand 2013). However, the
reactions rates depend to some extend on the properties of the plasma environment. A
summary of the different processes taking place in planetary and cometary atmospheres
is given by Schunk and Nagy (2009).

43



2 Modelling of the Cometary Plasma Environment

For the purpose of the current work, the modelling of the cometary plasma environ-
ment, most of the cometary species have a quite similar impact on the interaction or
their abundances are too low to have a significant impact on the global properties of the
plasma environment. Hence, the modelling of the chemical processes only focusses on
the major species: The most important neutral gas species in the cometary atmosphere are
the water group molecules with masses close to 18amu2, carbon-monoxide (28amu) and
carbon-dioxide with a mass of about 44amu. Their reactions are discussed in this section.
However, in most of the time, water is by far the dominant species.

Changes of the neutral background, caused for example by recombination, are not con-
sidered in our plasma simulations. This can be justified by the fact that the neutral density
exceeds the cometary ion density by several orders of magnitude in most of the regions.

2.3.2.1 Photoionisation

The interaction between the comet and the solar wind is caused by the ionisation of the
neutral molecules in the coma. Most dominant among the different ionisation processes
is the ionisation by solar UV radiation. A photon with an energy of hνph ionises a neutral
molecule M and creates a new ion I+ and a new electron e–,

M+hν
ph→ I++ e− . (2.9)

This only occurs if the energy of the photon exceeds the ionisation energy of the molecule
Eion. For example, water has an ionisation energy of Eion,H2O = 12.62eV (Schunk and
Nagy 2009).

The energy of the new electron, called photoelectron, is given by the difference of the
photon energy and the ionisation energy Ee,ph = hνph−Eion. Thus, the energy of the
photoelectrons varies with the wavelength of the UV radiation (Schunk and Nagy 2009).
This energy spectrum is considered in some electron models, e.g. the electron models of
Cravens et al. (1987) or Gan and Cravens (1990), but it can also be approximated by using
a mean energy input to the photoelectrons.

Based on the fact that the energy of the photon is absorbed by the electron, the ions do
not experience a change in velocity or temperature, which can be explained by the heavier
mass of the ion. Hence, the initial velocity of a newborn ion is equal to the velocity of the
former neutral molecule.

By neglecting the complex energy spectrum of the solar UV radiation (cf. Schunk and
Nagy 2009) the production rate of new ions can be simplified to

Iph
α = ησion,phnCNI , (2.10)

where η is the probability of a photon absorption, σion,ph the absorption cross section
and I the solar flux of UV radiation. The index α denotes the plasma species, e.g. the
solar wind protons (SW), cometary ions (CI) or electrons (e). This expression assumes
that the process can be described by a fluid model. In case of planetary atmospheres,
this expression leads to a Chapman production function (cf. Baumjohann and Treumann
1996) with a clear maximum above the surface of the planet due to absorption of the

2Atomic Mass Unit: 1 amu = 1.66053886×10−27 kg
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Table 2.2: The photoionisation frequencies of different molecules in the coma for conditions at a
distance of 1 AU to the Sun. The parameters are given for the conditions at the solar
minimum and the solar maximum (Schunk and Nagy 2009).

Solar Minimum Solar Maximum

H2O 4.286×10−7 s−1 1.184×10−6 s−1

CO2 6.696×10−7 s−1 1.695×10−6 s−1

CO 4.245×10−7 s−1 1.127×10−6 s−1

UV radiation by the neutrals along their ray trace. For the cometary environment this
absorption can be estimated by solving the equation

dI = σion,phnCNIdr . (2.11)

The equation describes the change of the flux due to absorption of photons by the neutral
cometary atmosphere along the Sun-comet line. In order to estimate an upper limit for
the absorption, the density profile of Equation (2.7) can be used. Thus, the solar flux is
expressed by

I = I∞ exp
(
−

σion,phQ
4πuCNr

)
. (2.12)

The actual cross section of water σion,ph varies with the wavelength of the radiation (an
overview can be found in Schunk and Nagy (2009)) but no value exceeds σion,ph,max =
25×10−18 cm2. The maximum activity of 67P/Churyumov-Gerasimenko is present close
to the perihelion, i.e. at about 1.3AU, where a gas production rate of Q= 5×1027 s−1 and
a typical velocity of the neutral gas of uCN = 1km s−1 can be used. For these parameters,
the solar flux is absorbed by more than 50 % as long as the a radial distance of r≤ 1.4km
to the nucleus. Based on that, the absorption of the solar flux can generally be neglected
in the coma, at least on the sunward side, and Equation (2.10) can be simplified to

Iph
α = ν

ph
α nCN . (2.13)

The values for the ionisation frequency vary with the activity of the Sun. Close to the solar
minimum, the ionisation frequency of water is νion,ph,0,min ≈ 4.3×10−7 s−1 at a heliocen-
tric distance of 1AU from the Sun, whereas, at the solar maximum this value increases to
νion,ph,0,max ≈ 1.2×10−6 s−1 (Huebner et al. 1992, Schunk and Nagy 2009). Table (2.2)
lists the ionisation frequencies of the major molecules in the cometary environment at a
heliocentric distance of 1AU. Since the values are quite similar to each other and the
exact conditions during the escort phase are unknown, a default photoionisation rate of
νion,ph,0 = 1.0×10−6 s−1 is used (Hansen et al. 2007).

Because of the fact that the distance between the comet and the Sun changes during
the mission the ionisation frequencies vary as well. The ionisation frequency at a given
distance to the Sun rh is given by

νion,ph (rh) =
νion,ph,0r2

0

r2
h

, (2.14)
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where νion,ph,0 is the ionisation frequency at the reference distance. This change is caused
by the reduction of the intensity of the solar radiation when moving to larger distances.

2.3.2.2 Collisions and Charge Exchange

In addition to the ionisation processes, collisions between charged particles and the neu-
tral molecules are quite important in general ionospheric plasma environments. This also
applies to the cometary environment, because collisions lead to the formation of the dia-
magnetic cavity (Section 4.2). These collision processes are important as long as the ion
densities as well as the neutral densities are high. Because several processes are involved,
this section focuses on the most important ones. A detailed description and the deduction
of the reaction rates of all these processes is given by Schunk and Nagy (2009).

The most important class of processes are elastic collisions between ions and neutral
molecules. These collisions are most prominent whenever the neutral gas density is high.
However, they are not a source of new particles but rather a source or loss of momentum.
Based on the fact that these collisions are mainly elastic, the kinetic energy of the ions
after the collision is determined by the mass ratio and the velocity of the neutral molecules
before the collision. Schunk and Nagy (2009) expressed the change of momentum of the
plasma species α , δ pcoll

α

δ t , due to these collisions for Maxwellian molecules by

δ pcoll
α

δ t
= ∑

n
kcoll

α,nnnnαmα (~un−~uα) , (2.15)

where nn and ~un denote the density and the velocity of a specific neutral gas species, re-
spectively. The mass, the density and the velocity of the plasma species α is labelled by
mα , nα , and ~uα . It follows that the collisions act like a force on the plasma, which accel-
erates or decelerates the plasma species depending on the velocity ~uα . For the common
cometary molecules the collision rates kcoll

α,n are listed in Table (2.3).
Besides elastic collisions, the charge exchange process plays an important role in the

cometary environment. Mainly, solar wind protons enter the neutral coma and collide
with neutral gas molecules. Hereby, an ion I+ reacts with a neutral molecule M

M+ I+→ I++M , (2.16)

to a neutral and newborn ion. In the case of the resonant charge exchange, the momentum
and the kinetic energy of each of the reactants is constant. Although this process leads to
the loss of solar wind protons and evokes cometary ions, it is not related to a change of the
net charge of the plasma, because only single charged ions are taken into consideration
for this study. Hence, the charge exchange process is a source or a loss of momentum
and mass for the plasma depending on the parameters. The rates of the charge exchange
processes depend on the particle velocity and the cross-section of the particles. In a first
order, the cross-section is inverse to the particle velocity, hence, for the sake of simplicity,
the charge exchange rate can be assumed as constant (Kriegel 2013). Typical reaction
rates are stated in Table (2.3).

In addition to the ion-neutral processes discussed so far, the electron-neutral collisions
are also quite important, among those the elastic collisions between electrons and neutral
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Table 2.3: The table lists the most important reaction rates of the collision, the charge-exchange
and the recombination processes as used in our simulations. It should be noted that in
reality some of these rates depend on the velocity (Nakai et al. 1987, Gombosi et al.
1996, Schunk and Nagy 2009, Kriegel 2013).

Reaction Rate in cm3 s−1

H3O+ + H2O→ H3O+ + H2O 1.7×10−9

H+ + H2O→ H3O+ 1.×10−8

CO+ + CO→ CO + CO+ 9.8×10−10

CO2
+ + CO2→ CO2 + CO2

+ 8.8×10−10

H2O+/H3O+ + e– 1.57×10−5 (Te)
−0.569 for Te < 800K

4.73×10−5 (Te)
−0.74 for 800K < Te < 4000K

1.03×10−3 (Te)
−1.111 for Te > 4000K

CO2
+ + e– 4.2×10−7

(
300K

Te

)0.75

molecules. The reaction rate coefficient is given by ken,elastic = σve, where ve is the veloc-
ity of the electrons. Here it is assumed that this velocity can simply be expressed by the
thermal velocity

1
2

mev2
e =

fe

2
kBTe ,

where fe, kB, and Te denote the number of degrees of freedom for the electrons, the
Boltzmann constant, and the electron temperature. This is reasonable since the thermal
velocity of the electrons by far exceeds the bulk velocity in every region. The momentum
transfer cross section σ of the electron collision with water are obtained by the review of
Itikawa (2005). The resulting reaction rate coefficients are shown in Figure (2.3). Since
they are relatively close to each other, a constant reaction rate coefficient of ken,elastic,fit =
1.1×10−7 cm3 s−1 is used in this work.

Besides elastic collisions, also inelastic collisions in the inner coma have to be consid-
ered. As discussed below, they allow the electron fluid to be cooled in the inner coma. Gan
and Cravens (1990) stated that the electrons excite the water molecules in their electron
model of comet Halley. The most dominant states are rotation, vibrational and electronic
excitations. In the review by Itikawa (2005), the rotational excitation is agreed by several
measurements, whereas the measurements of the cross section of the electronic excitation
of the water molecules of the different authors contradict each other and will be addressed
by the Rosetta measurements. Here, the values suggested by Gan and Cravens (1990) are
used. The energy transfer to the water molecules is expressed by

lnEex
H2O =−188.4701+33.2547ln(Te)−2.0729ln(Te)

2 +0.0425log(Te)
3 . (2.17)

In combination with the rotational and vibrational excitations, this process is a very effi-
cient process in cooling the electrons, as will be discussed in Section (2.5.3.6). The total
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Figure 2.3: The reaction rate coefficient of the elastic electron neutral collision is shown. The
coefficient is calculated by using the recommended momentum transfer cross sections
σ from Itikawa (2005) and the velocity of the electrons by assuming Ekin,e = Etherm,e.
In addition, the figure shows the constant ken,elastic,fit, which is a fit to the reaction rate
coefficient within the temperature range from 10K to 105 K.

energy loss due to the excitation of the water molecules is shown in Figure (2.4). The
electronic excitation dominates the loss at high energies, whereas the rotational loss dom-
inates the at lower temperatures. If the electrons are cooler than the neutrals, the electrons
are heated by the collisions. However, this cooling of the electrons will be extensively
investigated on the basis of the RPC measurements in future studies.

2.3.2.3 Recombination

A loss of plasma is the recombination process which plays an important role in regions
with a low electron temperature. During this process, an ion I+ and an electron e– re-
combine to a neutral molecule and a photon. In case of molecular ions, dissociative
recombinations occur and two neutral molecules are produced

I++ e−→M1 +M2 . (2.18)

In ionospheric plasmas dissociative recombination is more frequent (Schunk and Nagy
2009). The loss within a plasma species α , Rα , can be modelled in a fluid description by

Rα = α(Te)nenα , (2.19)

where α(Te) denotes the recombination rate. This rate strongly depends on the electron
temperature and is large for low temperatures, see Figure (2.5) (Schunk and Nagy 2009).
Table (2.3) lists the recombination rates of common cometary ions.
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2.3.3 Dust Particles and Further Uncertainties at the Comet

Besides the gas molecules, dust particles can be found in the coma of a comet. From
the plasma perspective dust consists of solid particles with sizes between nanometres and
a few hundred micrometres. Since those particles are exposed to the plasma, the grains
collect electrons and ions in their environment depending on the grain size, the plasma
density and the plasma velocities.

In general, this leads to negatively charged dust grains. In cases of a sufficient solar
radiation photoionisation removes electrons from the dust grains and results in less neg-
ative or even positive grain charge. A similar effect is triggered by the electron impact
ionisation.

Due to the large masses, the charge per mass ratio is orders of magnitude smaller than
for the ordinary ions. Because of that, the dust particles have other gyrofrequencies and
very low frequency dust ion waves can be excited in the plasma. Recent observations
by the Cassini spacecraft at Saturn’s moon Enceladus showed that dust particles have a
significant impact on the plasma interaction of the moon with Saturn’s magnetosphere (cf.
Kriegel 2013).

In case of Enceladus the grains are negatively charged. Around comet 67P/Churyu-
mov-Gerasimenko this might be different because of the smaller distance to the Sun,
photoionisation is more important. However, a detailed analysis of the effects of dust
grains at comet 67P/Churyumov-Gerasimenko is very complicated since the size distri-
bution as produced by the comet, the charge as controlled by the plasma environment, the
amount of dust grains produced by the comet, and further properties are unknown. An
examination of those effects must be subject of a future study.

2.4 General Plasma Description

A general description of a multi-species plasma is possible using the Boltzmann equation
for each plasma species α

∂tFα +~v∂~xFα +
qαe
mα

(
~E +~v×~B

)
∂~vFα =

δFα

δ t
(2.20)

and the Maxwell equations

∂~x ·~E =
ρc

ε0
(2.21)

∂~x ·~B = 0 (2.22)

∂~x×~E =−∂t~B (2.23)

∂~x×~B =
1
c2 ∂t~E +µ0~j . (2.24)

Hereby Fα = Fα (~x,~v, t), qαe and mα are the phase space distribution function, the charge
and the mass of species α , respectively. ~v denotes the velocity, and δFα/δ t allows mod-
elling of ionisation, collisions and loss processes. The electromagnetic fields are labelled
by ~E and ~B. The constants c, ε0 and µ0 are the speed of light, the vacuum permittivity and
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the vacuum permeability, respectively. The charge density

ρc (~x, t) = ∑
α

qαe
∫

Fαd3v , (2.25)

and the current density
~jc (~x, t) = ∑

α

qαe
∫
~vFαd3v , (2.26)

and the electromagnetic fields couple the equations.
In order to describe the dynamics of the entire plasma in the environment, one could

solve the non-linear set of equations or use different approximation levels, which allow
an easier, faster and more appropriate way to investigate the global plasma environment
of a comet. In the following subsections some of these different approaches are shortly
presented, because the hybrid model (Section 2.5) used for this thesis is partly based
on the other approaches. In addition, the simpler fluid model is used to investigate the
ongoing processes at various places in this work. A detailed deduction of the different
fluid plasma models can be found for example in Motschmann (2009).

2.4.1 The Multifluid Magnetohydrodynamic Model

A first approximation of the set of Equations (2.20) to (2.24) is the multifluid approach.
In this approach, the effects of individual particles are neglected and the different species
of the plasma particles are described by fluids. Hereby, the model uses moments of the
distribution function Fα to describe the plasma. By using an endless number of moments,
the complete distribution function can be reconstructed and all effects of the plasma are
included. However, the system becomes simpler by using a limited number of moments
only. In this work only the first four moments are taken into consideration, namely the
number density nα , the mean velocity ~uα , the internal energy εα and the pressure tensor
Π

α
:

nα (~x, t) =
∫

Fαd3v (2.27)

~uα (~x, t) =
1

nα

∫
~vFαd3v (2.28)

εα (~x, t) =
mα

2

∫
(~v−~uα)

2 Fαd3v (2.29)

Π
α
(~x, t) = mα

∫
(~v−~uα)◦ (~v−~uα)Fαd3v . (2.30)

It is generally assumed that moments of higher order, such as the heat flux density, can
be neglected, as long as the dynamics of the entire plasma are investigated. However,
some models use the heat flux to model specific effects, for example, the electron model
by Gan and Cravens (1990). In contrast to this basic assumption of the fluid model, the
hybrid model, which describes the ions as particles allows the description of higher order
moments by construction.

A first equation to govern the moments and, based on that, the dynamics of the plasma
can be obtained by integrating the Boltzmann equation (2.20) over the velocity space. The
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resulting equation is the continuity equation:

∂tnα +∂~x (nα~uα) =
∫

δFα

δ t
d3vC

δnα

δ t
. (2.31)

Multiplying the Boltzmann equation with mα~v before the integration is done and assuming
an isotropic pressure pα yields the momentum conservation

∂t (nαmα~uα)+∂~x (nαmα~uα ◦~uα)+

+∂~x pα −nαqαe
(
~E +~uα ×~B

)
=
∫

mα~v
δFα

δ t
d3v . (2.32)

Using the continuity equation, Equation (2.31), the expression can be converted into

nαmα (∂t~uα +(~uα∂~x)~uα)+

∂~x pα −nαqαe
(
~E +~uα ×~B

)
=
∫

δFα

δ t
mα (~v−~uα)d3vC

δ pα

δ t
. (2.33)

The energy equation can be obtained by multiplying the Boltzmann equation with
mα~v2/2 and integrating it afterwards. In addition, it is assumed that εα = fαnαkBTα/2
and pα = nαkBTα . kB are the Boltzmann constant and fα expresses the number of degrees
of freedom. It follows that the energy equation is given by

∂t

(
1
2

nαmα~u2
α +

fα

2
pα

)
+

+∂~x

(
1
2

nαmα~u2
α~uα +

fα +2
2

pα~uα

)
−

−∂~x~qα −nαqαe~uα
~E =

∫ 1
2

mα~v2 δFα

δ t
d3v . (2.34)

The application of Equation (2.33) leads to the pressure equation:

fα

2
(∂t +~uα∂~x) pα +

fα +2
2

pα∂~x~uα +∂~x~qα =
∫ 1

2
mα (~v−~uα)

2 δFα

δ t
d3vC

δεα

δ t
. (2.35)

Solving the continuity equations, Equations (2.31), (2.33) and (2.35) and Maxwell’s
equations, the behaviour of the fluids can be described. However, in order to model the
obstacle, the right-hand sides of the Equations (2.31), (2.33) and (2.35), the sources and
losses of the plasma density, of the velocity and energy need to be modelled. Theses
sources and losses correspond to the different physical processes, which have been dis-
cussed in the first part of this chapter. Because of the fact that neither the description by
Ranocha (2013) nor Rubin et al. (2014a) are complete and appropriate for the purpose of
this work, the sources and losses in the equations are deduced in this work using parts of
Motschmann (2009), Ranocha (2013) and Rubin et al. (2014a). Concerning the continu-
ity equation, a source of density is caused by photo-ionisation Iph

α , and charge exchange
Cs

α , but charge exchange is also a loss of density to another species Cl
α . Furthermore,

the recombination loss of ions and electrons Rα reduces the density. In contrast, elastic
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and inelastic collisions do not yield to a change in the continuity equation. Thus, the
continuity equation can be expressed by

∂tnα +∂~x (nα~uα) =Iph
α +Cs

α −Cl
α −Rα

=∑
n

Iph
α,n +∑

n
Cs

α,n−∑
n

Cl
α,n−Rα

=∑
n

ν
ph
α nn +∑

n
Cs

α,n−∑
n

Cl
α,n−α(Te)nenα . (2.36)

Since several neutral gas species can be involved in the sources and sinks, the sum over
all neutral gas species n is considered. Collisions between ions and neutral molecules do
not cause sources or sinks for the continuity equation, but are important in the momentum
equation because they provide a change in velocity. Reference is made to Schunk and
Nagy (2009), Ranocha (2013) and Rubin et al. (2014a) for a detailed deduction of the
appropriate source terms. As already discussed the change due to elastic binary collisions
of molecules is given by

δ pcoll
α

δ t
= ∑

n
kcoll

α,nnnnαmα (~un−~uα) . (2.37)

The sources and losses because of ionisation, charge exchange and recombination are
given by

δ pprod
α

δ t
=
∫

mα (~v−~uα)
δFprod

α

δ t
d3v

= ∑
n

Iph
α,nmα~un +∑

n
Cs

α,nmα~un

−∑
n

Cl
α,nmα~uα −Rαmα~uα

−mα~uα

(
∑
n

Iph
α,n +∑

n
Cs

α,n−∑
n

Cl
α,n−Rα

)
= ∑

n
Iph
α,nmα (~un−~uα)+∑

n
Cs

α,nmα (~un−~uα) . (2.38)

It should be noted that the losses by recombination and charge exchange do not occur in
the final expression of the momentum change. This can be explained by the fact that the
losses take place in the plasma at the velocity~uα of the plasma fluid. Thus, the momentum
loss due to those processes is only caused by a change in the density, but this is already
considered in the continuity equation. A similar consideration appears in case of equal
plasma and neutral velocities. Then, the change of momentum is already considered by
the continuity equation and the source terms in the momentum equation vanish.

Finally, the complete momentum equation for the fluid of species α is given by

nαmα (∂t~uα +(~uα∂~x)~uα)+∂~x pα −nαqαe
(
~E +~uα ×~B

)
=

δ pprod
α

δ t
+

δ pcoll
α

δ t
=∑

n
Iph
α,nmα (~un−~uα)+∑

n
Cs

α,nmα (~un−~uα)+∑
n

kcoll
α,nnnnαmα (~un−~uα) . (2.39)
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For modelling the input of energy into the plasma, right hand side of Equation (2.35),
the calculations done for the momentum and continuity equation are useful. It is (Ranocha
2013)

δεα

δ t
=
∫ 1

2
mα (~v−~uα)

2 δFα

δ t
d3v

=
∫ 1

2
mα~v2 δFα

δ t
d3v−~uα

∫ 1
2

mα~v
δFα

δ t
d3v+

1
2

mα~u2
α

∫
δFα

δ t
d3v

=
∫ 1

2
mα~v2 δFα

δ t
d3v−~uα

δ pα

δ t
+

1
2

mα~u2
α

δnα

δ t
. (2.40)

Based on this equation, the calculation can again be separated into the energy input of
the collisions and that of the production and loss processes.

δεα

δ t
=

δε
prod
α

δ t
+

δεcoll
α

δ t
. (2.41)

However, the behaviour of the ions and electrons in the reactions becomes different at
this stage. As described in Section (2.3) there are no changes of the ion temperature due
to ionisation and charge exchange. Therefore, the sources and sinks for the ions caused
by ionisation, charge exchange and recombination can be modelled by

δε
prod
α

δ t
= ∑

n
Iph
α,n

mα

2
~u2

n−∑
n

Iph
α,nmα~un (~un−~uα)−∑

n
Iph
α,n

1
2

mα~uα

+∑
n

Cs
α,n

mα

2
~u2

n−∑
n

Cs
α,nmα~un (~un−~uα)−∑

n
Cs

α,n
1
2

mα~uα

−∑
n

Cl
α,n

fα pα

2nα

−Rα

fα pα

2nα

. (2.42)

In contrast to the ions, the electrons experience a change in temperature. The photoion-
isation produces new electrons of a mean energy Eph

n . Furthermore, since only single
charged ions are considered, their charge exchange does not change the electron pressure.
Thus, the change of the electron pressure can be expressed by

δε
prod
e

δ t
= ∑

n
Iph
e,n

(
me

2
~u2

n +
fe

2
kBT ph

n

)
−∑

n
Iph
e,nme~un (~un−~ue)

−∑
n

Iph
e,n

1
2

me~ue−Re
fe pe

2ne
. (2.43)

Because of the various processes in the cometary environment, the electron distribu-
tion function is not a simple Maxwellian distribution. Therefore, the electron model by
Gan and Cravens (1990) distinguishes between thermal and superthermal electrons. In
the multifluid approach, which is presented here, the electrons are only considered as
a single fluid. Consequently, some problems occur: For example, the electron fluid is
cooled by recombination, but a heating might be more appropriate in reality, because the
recombination rate is higher for cold electrons. Thus, cold electrons are removed from
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the electron ensemble and the warmer electrons remain. Hence, the electron fluid temper-
ature increases. However, as discussed in Section (2.5.3.6), the cooling of the electrons is
negligibly small.

Following Ranocha (2013) the energy transfer due to elastic collisions is given by

δεcoll
α

δ t
= ∑

n

nαmα

mα +mn
kcoll

α,nnn

(
fn pn

nn
− fα pα

nα

+mn (~uα −~un)
2
)

. (2.44)

According to Rubin et al. (2014a), the loss due to inelastic electron water collisions can
be expressed by

δε in.coll
e
δ t

=−2
3

nenH2O
(
Rex

H2O +V ex
H2O +Eex

H2O
)
. (2.45)

Finally, the pressure equation of a fluid of ions can be written as

fα

2
(∂t +~uα∂~x) pα +

fα +2
2

pα∂~x~uα +∂~x~qα =
δε

prod
α

δ t
+

δεcoll
α

δ t
. (2.46)

If the fluid describes electrons, the energy equation is given by

fe

2
(∂t +~ue∂~x) pe +

fe +2
2

pe∂~x~ue +∂~x~qe =
δε

prod
e

δ t
+

δεcoll
e

δ t
+

δε in.coll
e
δ t

. (2.47)

Equations (2.36), (2.39), (2.46) and (2.47) represent the multifluid MHD model, which
considers the major processes in the cometary interaction. A detailed discussion of the
advantages and disadvantages of multifluid models with respect to the plasma interaction
of 67P/Churyumov-Gerasimenko with the solar wind is discussed in Section (3.2). There,
the latest available multifluid model, developed by Rubin et al. (2014a), is compared with
the hybrid model.

2.4.2 The Single Fluid Magnetohydrodynamic Model

The multifluid model presented in the previous Section (2.4.1) can be simplified by as-
suming that the different species have the same behaviour, i.e. that the velocities are
comparable to each other:

~uSW ≈~uCI ≈~ue ≈~u . (2.48)

In this case, the different fluids can merge to a single fluid description. For example, the
mass density ρ can be defined by

ρ = ∑
α

mαnα . (2.49)

In consequence, a single fluid model is not able to describe fast processes and the model
requires scales much larger than the gyroradius. The procedure of deducing the equations
is described by several standard textbooks (cf. Motschmann 2009). The resulting equa-
tions are:

∂tρ +∂~x (ρ~u) =Msrc (2.50)

∂t (ρ~u)+∂~x (ρ~u◦~u)+∂~x p =~j×~B+~Isrc (2.51)

∂t

(
1
2

ρ~u2 + ε

)
+∂~x

(
1
2

ρ~u2~u+ ε~u+ p~u+~q
)
=~j ·~E +Esrc (2.52)

∂~x×~E =−∂t~B+~Fsrc . (2.53)
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The mass density, the velocity, and the pressure of the fluid are denoted as ρ , ~u and p,
respectively. ~q is the heat flux and ε the internal energy. Msrc,~Isrc, Esrc, and ~Fsrc denote the
source and loss terms for mass, momentum, energy and diffusion. A general deduction
of these from the expressions gained in the last section is omitted because of the limited
used of the model in this work. The interaction between a comet and the solar wind within
this fluid framework has been discussed by various authors, (cf. Schmidt and Wegmann
1982, Gombosi et al. 1996, Kartalev 1998, Hansen et al. 2007, Jia et al. 2007, Rubin et al.
2012).

2.4.2.1 The 1D Single Fluid Magnetohydrodynamic Model

In order to prepare the presentation of the extended upstream boundary model in Section
(2.5.3.1), which is used in the hybrid plasma simulations to model the cometary envi-
ronment upstream of the simulation box, a generalised one dimensional MHD model is
deduced here. In addition, this 1D MHD model is extensively used for the study of the
bow shock position in Section (4.1). A similar model has been proposed by Flammer and
Mendis (1991) and by Schmidt et al. (1993). And, by reducing the complexity, the simple
fluid model used by Biermann et al. (1967) can be derived from this model.

The purpose of the model is the simple description of the cometary interaction, in
which the flow is modelled within a single dimension. This model is not appropriate for
the entire cometary plasma environment but usable, for example, for some aspects in the
upstream region, where the flow mainly moves away from the Sun and towards the comet.
This is the one dimension to be considered (labelled with x). Furthermore, the model
assumes a stationary state. Hence, effects caused by fluctuations in the solar wind cannot
be investigated in this model. Moreover, the model neglects the heat flux and assumes an
isotropic pressure. Based on these assumptions, the set of equations (2.50),(2.51),(2.52)
and (2.53) can be simplified to (cf. Biermann et al. 1967, Flammer and Mendis 1991,
Schmidt et al. 1993):

∂x (ρux) =Msrc (2.54)

∂x

(
ρu2

x + pt +
B2

y

2µ0

)
=Isrc (2.55)

∂x

(
1
2

ρu3
x +

f +2
2

ptux +
B2

y

µ0

)
=Esrc (2.56)

∂x (uxBy) =Fsrc . (2.57)

The number of degrees of freedom of the flow is denoted by f . A discussion regarding
the number of degrees of freedom is given in Section (4.1). For this simplification it is also
assumed that the magnetic field is orientated in y-direction and the strength of the field
is given by By. Thus, the magnetic field is perpendicular to the solar wind velocity. The
integration of these equations from −∞ to a position x allows us to resolve the following
expressions for the magnetic field

By =
1
ux

(∫ x

−∞

Fsrcdx′+u∞B∞

)
, (2.58)
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for the mass density

ρ =
1
ux

(∫ x

−∞

Msrcdx′+ρ∞u∞

)
, (2.59)

and for the pressure

pt =
∫ x

−∞

Isrcdx′+P∞−ρu2
x−

B2
y

2µ0
. (2.60)

The entities with index ∞ represent values in the undisturbed solar wind. The total pres-
sure in the undisturbed solar wind is given by the sum of the ram pressure, the thermal
pressure and the magnetic pressure

P∞ =pr,∞ + pt,∞ + pm,∞ (2.61)

=ρ∞u2
∞ + pt,∞ +

B2
∞

2µ0
.

In a similar way, the energy density can also be expressed by

E∞ =
1
2

ρ∞u2
∞ +

f +2
2

pt,∞ +
B2

∞

µ0
. (2.62)

The fourth equation which remains from the integration is a cubic equation for the velocity
of the plasma:

0 =
1
2
( f +1)

(∫ x

−∞

Msrcdx′+ρ∞u∞

)
u3

x

− 1
2
( f +2)

(∫ x

−∞

Isrcdx′+P∞

)
u2

x

+

(∫ x

−∞

Esrcdx′+E∞u∞

)
ux

+
1
2
( f −2)

1
2µ0

(∫ x

−∞

Fsrcdx′+u∞B∞

)2

. (2.63)

Using this general 1D single magnetohydrodynamic model, the basic effects of the mass-
loading of the solar wind can be investigated. A similar investigation has been carried out
by Biermann et al. (1967). They neglected the magnetic field and the thermal pressure
in the undisturbed solar wind. Furthermore, they argued that the photo-ionisation of the
neutral cometary gas far upstream of the comet leads to a change in the mass density. This
is why the authors only used the mass density source Msrc to model the interaction. All
other sources are neglected. Regarding the momentum and energy sources, this can easily
be justified by a comparison of the velocities: the velocity of the newly inserted cometary
ions is about 1km s−1, whereas the solar wind velocity is about 400km s−1. Assuming
that only the mass source Msrc is relevant, Equation (2.63) simplifies to

0 = ( f +1)
(∫ x

−∞

Msrcdx′+ρ∞u∞

)
u2

x

− ( f +2)ρ∞u2
∞ux

+ρ∞u3
∞ . (2.64)
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This can be solved:

ux1,2 =
1

2( f +1)
(∫ x
−∞

Msrcdx′+ρ∞u∞

) ·[( f +2)ρ∞u2
∞

±

√
( f +2)2

ρ2
∞u4

∞−4( f +1)
(∫ x

−∞

Msrcdx′+ρ∞u∞

)
ρ∞u3

∞

]
. (2.65)

The injected mass in the undisturbed solar wind is zero. Therefore, the two solutions for
the velocity in this case reduce to

ux1(x =−∞) = u∞ ux2(x =−∞) = u∞

1
( f +1)

. (2.66)

The solution ux1 represents the cometary scenario. Based on that, the Mach number of the
flow in the undisturbed solar wind can be calculated by

Ms =
ux

cs
=

√
f ρu2

x
( f +2) p

, (2.67)

where cs =
√

( f +2)p/( f ρ) denotes the sonic speed. Within this framework, close to the
undisturbed solar wind the velocity is close to u∞ and the density close to ρ∞. However,
for large distances the pressure (see Equation 2.60) decreases towards zero because the
thermal pressure in the undisturbed solar wind is neglected. Hence, the flow of solution
ux1 is supersonic at large distances. As a consequence, the supersonic solution is given by
the “+” in Equation (2.65).

In the supersonic case the flow decelerates when mass is inserted into the flow. The
more mass is inserted, the more the flow decelerates. In the cometary context this means
that cometary ions are injected into the solar wind. Since the momentum source is ne-
glected in the approach by Biermann et al. (1967), the new ions are resting in comparison
to the solar wind flow. Consequently, the mass which needs to be transported by the flow
is increased by this process. The conservation of energy and momentum requires a re-
duction of the flow speed. The remaining equations for the mass density and the pressure
increase the more mass is inserted into the flow. Figure (2.6) shows the behaviour of the
different quantities for the situation of comet 67P/Churyumov-Gerasimenko at 1.3 AU,
which is discussed in detail Chapter (4).

2.5 The Hybrid Model

In contrast to the aforementioned fluid models, hybrid models try to solve the Boltzmann
equation (2.20) for the ion species by a statistical approach. Hence, the ions in the plasma
are described as individual particles and not as fluids. In contrast the electrons in the
hybrid model are described as a fluid. In a fluid, the state at a given time and position
is only characterised by the moments which are mean values. Furthermore, most fluid
models only calculate the first three moments, as shown above, and, based on that, they are
not able to reproduce complex distribution functions. In the hybrid approach each particle
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Figure 2.6: The effects of the massloading process on the solar wind are shown for comet 67P/
Churyumov-Gerasimenko at a heliocentric distance of 1.3 AU, which will be dis-
cussed in Chapter (4), normalised to background values. For the calculation the fluid
model by Biermann et al. (1967) is used with f = 3 and the neutral density according
to Equation (2.6). While the solar wind flow approaches the comet, cometary ions are
injected and the mass density increases. Simultaneously, the flow speed decreases. In
addition, an increase in the pressure can be observed during the approach. At about
3300 km the sonic Mach number becomes equal to 1. At this point the solutions for
the flow quantities also become complex.

can have an arbitrary position and a different velocity, wherefore arbitrary ion distribution
functions can be modelled. This is especially important for the cometary environment in
the weakly active phase of 67P/Churyumov-Gerasimenko, where the ring distribution of
the cometary ions in the phase-space (see Section 3.1) and the decay of this distribution
has a major impact and triggers many effects, such as ion-cyclotron waves. Also in case
of a strongly active comet, the distribution function differs from a Maxwellian distribution
at several places.

Within the hybrid framework the relative movement of ions to each other can be de-
scribed due to the construction of the hybrid model, this can neither be done in multifluid
models, except they use many fluids to describe a single species, nor in single-fluid mod-
els.

Especially, whenever the characteristic scales of the motion of the ions are comparable
to the scale of the obstacle, the usage of hybrid models are strongly preferred. In contrast
to the heavy solar wind protons and cometary ions, the characteristic scales of the electron
motion are much smaller. Hence, the electrons in the hybrid model are described as a fluid.

Due to the fact that the hybrid approach is a common technique in plasma physics,
several authors have used the hybrid model to study the cometary plasma interaction or
similar interactions: Omidi and Winske (1987) investigated the massloading of the solar
wind by using a one-dimensional hybrid model. The interaction of the solar wind with a
cloud of charged dust has been investigated by Motschmann et al. (1992). Furthermore,
based on the study of the cometary ionopause by Cravens (1989), Puhl-Quinn and Cravens
(1995) simulated the ionopause of comet 1P/Halley in a one-dimensional hybrid simula-
tion. Delamere (2006) used a three-dimensional hybrid model, which is combined with a
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fluid model, to study the asymmetry measured by Young et al. (2004) in the interaction
region of comet 19P/Borrelly. What is more, Bagdonat and Motschmann (2002), Gortsas
(2010) and Wiehle et al. (2011a) studied the evolution of a comet at various places and the
impact of anisotropic outgassing. These authors used a code named Braunschweig Code,
which is the predecessor of the A.I.K.E.F. code. The latter is used in this work and will
be presented in detail now.

2.5.1 The Hybrid Model within the A.I.K.E.F. Code

The A.I.K.E.F. (Adaptive Ion Kinetic Electron Fluid) code is an implementation of the
hybrid model and has initially been developed by Müller (2012). It is the successor of the
Braunschweig Code, which has been developed by Bagdonat (2004). The purpose of the
development was the study of the plasma interaction at weakly active comets, like comet
67P/Churyumov-Gerasimenko or comet 47P/Wirtanen. This code and its successor have
been successfully applied to various different interaction scenarios, like Asteroids (e.g.
Simon et al. 2006), Mars (e.g. Boesswetter et al. 2009), Titan (e.g. Müller et al. 2010) and
particularly to Enceladus (e.g. Kriegel 2013).

In the hybrid model the equation of motion of each individual ion reads:

d
dt
~xi =~vi (2.68)

d
dt
~vi =

qi

mi

(
~E +~vi×~B

)
+

1
nimi

~fcx . (2.69)

~xi and~vi denote the position and the velocity of an ion i, respectively. The charge and the
mass of the ions of this species are given by qi and mi. In combination with the electric
field ~E and the magnetic field ~B, the Lorentz force acts on the charged particles. ~fcx
represents additional forces acting on the ions.

For the description of the electron fluid, it is assumed that the plasma is quasi-neutral

0 = ∑
α

ρc,α = ρc,i +ρc,e

within the A.I.K.E.F. code. ρc,α = eqαnα denotes the charge density of plasma species α

and ρc,i and ρc,e represent the charge densities of the ions and the electrons, respectively.
Based on this assumption it is not necessary to derive the electron density by solving the
continuity equation for the electron fluid as long as the density of the ions is known. The
momentum equation for the electrons, see Equation (2.39), can be simplified by assuming
zero mass for the electrons. Thereby, the equation can be transformed into an expression
for the electric field (Bagdonat 2004)

~E =−~ue×~B+
∂~x pe

ρe
+η~j . (2.70)

Since the electron mass is neglected in this equation, the sources and sinks on the right-
hand side of Equation (2.39), e.g. the collision term, are negligible. However, as sug-
gested by Bagdonat (2004), a resistivity η and the current density ~j are introduced in
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order to describe the anomalous resistivity due to high frequency wave-particle scatter-
ing. By using the definition of the current density

~j = ∑
α

ρc,α~uα = ρc,i~ui +ρc,e~ue , (2.71)

where ρc,i~ui denotes the current density based on the ion movement and the quasi-neutrality,
the expression for the electric field can be reformulated to

~E =−~ui×~B+
~j×~B
ρc,i
− ∂~x pe

ρi
+η~j . (2.72)

The main purpose of the A.I.K.E.F. simulations are investigations of large-scale and low-
frequency plasma phenomena. Therefore, it is suitable to neglect the displacement cur-
rent. Based on that, the current density can be expressed by Ampère’s Law

~j =
1
µ0

∂~x×~B , (2.73)

and the equation of the electric field can finally be reformulated into

~E =−~ui×~B+

(
∂~x×~B

)
×~B

µ0ρc,i
− ∂~x pe

ρi
+

η

µ0
∂~x×~B . (2.74)

Regarding the pressure of the electrons, two different approaches are used within this
thesis. In the first approach, proposed by Bagdonat (2004), the state equation for the
electron fluid can be described by an adiabatic law

pe = pe,0

(
ρc,e

ρc,0

)γ

, (2.75)

where pe,0 and ρc,0 denote the electron pressure and the charge density in the undis-
turbed solar wind, respectively. The adiabatic index is set to γ = 2 according to Bagdonat
(2004). However, the cooling processes discussed in Section (2.3.2.2), and the resulting
low temperature of the electrons in close vicinity of the nucleus cannot be described by
an adiabatic law. Bagdonat (2004) suggested to split the electron pressure into two parts
by using Dalton’s law

pe = pe,SW + pe,CI . (2.76)

Here the pressure of the hot solar wind electrons is given by pe,SW and that of the ’cold’
photoelectrons from the cometary environment by pe,CI and both partial pressures are as-
sumed to be adiabatic. As claimed by Bagdonat (2004), this simple model of the electron
pressure is correct in the two extreme regions of the interaction, the undisturbed solar
wind and in the close vicinity, where both plasmas are not mixed. However, in the regions
in between, this simple model is not able to produce a correct electron temperature and
causes a major shift of important plasma boundaries in case of strongly active comets, as
discussed in Section (4.2.2).

The second approach to determine the electron pressure directly results from the pres-
sure equation, Equation (2.47), which is similar to the multifluid approach described
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above. By modelling of all source and loss terms and by solving the resulting electron
pressure equation

fe

2
(∂t +~ue∂~x) pe +

fe +2
2

pe∂~x~ue +∂~x~qe =
δε

prod
e

δ t
+

δεcoll
e

δ t
+

δε in.coll
e
δ t

, (2.77)

the electron pressure can be derived in a more self-consistent fashion. This approach has
been introduced to A.I.K.E.F. by Ranocha (2013). In comparison to the first approach,
the sources and loss terms in this approach need to be adjusted carefully.

Faraday’s law is used to derive an equation for the magnetic field

∂t~B =−∂~x×~E (2.78)

= ∂~x×
(
~ui×~B

)
−∂~x×


(

∂~x×~B
)
×~B

µ0ρc,i

−∂~x×
(

∂~x pe

ρi

)
+∂~x×

(
η

µ0
∂~x×~B

)
.

It should be noted that in the case of an adiabatic electron pressure, the term with the elec-
tron pressure pe vanishes from the magnetic field equation, as shown by Simon (2007).
In case of a non-adiabatic electron pressure this term remains.

2.5.2 General Numerics of the A.I.K.E.F. Code

In this section, a brief overview of the numerical aspects and the used methods is given.
For a more detailed description the author refers to Bagdonat (2004) and Müller (2012).
Additional details about the electron pressure can be found in Ranocha (2013).

The A.I.K.E.F. code uses the Particle-In-Cell method. This means that individual par-
ticles can basically move to every position within a certain volume, whereas the moments
and the electromagnetic fields are stored and computed on the nodes of a numerical mesh.
These fields are transported to the particle position for the advancement of the new veloc-
ities and positions by an interpolation scheme.

In contrast to the former hybrid code by Bagdonat (2004), the A.I.K.E.F. code only
uses a Cartesian mesh. One of the advantages of the A.I.K.E.F. code in comparison to
its predecessor is based on this numerical mesh: it can use the Hybrid Block Adaptive
Mesh Refinement (AMR) technique, which splits the entire simulation volume into blocks.
Each block consists of eight octants, which can be overlayed by a new block of a higher
refinement level. This allows, if needed, to adjust the resolution of the mesh locally,
which is doubled by each level of refinement. The refinement can be static (hierarchical)
or dynamically adjusted to the structures during run time (adaptive).

Another advantage of the A.I.K.E.F. code is the use of the Message Passing Interface
(MPI), which allows us to split the computation to several processors on different nodes.
An attempt is being made to impose an equal workload of the CPUs, therefore the blocks
can be shifted among the participating CPUs.

However, it is obvious that it is not possible to describe every individual ion within
the cometary plasma environment with the computational resources which are available
nowadays. Therefore the ions are gathered to macro-particles in the A.I.K.E.F. code and
are sometimes also named superparticles. Each macro-particle in the simulation repre-
sents a certain amount of ions, the so-called weight, which is not necessarily constant
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in the A.I.K.E.F. code. Nevertheless, each macro-particle has the same charge per mass
ratio as the real ions. This is why the Equations (2.68) and (2.69) remain valid and have
to be solved during each time step. The size of each time step has to fulfil the Courant-
Friedrichs-Lewy-criterion, which demands that no macro-particle travels distances larger
than the smallest mesh size within a single time step. Otherwise the simulation becomes
numerically unstable. The same is true if the number of macro-particles within a cell
is too low. This becomes important, when the size of the cell changes due to the mesh
refinement. However, this can be avoided if the number of macro-particles is increased
before the plasma enters a region of finer mesh size. It can be done by splitting the macro-
particle into two, which are again separated perpendicular to the particle velocity from the
original particle position by random distances. The momentum and the energy are con-
served in this process, but the centre of mass is not conserved exactly. Nevertheless, due
to the splitting of thousands of macro-particles, the error is statistically reduced (Müller
2012).

As a next step in the time integration scheme, the moments are gathered on the node of
the mesh. Therefore, the weight and the velocity of the macro-particle within the cells are
gathered according to their distance to the node. This technique is called the Could-In-
Cell technique and the A.I.K.E.F. code uses a first order implementation, where the macro-
particle only influences the moments of the neighbouring nodes of the mesh, but not the
next nodes. The inverse scheme is used to extrapolate the electromagnetic field from
the nodes towards the particle position. The Current Advance Method (Matthews 1994)
is applied to calculate the electric field. And the Cycling Leapfrog integration scheme
is used to advance the magnetic field in time. At the same time the electron pressure
equation has to be solved. In order to avoid numerical fluctuations, i.e. local strong
gradients, and to increase the stability of the simulation, a simple smoothing mechanism
for the electromagnetic fields and the electron pressure has to be applied. The smoothed
field value Fsm

[i, j,k] at a mesh node [i, j,k] is given by

Fsm
[i, j,k] = (1−ηsm)F[i, j,k]+ηsmF[i, j,k] , (2.79)

where ηsm ∈ [0,1] denotes the smooting factor and

F[i, j,k] =
1

∑
a,b,c=−1

2−(a2+b2+c2)

8
F[i+a, j+b,k+c] (2.80)

represents the values of the neighbouring mesh nodes weighted by the distance.
An alternative option for the reduction of these fluctuations would be the use of a global

resistivity η in the simulations. A detailed comparison of both methods can be found in
Kriegel (2013). However, in case of simulations of the cometary interaction, the latter
option is not successful: the diffusion value, which leads to a stable simulation, blurs all
significant structures. Therefore only the former option is used.

As given by the construction of the numerical mesh, it is not ensured that the divergence
of the magnetic field vanishes. This is especially true in case of highly refined numeri-
cal meshes. Müller (2007) introduced an additional divergence cleaning scheme to the
A.I.K.E.F. code to reduce the divergence of the magnetic field. After each calculation of
the magnetic field, a divergence free solution of the field is obtained by

~Bdiv=0 = ~B+∂~xφ , (2.81)
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Figure 2.7: The orientation of the simulation box used throughout this work. The undisturbed
solar wind enters the box at the −x-boundary and moves into positive x-direction.
The xy-plane, marked in green, contains the interplanetary magnetic field. The Parker
angle θ is the angle between the magnetic field and the solar wind velocity vector.
Based on this orientation, the convective electric field of the undisturbed solar wind
points anti-parallel to~ez.

where φ is the solution of a Poisson equation

∂
2
~x φ =−∂~x ·~B . (2.82)

2.5.3 The Modelling of the Comet in the A.I.K.E.F. Code

In general, the simulation boxes in the A.I.K.E.F. code are cubes or cuboids with varying
edge lengths LX , LY and LZ. The positions in the box are described by a Cartesian
coordinate system. In this work, the undisturbed solar wind is directed in x-direction, and
the motion of the comet during a simulation is neglected. This can be justified by the
small orbital velocity of the comet in comparison to the fast solar wind speed. The xy-
plane contains the interplanetary magnetic field. The actual angle between the solar wind
velocity and the interplanetary magnetic field is θ and varies with heliocentric distance,
as discussed in Section 2.1. The origin of the system is at the nucleus, respectively the
centre of the neutral gas cloud. The orientation of the described setup is shown in Figure
(2.7).

Based on the simulation geometry, the solar wind enters the simulation box at the −x-
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boundary. Here inflow conditions for particles and fields are used. This means that the
particles, which are located in the cells at the boundaries, are removed and refilled accord-
ing to the undisturbed solar wind density value at each time step. The fields are constant
on these nodes at the boundaries. On the opposite side of the simulation box,outflow con-
ditions are used. Here, the particles are removed and the derivative of the field in normal
direction to the boundary is set to zero.

The applied boundary conditions on the remaining boundaries depend on the specific
scenario: In case of a weakly active comet, a warm solar wind and boundaries far away
from the nucleus, inflow-boundaries can be used at all remaining boundaries. In case
of a cold solar wind and inflow-boundary conditions, a void in the solar wind density is
generated. This artefact is caused by the injection of cometary ions which trigger a motion
of the solar wind particles in +z-direction in the box. The physics behind this motion are
explained in detail in Section (3.1). However, the solar wind particles in the boundary
cells have in contrast to the other ions only a constant velocity into x-direction plus a
small temperature velocity component perpendicular to the boundary and cannot refill the
void caused by the solar wind particles moving upward. This is why it has to be ensured
that the boundary is far away from the nucleus and the resulting artefact is not interacting
with the structures or boundaries of interest. In case of an active comet, a bow shock is
formed. This bow shock extends to large distances in y- and z-direction and intersects
with the boundaries of the simulation box. Because of the solar wind deflection towards
+z-direction, a reflection of the bow shock can occur at the +z-boundary when inflow-
conditions are used. In case of outflow-conditions this reflection vanishes, as shown in
Figure (2.8).

2.5.3.1 The Extended Upstream Boundary Model

One of the most significant facts of the cometary environment is the vast size of the in-
teraction region. As mentioned at the beginning of this chapter, the coma extends to
distances of several million kilometres away from the comet. At these large distances the
initial interaction takes place and the first cometary neutral molecule becomes ionised by
solar radiation. However, the main interaction takes place closer to the nucleus, where dif-
ferent boundaries and structures can be observed. Based on limited numerical resources,
the large demand by the A.I.K.E.F. code, the description of ions as particles and the need
of resolving the boundaries with a sufficient mesh resolution, a negotiation process on the
simulation box size and the highest mesh resolution is required.

As know from the flyby of the Giotto spacecraft at comet 1P/Halley, the thinnest bound-
ary is the cometary ionopause with a thickness of 25 km (Neubauer 1988). Within this
boundary the magnetic field strength drops by 20 nT. In order to resolve such thin struc-
tures and large gradients with a numerical mesh, its size has to be much smaller than this
length scale. However, the A.I.K.E.F. code is only able to handle five mesh refinement
levels. At each refinement level the resolution is doubled, the number of macro-particles is
increased to ensure sufficient statistics. This is why each refinement level requests a huge
amount of additional computational resources. If using a minimum span of about 2 km
between the mesh nodes at the highest refinement level, the minimum resolution is about
70 km. Such a mesh configuration would require several tens of thousand mesh nodes in
each direction to model the entire simulation box and each of these cells would be filled
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Figure 2.8: The upper hemisphere of the xz-cross-section for two simulations with different
boundary conditions are presented. a) and b) show the solar wind density and the
magnetic field strength of a simulation with inflow-boundary conditions at the +z-
boundary, whereas c) and d) present the same fields for simulations with outflow-
conditions. The scenario is a strongly active comet, which is discussed in detail in
Chapter (4). In these figures a bow shock is visible, which has a stand-off distance
of about 5000 km and which is characterised by a jump in the magnetic field and the
density. In case of inflow-conditions, a strong reflection of the bow shock occurs at
the upper boundary. This reflection is not present in case outflow-conditions are used.
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with hundreds of macro-particles. Additionally, the each mesh refinement level requires a
reduction of the time step by a factor of 2, in order to fulfil the Courant-Friedrichs-Lewy
condition. Such a simulation setup is not feasible with modern computers. Moreover, it is
not important to model the interaction at large distances in such great detail because the
changes appear on much larger scales. This is why a maximum simulation box size of
several thousand kilometres is sufficient for comet 67P/Churyumov-Gerasimenko. Never-
theless, the massloading of the solar wind upstream of the simulation cannot be neglected.

The modifications of the solar wind flow due to the interaction upstream of the simula-
tion box can be modelled by using a semi-kinetic approach. The model assumes that it is
sufficient to describe the flow in one-dimension because the scales of the ion motion per-
pendicular to the flow direction are much smaller than the length of the interaction region
upstream of the simulation box. Hence, the changes in y- and z-direction are neglected.
The semi-kinetic model furthermore assumes a stationary situation. This model has been
developed as part of this thesis and is based on the model by Galeev et al. (1985) and
Flammer and Mendis (1991). The basic equations of this semi-kinetic model are based
on the single fluid approach, which is described in Section (2.4.2.1), plus an additional
equation to describe the cometary ion density:

∂x (ρCIux f (ux,µ)) =Msrc ·δ
(

µ− mCIu2
x

2By

)
(2.83)

∂x (ρux) =Msrc (2.84)

∂x

(
ρu2

x + pt +
B2

y

2µ0

)
=Isrc (2.85)

∂x

(
1
2

ρu3
x +

f +2
2

ptux +
B2

y

µ0

)
=Esrc (2.86)

∂x (uxBy) =Fsrc . (2.87)

The distribution function of the cometary ions is denoted by fCI (ux,µ) and depends on
the flow velocity and the magnetic moment µ = mCIv2

⊥/2By of the cometary ions. The
magnetic moment is a constant of motion for slow variations. Hence, the magnetic mo-
ment remains constant over time intervals larger than the gyroperiod. In contrast to the
general deduction, the source terms for momentum and energy and the diffusion of the
magnetic field are neglected. As shown above, the single fluid equations can be used to
derive an equation for the velocity. The general expression is given by Equation (2.63).
By neglecting the source terms, and by replacing (

∫
Msrcdx+ρ∞u∞) with ρux, which is a

statement from the continuity equation, the following equation for the mass density flux
can be deduced:

ρux =
1

u∞

(
( f +2)
( f +1)

P∞

u∞

ux
− 2

( f +1)
E∞

u2
∞

u2
x
− ( f −2)

( f +1)
pm,∞

u3
∞

u3
x

)
. (2.88)

In the limit of the model by Biermann et al. (1967) this expression can be simplified to
Equation (6) from Galeev et al. (1985).

As stated by Galeev et al. (1985) the solution of the continuity equation for the cometary
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Figure 2.9: The cometary ion distribution functions in the unshocked solar wind for comet 67P/-
Churyumov-Gerasimenko at 1.3 AU based on the extend upstream boundary model
and the model by Galeev et al. (1985). The distribution functions are shown for a
solar wind speed reduction to 0.75 of the undisturbed solar wind speed. The first
cometary ions which are picked up by the solar wind have a magnetic moment of
µ∞, whereas cometary ions which are picked-up close to the nucleus have a smaller
magnetic moment, but are more prominent in the distribution function. In comparison
to the original model by Galeev et al. (1985), which uses f = 2 and no magnetic field
or thermal pressure, the distribution function of the new model, which uses f = 3,
increases faster to smaller magnetic moments.

ions is given by

ρCIux f (ux,µ) =
∫ u

u∞

d (ρ ′u′)
du′

δ

(
µ− mCIu′2x

2B′y

)
du′ . (2.89)

The deviation d (ρ ′u′)/du′ can be calculated by using Equation (2.88) and the magnetic
field can be replaced by B′y = u∞B∞/ux, see Equation (2.58). With an additional conver-
sion of the argument of the delta distribution, the cometary mass flux density in the new
extended approach is given by

ρCIux f (ux,µ) =
1

u∞

(
( f +2)
( f +1)

P∞µ
∗− 2

3 − 4
( f +1)

E∞µ
∗−1− ( f −2)

( f +1)
pm,∞µ

∗− 4
3

)
· Θ(1−µ

∗)Θ

(
µ
∗− ux

u∞

)
·1/
(

3µ
1
3
∞µ

2
3

)
. (2.90)

Θ is the Heaviside step function and µ∗ denotes the magnetic moment normalised to the
undisturbed solar wind.

In Figure (2.9) the cometary ion distribution functions for this new model and for the
original model by Galeev et al. (1985) are shown for a situation where the solar wind
speed is reduced to 300 km s−1 from initially 400 km s−1, i.e. close to the bow shock. At
large distances to the comet, the magnetic moment of the cometary ions is equal to the
moment in the undisturbed solar wind. It should be noted that the model by Galeev et al.
(1985) uses f = 2, whereas the new extended upstream boundary model uses f = 3. A
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Figure 2.10: The distribution of solar wind and cometary ions in the velocity space as inserted
into the simulation box. The blue dots represent the velocities of the solar wind and
the green dots stand for the cometary ions. Because of the good statistics the green
dots are joint to a single circle. The angle between the magnetic field and the solar
wind flow is 52◦. The solar wind particles have a bulk velocity according to the
extended upstream boundary model and a thermal velocity. The cometary ions are
inserted into the simulation box with the same bulk velocity plus a gyromotion.

discussion of the number of degrees of freedom is provided in Section (4.1). In contrast
to Galeev et al. (1985), the extended upstream boundary model considers a magnetic field
and a thermal pressure. The more the flow approaches the comet, the more the velocity of
the flow is reduced, and the more the magnetic moment of new picked up cometary ions
decrease. However, in the construction of this model, the scattering of cometary ions from
a ring distribution towards a shell distribution is not possible. However, as known from
observation, the initial ring distribution remains for a few periods (Coates et al. 1993,
Coates 2010).

The total cometary ion flux density in the flow can be determined by an integration over
all magnetic moments:

ρCIux =
1

3( f +1)u∞

·
(
−3( f +2)P∞

(
1− u∞

ux

)
+6E∞

(
1− u2

∞

u2
x

)
+3( f −2) pm,∞

(
1− u3

∞

u3
x

))
.

(2.91)

Since the extended upstream boundary model based on the 1D single fluid model,
which was presented in Section (2.4.2.1), the flow speed can be determined by solv-
ing Equation (2.63), and the expression for the total mass density in Equation (2.59).
Subsequently, the cometary number density and the solar wind number density can be
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calculated. In the model the mean velocity of the cometary ions is equal to that of the
solar wind protons. The velocity of the cometary ions is superimposed by a gyromotion.
Figure (2.10) shows an example of the initial distribution of the particles in the phase
space on the vxvz-plane as modelled in A.I.K.E.F. code, which finally follows from the
extended upstream boundary model. The solar wind particles are distributed around their
bulk velocity according their temperature, whereas the cometary ions reveal a large ring
distribution in case of a magnetic field orientated to the solar wind velocity with an an-
gle of 52◦. In addition, the magnetic field and the pressure of the entire plasma can also
be determined by this model. As discussed by Galeev et al. (1985), the pressure is only
provided by the presence of the cometary ions. Consequently, the thermal pressure of the
solar wind remains constant.

By using the extended upstream boundary model, the plasma parameters at the posi-
tion of the upstream boundary in the simulation box can be calculated. The variation of
the massloading due to the different radial distances to the Sun-comet line is taken into
account by using different integration paths. This is especially important for simulation
boxes with a large extension in y- and z-direction (Figure 2.11). The figure shows the
initial state of a simulation of comet 67P/Churyumov-Gerasimenko at 1.3 AU. At the first
time step, the values calculated for the upstream boundary are also applied to the entire
simulation box, which can be seen in Figure (2.11 b).

It is clearly visible in Figure (2.11) that the solar wind plasma is modified upstream
of the simulation box . For example, the velocity of the solar wind is reduced from
400 km s−1 to about 280 km s−1 on the Sun-comet line at a distance of 6000 km upstream
of the nucleus for the selected scenario. A simplification is carried out by the injection
of cometary ions into the simulation box at the upstream boundary. Instead of using the
complex velocity distribution, as shown in Figure (2.9), it is assumed that all cometary
ions have an equal magnetic moment, which is determined by the flow quantities at the
upstream boundary. Hence, the distribution of the cometary ions is a single ring distribu-
tion, see Figure (2.10). This simplification is justified by the fact that even the usage of a
Maxwellian distribution for the injected ions does not effect the bow shock position.

Further effects like the draping of the magnetic field due to the velocity shear with
different radial distances to the Sun-comet line are neglected. It should also be clear that
the model collapses at a certain point, because the variations in y- and z-direction are
no longer negligible. This can be seen in Figure (2.12), where the stand-off positions of
the cometary bow shock are shown for different simulation box sizes. The bow shock
distances in simulations without the extended upstream boundary model are labelled in
green. They show a clear increase in the bow shock position, when the modelled upstream
region is increased. This is obvious because the larger the modelled region, the more
cometary ions can modify the flow. The result indicates that the hybrid plasma simulations
of the global interaction region, as performed by Bagdonat (2004) and Gortsas (2010),
can only show the qualitatively behaviour. However, quantitative results should be treated
with caution, since the simulation box size influences the position of the major boundaries.
A detailed discussion of the position of the cometary bow shock is given in Section (4.1).

However, the figure demonstrates the capabilities of the extended upstream boundary
model. The bow shock stand-off distance in simulations which use the extended upstream
boundary model (red) is constant as long as the distance between the nucleus and the
upstream boundary of the simulation is large enough. This length is estimated to be three
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Figure 2.11: The initial state (TL = 0) of a simulation of comet 67P/Churyumov-Gerasimenko
at 1.3 AU, which uses the extended upstream boundary conditions. The panels a)
and b) show the solar wind speed in the x=0-cross-section and the y=0-cross-section.
The panels c) and d) present the densities of the solar wind protons and the cometary
ions on the x-cross-section. The plasma close to the Sun-comet line is slower than
the plasma at larger distances. A contrary character can be observed in the density
profiles.

times the bow shock distance. At the bow shock, the entire extended upstream boundary
model collapses as well as all other one-dimensional models of the upstream region, since
a deflection of the flow towards y- and z-direction occurs. In the setup shown in the figure,
the stand-off distance of the bow shock distance is at about 2200 km. Thus, the minimum
distance between the nucleus and the upstream boundary in the A.I.K.E.F. code simulation
is at about 6600 km, which is again a compromise regarding the computational time of
the simulations. At a distance of 5000 km, the deviation of the bow shock is less than 5%
of the other bow shock stand-off distances, i.e. about 100 km.

This demonstration shows that hybrid plasma simulations of the global plasma interac-
tion request a model of the physics upstream of the limited simulation box. Otherwise,
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Figure 2.12: The stand-off distance of the cometary bow shock for different simulation box con-
figurations by using two different boundary conditions. The green crosses label the
distances for the bow shock in case the undisturbed solar wind enters the simulation
box on the upstream boundary. As one can see, the more of the upstream region is
modelled by the A.I.K.E.F. code simulation, the more the bow shock moves towards
the Sun. In contrast, the bow shock position remains nearly constant in the simula-
tions with the newly extended upstream boundary model. Reprinted from Koenders
et al. (2013) with permission from Elsevier.

the size of the simulation box has an impact on the position of major boundaries.

2.5.3.2 The Nucleus

The radius of the nucleus of 67P/Churyumov-Gerasimenko, which is about 2 km, is at best
comparable to the resolution of the numerical mesh. This is set by the limited numerical
resources and the vast increase of computational time by any additional mesh refinement
levels. Hence, in the best case, the nucleus can be modelled by three mesh nodes in each
direction. For reasons of numerically stability, the gradients caused by a small nucleus
cannot be modelled on three data points.

Moreover, as discussed above, the actual obstacle for the solar wind is the cometary
atmosphere rather than the nucleus, which only triggers minor effects. Therefore the
nucleus is neglected in hybrid plasma simulations. Furthermore, effects like the sputtering
of ions, absorption of the solar wind particles and the triggering of the wake are not
modelled either.

In order to avoid problems at the origin in simulations with a strongly outgassing comet,
i.e. the generation of magnetic field caused by too strong density variations at the origin,
the neutral gas density is limited to the value reached at a distance of rmin =

√
3∆xmax,
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where ∆xmax denotes the maximum spatial resolution of the numerical mesh. In addition,
in a sphere with a radius of 5∆xmax the electron pressure is kept constant to the mean
pressure on a shell with a radius of 6∆xmax, which proved to be a suitable value.

2.5.3.3 Neutral Species

The obstacles for the incoming solar wind are the cometary atmosphere and the reactions
triggered by this extended region. Thus, the cometary atmosphere is a key feature for the
cometary interaction. However, calculations of the properties of this atmosphere are not
performed with the A.I.K.E.F. code. Within the code, the neutral gas is considered as a
fluid in the background. In contrast to former simulations of the cometary interaction,
the properties, the density, the velocity and the pressure are stored on the nodes of the
numerical mesh. Consequently, the values of these moments have to be interpolated be-
tween mesh nodes. This approach reduces the resolution. In comparison, an analytical
expression could produce finer gradients, but the resolution of the simulation is limited to
the mesh size. The advantage of the chosen approach is that results of external modelling
or experimental groups can easily be included in future. Furthermore, this approach saves
computational resources.

In the standard configuration of this thesis, the isotropic model by Haser (1957) is
applied to the respective situations. Thus, the density of the neutral fluid is set according
to Equation (2.6) and the magnitude of the velocity is set to a constant value uCN.

2.5.3.4 Ionisation

As discussed in Section (2.3.2.1), ionisation is the most dominant process in the plasma
interaction. This is why the modelling of this process has to be taken with care and the
application of the usually used method has to be discussed in case of applied adaptive
mesh refinements. The fashion, in which the ionisation process is modelled in the hybrid
simulations of Bagdonat (2004) and various others of the Braunschweig Code and its suc-
cessor, is based on the accept-rejection method, which is described in detail by Bagdonat
(2004). At each time step dt, this common technique is used to generate a fixed number
N of random positions within a given volume according to a distribution, which is in this
case defined by the ionisation profile. At each position new macro-particles are inserted
into the volume. Thus, all macro-particles have the same weight, and, thus, represent the
same number of ions. In a cometary environment, the simplest case is given by a neu-
tral density profile, according to Haser (1957), and a uniform ionisation frequency. This
ionisation profile is given by Equation (2.13) and the volume V is a spherical shell with
an inner radius equal to the radius of the nucleus rnuc and an outer radius rout. Thus, the
weight of the new macro-particles w has to be determined by

w =
dt
N

$
V

νion,phnCN (x)dV . (2.92)

As a consequence of the equal weight for all new macro-particles, this technique inserts
more macro-particles into regions where the ionisation νion,phnCN rate is higher. How-
ever, in highly refined numerical simulations of the cometary environment this technique
is only suitable to a limited extend: the amount of new produced macro-particles increases
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faster than the mesh resolution. Thus, the cells close to the nucleus contain much more
macro-particles than the cells further away from it. The cells which contains too many
macro-particles can be avoided by reducing the number of new macro-particles N. How-
ever, in order to reach sufficient statistics for the cometary ions at large distances to the
nucleus, the number of macro-particles N has to be large. In case of a simulation box with
an edge length of 105 km, five refinement levels, and a maximum resolution of 2km, about
105 macro-particles are inserted into the box at each time step to yield a sufficient statistic
at the cells at large cometocentric distances. Thus, in order to maintain the amount of
macro-particles in the inner region a merging of the newly inserted macro-particles could
help. This, however, would increase the computation time. In order to fill all cells of
the simulation box, in particular the cells at the corners of the box, the volume V has
to be larger than the box. Thus, random numbers have to be generated without any use.
Therefore this technique increases the amount of computational time again.

In a different approach, which is more suitable for ionisation profiles with strong peaks,
the macro-particles are inserted more homogeneously. Consequently, the weight of the
new macro-particles cannot be constant. This approach checks for each cell at each time
step if a new macro-particle has to be inserted. This is given by a fixed probability k ≤ 1.
Afterwards, a new macro-particle is inserted at a random position within the cell. The
weight of this macro-particle is defined by

w = kνion,phnCN (x)dt . (2.93)

The main advantage of this technique is that the number of newly inserted macro-particles
in all cells is similar. Thus, a balanced workload for the cells can easily be reached. This
saves valuable computational resources. Furthermore, this technique allows us to easily
use arbitrary neutral densities, i.e. none-analytical density profiles such as results from
other models.

The different approaches are compared in a series of test-simulations. For this purpose,
two different simulation boxes were configured: one box does not use a mesh refinement
and has a mesh size of about 75 km, whereas the second configuration uses this technique
and reaches a maximum resolution of 2 km. The simulation boxes were empty at the
initial time step and the movement of the ions was suppressed during the simulation and
the splitting, and the merging of macro-particles was disabled. Each of the configurations
is used with both ionisation methods. The resulting quantities along the Sun-comet line
are shown in Figure (2.13). The densities are shown in a) and are in agreement with the
analytical solution which was obtained by integrating the ionisation profile νion,phnCN.
The density only differs from the analytically expected value at distances comparable to
the mesh resolution. This difference has been implemented to avoid vast massive macro-
particles that seriously disturb the numerical stability. In this test the initial velocity of the
new cometary ions is set to 1 km plus a thermal component (Figure 2.13 b), but the move-
ment was suppressed. Finally, the number of macro-particles is shown in (Figure 2.13 c).
When using the second method, the number of macro-particles remains constant, except
for spikes due to ghost cells in the high refined simulation3. In contrast, the simulation
which uses the accept-rejection method shows a strong variation and unacceptable high

3Ghost cells are cells at the boundaries of a block in the A.I.K.E.F. code, which are used for the commu-
nication between neighbouring blocks (Müller 2012).
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Figure 2.13: A series of test-simulations which check the modelling of the ionisation process.
The panels show the density, the velocity of the cometary ions and the number
of macro-particles per cell after ∆t = 1000 time-steps = 2.13s along the x-axis.
The series shows the differences between the accept-rejection method and the other
method. For each method two simulations were performed, one with a uniform mesh
(∆x ≈ 75km) and one with a hierarchical mesh with 5 refinement levels and a min-
imum mesh size of (∆x ≈ 2km). In all simulations the movement and the accelera-
tion of the cometary ions, the splitting and merging of the macro-particles and other
chemical processes were disabled. As one can see in a), both methods reproduce the
theoretically predicted density as long the distance is larger than the mesh size. The
velocity is shown in b). The initial radial velocity is about vCI,init = 1km s−1 plus
a randomly distribute thermal velocity corresponding to 180K. In c) the number of
macro-particles per cell is shown. The number of macro-particles inserted per time
step is similar in simulations with the same mesh.

values, i.e. up to 105 macroparticle per cell, are reached close to the nucleus, although
the number of macro-particles inserted into the simulation box are similar newly inserted
macro-particles to smooth their distribution in the simulation box. Consequently, the sec-
ond technique is favoured for the modelling since numerical resources are saved and can
it easily be adopted to new ionisation profiles.
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2.5.3.5 Ion-Neutral Collisions, Charge Exchange and Recombination

Besides the ionisation, the modelling of collision processes is important for an adequate
modelling of the cometary plasma interaction in the A.I.K.E.F. code. This is especially
true in the innermost coma, where the neutral gas density is high. For the collisions
between ions and neutral molecules two different approaches are used in this thesis: A
former fluid-like friction force, and a more general collision model based on a statistical
approach.

In the former approach, suggested by Bagdonat (2004), the collisions are modelled
by an external friction force fcx which acts on the motion of each particle, see Equation
(2.68). This force

~fcx =−∑
n

kcoll
α,nnnnimi (~vi−~un) (2.94)

is assumed to be similar to the momentum change of a fluid due to collisions between
the ion, i, and the neutral fluid, see Equation (2.37). However, in contrast to the second
method, this friction force cannot model the reactions as described at the beginning of this
chapter since no ion is removed from the plasma or transferred to another species.

A more general approach was suggested by Kriegel (2013). This approach is based
on a statistical description of the collisional processes and as shown by the author the
friction force can be deduced from the statistical approach by simplifications. As part of
this work, this new approach was revised to consider also the important recombination
process and, furthermore, the entire A.I.K.E.F. part was reprogrammed, generalised and
optimised. In the statistical approach, the simulation checks for all macro-particles at
each time step whether a reaction, i.e. a collision, a charge exchange process or a recom-
bination takes place. In doing so, it is assumed that a macro-particle can only react once
or not at all during each time step. This requires a short numerical time step. But, this
is also demanded by the Courant-Friedrichs-Lewy-criteria, in simulations with an high
numerical resolution. Furthermore, the reaction rate is constant during a time step. Thus,
the probability for a reaction increases if the time step is increased. Finally, it can be
assumed that the reactions are independent from each other. This is why the probability,
w, that an ion undergoes a reaction within a time step is given by

wdt =
d
dt

(
1− exp

(
− t

τ

))∣∣∣∣
t=0

dt =
dt
τ

=

(
∑
n

kcoll
α,nnn +α (Te)ne

)
dt , (2.95)

where τ is the average time between two reactions, which can be expressed by the process
rate discussed at the beginning of the chapter. Since this approximation is only valid for
small time intervals, it has to be ensured that wdt is much smaller than 1. By comparing a
random number r ∈ [0;1] with the probability, it can be checked whether a reaction occurs
or not. In case of pdt > r, a macro-particle reacts with one of the considered reactions,
which are determined by a second random number s ∈ [0;1]. This interval is separated
according to the ratios of the process rates and the total reaction rate ∑n νi,n +α (Te)ne.

In case this second random process decides that a collision or a charge exchange takes
place, the macro-particle is removed and a new macro-particle with the same weight and
the properties of the other reactant is inserted. Thus, a cometary ion which hits a cometary
neutral gets a new velocity, i.e. moves away from the nucleus with a speed of uCN. If a
recombination process takes place, the macro-particle is simply removed.

76



2.5 The Hybrid Model

(a)

100

101

102

103

104

105

106

107

0 2 4 6 8 10 12 14 16

N
um

be
ro

fP
ar

tic
le

/R
ea

ct
io

ns

Time in s

Collisions

particle
theory

reactions
theory

(b)

101

102

103

104

105

106

107

0 2 4 6 8 10 12 14

N
um

be
ro

fR
ea

ct
io

ns
pe

rT
im

es
te

p

Time in s

Reactions per Timestep

S0 + N0
theory

S0 + N1
theory

S0 + N2
theory

Figure 2.14: The results of two tests of the newly programmed reaction module of the A.I.K.E.F.
code. In panel a) the number of macro-particles in a simulation box is shown over
time by blue crosses. These macro-particle can react with a neutral gas species in
the background, and in this case the macro-particle is removed from the simulation.
The green crosses show the number of reactions which occur during a time step. The
corresponding theory is shown by the orange and the red line. In panel b) the result of
a simulation is shown, where one ion species can react with three neutral gas species
(N0, N1, N2) with different probabilities. After a reaction, the ion is removed from
the simulation. The numbers of a certain reaction are presented in blue, green and
black and the lines show the corresponding analytical model.

For the purpose of demonstration of this approach, a series of test-simulations has been
performed. In a first test a simulation box is filled homogeneously with an ion species
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which can react with a constant neutral gas background. The movement, the acceleration,
the splitting, the merging and the ionisation are switched off, only collisions are allowed.
In the case that a collision occurs, the macro-particle is removed from the simulation
box. In Figure (2.14 a) the number of macro-particles in the simulation over time and the
number of reactions per time step is shown. The change of the density or the numbers of
macro-particles, which are equal weighted in theses simulations, can be described by a
simple exponential decay

N(t) = N0 exp(−kcollnCNt) , (2.96)

since the reaction rate is constant, where N0 is the number of macro-particles at the initial
time step and kcoll denotes the reaction rate. Hence, also the number of reactions per time
step is given by the an exponential law. This is shown in the figure by the red and orange
lines. These analytical lines match perfectly with the simulation results.

A second test is performed, in which an ion species (S0) in the simulation box can
react with three different neutral gas species (N0, N1 and N2) with different reaction
rates. Again, the ion is removed from the simulation box in case a reaction occurs. The
number of reactions with a certain neutral gas species is logged and shown in Figure
(2.14 b). Since the ion is removed afterwards and the reaction rates are constant due to
the constant neutral gas background, an exponential decay is expected. The number of
reactions per reactant ∆Nreac,i(t) is given by

∆Nreac,i(t) = kcoll,inCNN0 exp
(
−Σnkcoll,nnCNt

)
, (2.97)

where kcoll,i, Σnkcoll,n denote the reaction rate of the ion species with neutral gas species
i and the sum of all reaction rates. Those analytically obtained curves fit the simulated
distribution of reaction quite well as long as the number of macro-particle is sufficiently
large.

In the next test series the recombination is examined. For this purpose, a simulation
box is homogeneously filled with a resting plasma. The movement, acceleration, splitting,
merging of the macro-particle and the ionisation are switched off and only recombination
is enabled. For the sake of simplicity, the electron temperature is set to a constant value.
As presented in Figure (2.15) the number density in the simulation box drops. Because of
the fact that the recombination rate increases with lower temperatures (Section 2.3.2.2),
the density drops faster in the simulation with a colder electron fluid than in the simulation
with an temperature of Te = 5000K. An analytical expression can be obtained from the
continuity equation. Under the given assumptions this simplifies to

∂tn =−α (Te)nen . (2.98)

By using the assumption of the quasi-neutrality, the electron density ne can be replaced
by the ion density n. The solution of this differential equation is

n(t) =
n0

1+α (Te)n0t
. (2.99)

The results obtained by using this expression are shown in the Figure (2.15) with the used
electron temperatures. These lines match the hybrid result for both cases perfectly.
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Figure 2.15: The ion density is shown for two different simulations which models the recombi-
nation with different constant electron temperatures. The blue and green data points
represent the simulations with electron temperatures of 180 K and 5000 K. In ad-
dition, the analytical solutions for the decay with the corresponding recombination
rates are shown for both cases.

A final test checks if the version of the A.I.K.E.F. code developed as part of this work
can reproduce the photochemical equilibrium. In the cometary interaction region this
equilibrium occurs in regions where the plasma is at rest and the situation is stationary,
e.g. at the stagnation point. There, the ionisation processes, mainly the photoionisation,
and the loss processes are balanced. Hence, the left hand side of the continuity equation

∂tρ +∂~x · (ρ~u) = Iph
CI −RCI (2.100)

can be set to zero. By using the Equations (2.7), (2.13) and (2.19), the ion source Iph
CI

and the loss term RCI can be replaced. It is assumed that the electron temperature and the
recombination rate remain constant. Thus, the equilibrium density can be expressed by

ni =

√
νQ

4πuCNα(Te)r2 . (2.101)

As one can see, the density in the photochemical equilibrium sinks as the distance to the
nucleus increases. Furthermore, by dropping the assumption of a stationary situation and
set of an empty box at the beginning, ni(0) = 0, the evolution of the density is given by

ni(t) =

√
νQ

4πuCNα(Te)r2 tanh

√νQα(Te)

4πuCN

t
r

 . (2.102)

At the beginning, the density of the ion is low, therefore, the recombination rate is small
and the ionisation dominates. The higher the density the more the recombination be-
comes important and reduces the density grows. Finally the ionisation and recombination
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Figure 2.16: The cometary ion densities along the x-axis of a simulation at different time levels.
The simulations only consider ionisation and recombination of cometary ions with a
constant electron temperature. As one can see, the ion density increases with time.
The initial state was an empty simulation box. However, at a certain time, the den-
sity reaches a maximum, then ionisation and recombination balance each other. At
larger distances, the time increases until this photochemical equilibrium is reached.
In addition to the densities of the simulation, the solution of the analytical expres-
sion is shown for the same time levels. Reprinted from Koenders et al. (2015) with
permission from Elsevier.

balances each other at the equilibrium. This equilibrium is reached later the larger the
distance to the comet.

In Figure (2.16) the density profiles along the x-axis of a test simulation at different
time levels are shown. In this test simulation, the movement of the ions is suppressed, the
electron temperature is constant and the box was empty at time level zero. As one can see,
the density profiles of the simulations fit to the analytical solution for the corresponding
time. However, the simulation shows some fluctuations which are based on the limited
amount of macro-particles in the cells. In addition, it is visible that the equilibrium density
is reached later at larger distances.

2.5.3.6 Modelling the Electron Source Terms

As discussed by Bagdonat (2004), the adiabatic equation of state for the electron fluid
only needs to be modelled by two plasma betas, i.e. two temperatures, in the undisturbed
solar wind and in the cold innermost coma in order to describe the electron temperatures
observed in the cometary environment. In this approach, no sources or loss terms have to
be considered.
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Compared to this simple model, modelling of the source and loss terms is much more
complicated when using the pressure equation for the electrons. The current model takes
ionisation, elastic collisions, inelastic collisions, and recombination into consideration as
described in the first part of this chapter. The effects of these different source and loss
terms are discussed here and the results are compared to the A.I.K.E.F. results. For this
purpose, a resting plasma is studied, i.e. ~ue = 0. In addition, the neutral gas is also at
rest: ~uCN = 0. With these simplifications the pressure equation for the electron fluid, see
Equation (2.47), is given by
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As a first step, only elastic collisions between the neutral gas and the electron fluid are
considered. The corresponding source term, Equation (2.44), is simplified to
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Hence, the energy profit or loss is determined by a temperature difference. In the testsce-
nario, the neutral gas and the water gas have a temperature of 180 K, whereas the initial
temperature of the electrons is about 5×104 K. The expected decrease of the electron
temperature is shown in Figure (2.17) with the dark-red curve. The solution of the same
differential equation has also been obtained with the computer algebra program Mathe-
matica4, in order to validate the A.I.K.E.F. code results. The corresponding dark-green
dotted line fits the A.I.K.E.F. result quite well. Since changes of the neutral gas back-
ground are not considered in the A.I.K.E.F. code, the heating of the neutral gas is ne-
glected. Moreover, this is reasonable because the plasma density, especially in the inner
coma, is orders of magnitude below the neutral gas density.

In a second step photoionisation is considered. This process heats the electron fluid
because high energetic photoelectrons are introduced into the plasma. The corresponding
source term is given by Equation (2.43) and can be simplified to
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The dashed-dotted blue curve in Figure (2.17) shows the result of an A.I.K.E.F. simulation
which only takes the ionisation into account. The fast heating is clearly visible.

By taking additional elastic collisions into consideration, the plasma is heated by ion-
isation, and at about 30 s the heating is balanced by the cooling of the elastic collisions.
However, the photoionisation clearly dominates the situation and by only taking the cool-
ing process into account, the electron temperature cannot reach values comparable to the
neutral gas temperature, as observed in the inner coma of comet 1P/Halley (Eberhardt and
Krankowsky 1995).

A possible candidate for this cooling process is the excitation of water molecules by
inelastic electron collisions. As stated by Gan and Cravens (1990) the loss or source for

4http://www.wolfram.com/mathematica/
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Figure 2.17: The result of different test run in A.I.K.E.F. which demonstrates the effect of the
different source terms on the electron temperature. The dark red crosses represent
the electron temperature in a simulation which considers elastic collisions (elastic).
The dark-green line, which is denoted by model, shows the result of the calcula-
tion obtained with Mathematica. The yellow stars, the blue crosses, and the green
crosses show the results of a simulation with elastic collisions and ionisation (elastic
+ iono), ionisation (iono), and elastic and inelastic collisions and ionisation (in-
/elastic + iono), respectively. The corresponding line show the result obtained by
Mathematica. A detailed description is given in the text.

the electrons is given by Equation (2.45)
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As one can see from Figure (2.17), the green dashed-dotted line, the temperature of the
electron fluid, is balanced within the first advancement of the electron pressure by consid-
ering ionisation, elastic and inelastic collisions. This is possible since the advancement
of the electron pressure is divided into 11 steps during each time step. However, the tem-
perature remains constant in the testscenario at about 2×105 K. This can be explained
by the used parameters for this test. The electron density was ne = 6cm−3, which cor-
responds to an undisturbed solar wind at 1.3 AU, whereas the neutral density was set to
ne = 6×109 cm−3, which is a typical value close to an active comet. In contrast to the
photoionisation, the excitation of the water molecules also depends on the electron den-
sity. Thus, it is not sufficient to cool the plasma to temperatures comparable to the neutral
gas temperature in this scenario. However, in regions of a dense plasma, the excitation
of the water molecules can cool the electron fluid to neutral gas temperatures. It will be
investigated by the RPC team if this excitation of water molecules is indeed that efficient.

2.6 Summary

The pioneering work by Biermann et al. (1967) defined the onset of a series of intensive
discussions on the cometary plasma environment. Most of those studies are motivated by
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the Giotto flyby at comet 1P/Halley, thus, many focus on strongly active comets. Hence,
most authors used single fluid models, such as the MHD-model, to describe the processes
in the cometary environment. This changed in the advent of the Rosetta launch because
the target comet will be less active. In this case, the scales of the ion motion are com-
parable or smaller than the size of the main interaction region, which requires a different
modelling approach: the hybrid model.

Since the aim of this thesis is to make predictions of the plasma environment at comet
67P/Churyumov-Gerasimenko on the basis of this hybrid model, it has to be ensured that
the comet is modelled correctly in this framework. This is why this chapter starts with a
description of the involved participants of the interaction; the impinging solar wind which
changes over the mission time and the properties of the cometary atmosphere. Hereby,
the most important processes from the plasma perspective are presented: the ionisation
by solar UV radiation, collisions between ions and neutral gas molecules, which lead to
momentum exchange or charge-exchange, and the recombination process, which removes
ions from the plasma. Moreover, the impact of those processes on the electrons and the
excitation of water molecules is discussed.

Because of the fact that the hybrid model relies on some fundamentals of the multi-
fluid approach and the single fluid model, a short description on those models and their
modelling of the comet is given. Furthermore, the source and losses caused by the im-
portant processes are deduced as part of this work for the framework of the multifluid
approach in order to prepare the setup of A.I.K.E.F. for the cometary scenario. These ba-
sics will be used in the next chapters to evaluate the hybrid model and allow a discussion
of the differences in the various approaches. Finally, the hybrid model and the A.I.K.E.F.
code are presented. Besides the basic equations, the implementation of the comet into the
simulation code is intensively discussed. Among those one finds the extended upstream
boundary model which models the region upstream of the simulation box and which is
absolutely necessary to obtain quantitative estimations on the position of the boundaries
in the cometary environment by a hybrid model. This is requested by the RPC science
planning, since valuable predictions of positions of boundaries and structures have to
been made. The extended upstream boundary model was developed in this work. In ad-
dition, in this work the various processes, i.e. ionisation and collisions, have been revised
extensively, and a module to consider the recombination process was developed for the
A.I.K.E.F. code. As a consequence, the A.I.K.E.F. code is now able to describe all those
processes on a statistical approach, which allows for a better description of the important
processes and their impact on the plasma environment.
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3 The Weakly Active Phase -
Approach and Early Escort Phase

During the first months Rosetta stays at the comet, the instruments of the RPC will ex-
plore a type of cometary plasma interaction, which has never been observed by spacecraft
before. In this scenario the gas production rate of the comet is too low to trigger sharp
boundaries, such as a bow shock or a diamagnetic cavity, as observed at comet 1P/Halley.
Instead, in this weakly active scenario, the cometary ions are picked-up by the solar wind
and perform a cycloidal motion, which is firstly orientated perpendicular to the solar wind
flow (Bagdonat and Motschmann 2002).

Some of the models, which have been presented in the previous chapter in detail, are
used to study this initial cometary plasma environment. This is worthwhile because the
solar wind is only weakly disturbed in the early stage. Hence, besides the understanding
of the plasma effects, a verification of the hybrid model seems reasonable. Therefore, the
hybrid results are compared to an analytical single-particle-motion model and to a new
multifluid MHD model. At the beginning of this chapter, the motion of the cometary
ions is calculated by the analytical model. Afterwards, the more complex models, the
multifluid MHD model and the hybrid model, are consulted. These models can also
describe the perturbation of the solar wind and the interplanetary magnetic field. Besides
the large spatial structures related to the cometary ion tail, also small spatial and time
varying structures in the vicinity of the comet are discussed. In both cases, differences
and extensions to previous studies are expected due to the use of the improved A.I.K.E.F.
code.

3.1 The Pick-Up Process

The initial interaction between the solar wind and a comet is caused by the ionisation of
a cometary neutral molecule in the undisturbed solar wind, i.e. close to a weakly active
comet or far upstream of an active comet. Since the ion densities and neutral densities are
low, collisions between ions and neutrals or other ions can be neglected. Thus, the motion
of the newborn ions is controlled by the Lorentz force

d
dt
~vCI =

qCI

mCI

(
~E +~vCI×~B

)
. (3.1)

~vCI, qCI and mCI denote the velocity of an individual cometary ion, its charge and its
mass, respectively. In the framework of the single-particle-motion model, the presence
of a single cometary ion in the solar wind does not change the solar wind. Hence, the

85



3 The Weakly Active Phase - Approach and Early Escort Phase

magnetic field ~B is equal to the interplanetary magnetic field. As the orientation of the
interplanetary magnetic field will change during the mission, the orientation is expressed
by the Parker angle θ

~B = B0 (cosθ~ex + sinθ~ey) , (3.2)

where ~ex and ~ey are the unit vectors in x- and y-direction. Without losing generality the
z-component of the magnetic field can be set to zero. The electric field in the undisturbed
solar wind can be expressed by

~E =−~ui×~B , (3.3)

which is a simplified version of Equation (2.74), where ~ui denotes the mean velocity of
all ions. This can be assumed because the curvature of the magnetic field and the gradient
of the electron pressure can be neglected. The mean velocity of the ions is denoted by
~ui, which is equal to the undisturbed and constant solar wind velocity ~uSW = uSW~ex in
this model. Thus, the following equation has to be solved to determine the velocity of the
newborn cometary ions

d
dt
~vCI =

qCI

mCI
(~vCI−~uSW)×~B . (3.4)

It should be clear, in case of a parallel orientation (θ = 0◦) the Lorentz force vanishes. By
neglecting the initial velocity of the cometary ion ~vCI(t = 0) = 0 the following solution
for the velocity can be obtained

~vCI =

 uSW sin2
θ (1− cos(ΩCIt))

−uSW sinθ cosθ (1− cos(ΩCIt))
−uSW sinθ sin(ΩCIt)

 , (3.5)

where the gyrofrequency of the cometary ion is represented by

ΩCI =
qCIB
mCI

. (3.6)

Using~xCI(t = 0) = 0 as the position of the ionisation, the trajectory of the cometary ions
can be described by

~xCI =

 rgyr,CI sin2
θ (ΩCIt− sin(ΩCIt))

rgyr,CI sinθ cosθ (cos(ΩCIt)−ΩCIt)
rgyr,CI sinθ (cos(ΩCIt)−1)

 . (3.7)

This trajectory is a cycloid which is equal to a gyromotion superimposed by an ~E×~B-
drift. It follows that the pick-up ion performs its cycloidal motion in a plane constructed
by ~E and ~E × ~B. The dimensions of such a single cycloidal arc are determined by the
gyroradius of the cometary ions: The width of the cycloid from one cusp to another is

w = 2πrgyr,CI sin2
θ = 2π

mCIuSW

| qCI | B
sin2

θ (3.8)

and its height
h = 2 rgyr,CI sinθ = 2

mCIuSW

| qCI | B
sinθ . (3.9)
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Figure 3.1: The motion of newborn cometary ions in the undisturbed solar wind is shown in
the comet frame. The cometary ion has a mass of mCI = 17amu and a charge of
qCI = 1e. The constant solar wind is characterised by a velocity of uSW = 400km s−1

in x-direction and the magnetic field is orientated in y-direction with a magnitude of
1.96nT. It follows that the convective electric field points towards −z. The cometary
ions perform a motion along cycloidal arcs within the xz-plane. The height and width
of these arcs are w = 2πrgyr,CI = 2.25×105 km and h = 2rgyr,CI = 7.2×104 km. Their
velocities in x- and z-direction oscillate between−uSW and +uSW. In addition, the ve-
locity in x-direction is superimposed by a constant velocity of uSW. And the magnitude
of the velocity is drawn by a red line.
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At the time tcusp = 2πn/Ω, where n ∈ N, the pick-up ion reaches the cusps. h is equal to
the diameter of the gyromotion multiplied with the sine of the Parker angle.

The trajectory of a pick-up ion for a perpendicular orientation of the magnetic field
to the solar wind velocity is shown in Figure (3.1 a). Here, the ion performs its motion
within the xz-plane. In this special case there is no motion in y-direction. In addition,
the dimensions of the motion are as large as possible. The ion reaches maximum speeds
in x-direction of exactly twice the solar wind speed (Figure 3.1 b). In z-direction the ion
only performs the gyration, therefore, the z-component of the velocity oscillates between
+uSW and −uSW.

If more than a single cometary ion is injected into the solar wind, the ionisation profile
has a major impact on the resulting velocity space configuration and, consequently on the
resulting plasma interaction. A first case considers a weak but homogeneously distributed
ion source, which is true far upstream of an active comet. Each newborn cometary ion
is picked up and starts performing a cycloidal motion, as long as the solar wind and the
interplanetary magnetic field are not parallel. Since the new ions are homogeneously dis-
tributed in space, no density fluctuations are present initially. In contrast, the velocity
space distribution is not homogeneously populated; in case of a perpendicular orientation
of the magnetic field, the cometary ions populate a ring distribution. As an example con-
sider, a ring distribution of the cometary ions was observed at comet 26P/Grigg-Skjellerup
by Coates et al. (1993). In case of a parallel configuration, a cold beam distribution is
formed and in case of an oblique magnetic field configuration, a mixture between these
two configurations, a ring-beam distribution, is present in the velocity space.

Each of these distributions are susceptible to several instabilities since the large relative
speed between the cometary ions and the solar wind acts as a reservoir of free energy (Wu
and Davidson 1972, Gary 1991). The energy of a cometary ion due to its gyration is given
by (Coates and Jones 2009)

Epick−up =
1
2

mCIu2
SW sinθ . (3.10)

Thus, the total energy density of a ring distribution can be estimated by (Volwerk et al.
2013)

Ering =
1
2

nCImCIu2
SW sinθ (3.11)

plus the additional energy parallel to the magnetic field. This energy, which originates
from the relative movement of the cometary ions to the solarwind, can be transferred into
wave energy. For example, in case of an oblique orientation of ~B and ~uSW an instability
is triggered by the presence of cometary ions, which can be resonant if the following
condition in the solar wind frame is met:

ω(sw) = ku‖±Ωgyr,CI , (3.12)

where k is the wave vector and u‖ denotes the relative velocity of the cometary ions to the
resting solar wind (cf. Wu and Davidson 1972, Tsurutani and Smith 1986). Tsurutani and
Smith (1986) found that the Doppler shift into the spacecraft frame cancels the first term
on the right-hand side in case of a wave propagation parallel to the magnetic field and the
low frequency waves. Hence, the pick-up of the cometary ions excites ion cycloids waves,
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which have frequencies near to the cometary ion gyrofrequency. These can be detected
by a magnetometer, like RPC-MAG.

Ion cyclotron waves have been observed during the previous cometary spacecraft mis-
sion (Tsurutani and Smith 1986, Glassmeier et al. 1989). Volwerk et al. (2013) predicted
the ion cyclotron wave amplitude in the upstream region of comet 67P/Churyumov-Ge-
rasimenko for the approach phase in summer 2014. It was found that the wave amplitude
depends on the gas production rate of the comet and the solar wind properties. Both define
the energy of the cometary ions in the ring. For Q ≥ 3.5×1025 s−1, ion cyclotron waves
with an amplitude above 0.1 nT were expected within a distance of 3.5×105 km to the
nucleus. Because of the low ambient magnetic field strength during the approach phase,
the long wave periods are in the orders of hours and they will have very low amplitudes,
which makes a wave detection challenging for RPC-MAG.

3.2 Large Scale Structures

The aim of this section is to study the pick-up process in the framework of a hybrid model.
The construction of this model allows us to study the effects triggered in the solar wind
and the interplanetary magnetic field by a localised and inhomogeneous ionisation profile.
Such a profile may be given by an analytical model, e.g. the Haser model, in which the
neutral gas density increases rapidly at close distances to the comet. Because of the fact
that this type of profile triggers effects on very different scales, this section focusses on
the large scales, i.e. on scales of several thousands of kilometres or several ion inertia
lengths. The interaction in the direct vicinity to the comet will be discussed in Section
(3.3).

In addition, the results of the hybrid simulation in this section will be compared with
those of a multifluid MHD model used by Rubin et al. (2014a) to check the consistency
of the models. A similar comparison between a single-fluid MHD model, the predecessor
of the multifluid model by Rubin et al. (2014a), and a hybrid model, the predecessor
of the A.I.K.E.F. code, has been conducted by Hansen et al. (2007) for a weakly active
comet. These authors showed that the gyromotion of the ions has a significant impact
on the plasma environment in this weakly active stage, which cannot be described by the
single-fluid model.

3.2.1 Setup

In the selected scenario the comet 67P/Churyumov-Gerasimenko is at a heliocentric dis-
tance of 2.7 AU. The gas production rate was set to Q = 8×1025 s−1, which corresponds
to the LAC of the mission at that heliospheric distance. This gas is distributed with the
Haser model (Section 2.3.1). The constant velocity and the temperatures of the neutral
gas are in agreement to the simulations of the neutral gas coma by Tenishev et al. (2008).
The properties of the impinging solar wind are calculated with the Parker model and the
values as discussed in Section (2.1). For the sake of simplicity the interplanetary mag-
netic field in this scenario is only oriented into y-direction. A complete list of the physical
parameters of the comet and the solar wind used in the simulation is shown in Table (3.1).

In this comparison the involved models are restricted to only two ion species, the
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Table 3.1: The parameters used for the study of the large scale structure, solar wind conditions at
a heliocentric distance of rh = 2.7AU and a common value of the gas production rate.
For the purpose of comparability the Parker angle is set to θ = 90◦.

Quantity Value

gas production rate Q 8×1025 s−1

neutral gas outflow velocity uCN 800m s−1

neutral water temperature TCN 50K

solar wind number density nSW,0 1.37cm−3

solar wind velocity uSW,0 400km s−1

solar wind ion temperature TSW,i,0 4.6×104 K

solar wind electron temperature TSW,e,0 9.4×104 K

strength of interplanetary magnetic field BIMF,0 1.96nT

Parker angle θ0 90◦

cometary water group ions with a mass of 17amu and the solar wind protons. While the
multifluid MHD model considers various processes, such as photoionisation, electron-
impact ionisation, ion-neutral collisions, charge-exchange, and ion-ion collisions, the hy-
brid model only describes the ionisation process and the ion-neutral collisions. The latter
process is modelled by the force term, as described in Section (2.5.3.5) but not by the
statistical procedure. Additionally, only the adiabatic pressure equation of the electron
fluid is used in the hybrid simulation, whereas the multifluid model solves the pressure
equation for the electron fluid. The exact details of the multifluid model and the descrip-
tion of the source terms are given in Rubin et al. (2014b). Nevertheless, both models are
brought up to par as much as possible.

As mentioned above, the focus of the comparison in this section is on the motion of the
cometary ion motion and the large scale structures triggered by them. In order to study
those, a simulation box longer than one single cycloidal arc is required. Consequently,
the hybrid simulation box is a cuboid with an edge length of about 4.28×105 km in x-
direction, 3.8×104 km in y-direction, and 2.1×105 km in z-direction. The length in x-
direction is equal to 2000x0. The centre of the cometary ion profile, the nucleus, which is
not resolved in this simulation, is located at a distance of 5×104 km downstream of the
sunward boundary, the −x-boundary, 19456km from the −y-boundary, and 1.5×105 km
from the −z-boundary. This simulation does not use a hierarchical mesh. The size of a
cell is about 700km in each direction. Thus, the simulation box contains approximately
107 cells. For stability reasons, each of these cells contains at least 300 macro-particles
which only represent the solar wind ions. If a cell contains cometary ions, the number
of macro-particles can be higher, namely up to 450 macro-particles. However, not every
cell in this simulation contains cometary ions. Based on the large simulation box and
the weak activity of the comet, cometary ions are only inserted within a sphere with a
radius of about 5×104 km. At that distance, the cometary ion production rate is about
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4×10−7 cm−3 s−1. This production rate is negligible in comparison to the solar wind
density. In total, about 3.3× 109 macro-particles are inside the large simulation box. In
addition, the extended upstream boundary model is not used in this large simulation box,
since the changes in the undisturbed solar wind are negligible at the upstream boundary
of the simulation box.

By design the multifluid model needs much less computational resources than the hy-
brid model because only the moments have to be stored and not the particle informations.
Moreover, the refinement of the numerical mesh needs less computational power since
the particle splitting and merging is not required. Thus, the multifluid model uses a total
box size of about 32×106 km in x-direction and about 16×106 km in y- and z-direction.
The entire simulation box is split into 3× 106 cells, where the smallest cells are cubes
with 200 m edge length. The nucleus is modelled by a sphere of 2km radius, which al-
lows a flow inward, but the radial outward flow is artificially set to zero. In order to solve
the multifluid equations, the MHD code uses the Block Adaptive-Tree Solar wind Roe-
type Upwind Scheme (BATS-R-US) code by Powell et al. (1999). More details in the
numerical setup of the multifluid simulation are given by Rubin et al. (2014b).

Both simulations were run until the quasi-stationary state has been reached. This was
the case after 535 s in the hybrid simulation. During this time the undisturbed solar wind
could pass the simulation box twice.

3.2.2 Results

In the vicinity of the comet new cometary ions are produced and picked-up by the solar
wind and the interplanetary magnetic field. The resulting cometary ion density on the y=0-
cross-section, which is the plane perpendicular to the magnetic field, of both simulations
is shown in Figure (3.2). The bulk velocities of the cometary ions are also shown by
streamlines in this figure.

In the figure the cometary ions are distributed along cycloids in the hybrid simulation,
which is shown in the lower panel. In addition, also the streamlines of the bulk cometary
ion velocity coincide with the cycloid. The main cometary ion tail of the hybrid simula-
tion, which is characterised by the highest density, has a height of h≈ 6.9×104 km. The
first cusp of the ion tail in the hybrid simulation is located at x ≈ 2.28×105 km, which
corresponds to the width w of the cycloid. These values only differ slightly from the ion
movement in the single-particle-motion model, as discussed in Section (3.1). There, an
ion move along a cycloidal arc with a width of w= 2πrgyr,CI = 2.25×105 km and a height
of h = 2rgyr,CI = 7.2×104 km. Thus, the deviation in the width between the hybrid model
and the analytical description is less then 3000 km. this is why it can be deduced that the
solar wind is only weakly disturbed, otherwise, a much larger deviation should be present.

It is noteworthy to highlight the higher cometary ion density at the first cusp, in com-
parison to the ion density around the comet. This can be explained by the fact that the first
cusp contains particles which enter and leave the region. In contrast, the region around
the comet is only populated by ions which leave the region. Hence, a higher ion density
is expected at this point.

In addtion to the ion density, the cometary ion velocity of the hybrid simulations, as
shown in Figure (3.3), reveals a large similarity to the analytical description. The max-
imum speed of the cometary ions in the hybrid simulation is about 800 km s−1 which is
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Figure 3.2: The cometary ion density on the y=0-cross-section. The result of the multifluid model
is shown in the upper panel and the hybrid simulation result is presented in the lower
panel. In addition streamlines of the bulk velocity of the cometary ions are shown by
white lines in both figures. Reprinted from Rubin et al. (2014b) with permission from
Elsevier.

the doubled solar wind speed, as theoretically predicted by the analytical solution. At
the cusp, the velocity is the smallest, i.e. close to zero. As already mentioned, in order
to save computational resources of the A.I.K.E.F. code, new macro-particles, which rep-
resents cometary ions, are only inserted into the simulation box within a sphere with a
radius of about 5×104 km. Hence, there are regions without any cometary ions, which
are marked by a blank area in the figures.

A similar result was obtained by the hybrid simulations of Bagdonat (2004). However,
such a result cannot be obtained from a single-fluid MHD model, as shown among others
by Hansen et al. (2007). In contrast to the single-fluid MHD model, the multifluid MHD
model is capable to describe some of the effects of the gyration, which is caused by the
Lorentz force and by fluids moving relative to each other. So the model can reproduce a
part of the first cycloid of the cometary ion tail. This can be explained by the fact that
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Figure 3.3: The bulk velocity of the cometary ions on the y=0-cross-section. The result of the
multifluid simulation is shown in the upper part and the hybrid simulation result is
presented in the lower panel. In addition streamlines of the cometary ions, by using the
bulk velocity of the cometary ions, are shown by white lines in both figures. Reprinted
from Rubin et al. (2014b) with permission from Elsevier.

close to the comet many ions are ionised and dominate the local phase space distribution
function. All of these new ions perform a similar motion, which can partially be described
by the multifluid model, see Figure (3.2). Within the first cycloid all cometary ions have
nearly the same trajectory. However, the model collapse as soon as particles within the
fluid moves in different directions. This happens at the first cusp in this scenario, where
particles move in and out of the region. This is also the reason why the density at the first
cusp is much lower than in the hybrid model.

A difference between both models caused by the limitations of the hybrid model is
the maximum speed of the cometary ions. From the analytical description a maximum
speed of 800km s−1 is expected for a single cometary ion. This is observable in the
hybrid simulation result. However, in reality cometary ions might be inserted over a
wide volume, and this is why the plasma always contains cometary ions originating from
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different locations and based on that not all of them reach their maximum velocity at
the same position. Thus, in in reality, a velocity below the doubled solar wind speed is
expected. This is shown by the multifluid MHD which only reaches a maximum speed of
700km s−1.

Figure (3.4) shows the z-component of the solar wind ion velocity on the y=0-cross-
sections of both simulation boxes. As one can see in the hybrid result, the solar wind
reveals a positive velocity z-component in the region around the comet and around the
cusp. This means that the solar wind is deflected upwards. In constrast, the solar wind
moves towards the −z-direction along the long edge of the cycloid of the cometary ion
tail.

In the framework of the hybrid model this behaviour can be explained by studying
the Lorentz force, which acts on a solar wind proton. Initially, it can be assumed that a
proton which enters a region has a velocity equal to the undisturbed solar wind~vi =~uSW.
Furthermore, the mean ion velocity in the hybrid model can be expressed by

~ui =
ρc,SW~uSW +ρc,CI~uCI

ρc
. (3.13)

Employing this and assuming a frozen-in magnetic field, the initial force on a solar wind
particle can be expressed by

~FL,SW,0 =
qSWρc,CI

ρc
(~uSW−~uCI)×~BIMF . (3.14)

In regions without any cometary ions, the initial force vanishes, ρc,CI = 0, and the
velocity of the ions in z-direction remains constant. Close to the comet, cometary ions are
present. However, their velocity is small in comparison to the solar wind speed, and can
be neglected. Based on that, the solar wind particle is pushed toward +z-direction, as long
as the magnetic field is constant in y-direction. The same is true at the first cusp, but due
to the higher cometary ion density the deflection of the solar wind particles is stronger.

An opposite effect can be observed along the long edge of the cycloid of the cometary
ion tail. At this position, the cometary ions have a velocity of twice the solar wind speed.
Due to this, the sign of the force term changes and the solar wind is deflected towards
−z-direction.

Both models reproduce this expected behaviour. However, the magnitude of the distur-
bances in the solar wind velocity is about a factor of ten stronger in the hybrid model than
in the multifluid model.

Equation (3.14) can also be used to explain the resulting velocity distribution in the
x-component of the solar wind. The lowest panel of Figure (3.5) is the unsaturated hybrid
simulation result. Here, the area between the comet, the first cusp and the first long edge of
the cometary ion tail reveals a reduced x-component of the solar wind velocity. In contrast,
an enhanced x-velocity component is present in the area between the first and second long
edge and the first cusp. The strength of the variation is about 3% to the background
velocity. However, these areas are not filled homogeneously with an enhanced or reduced
velocity. Instead, the velocity approaches the background velocity at the downstream
part of the regions in the hybrid simulations. In the multifluid simulation result, the first
reduction is clearly visible, but again, the strength of the perturbation is only a tenth of
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Figure 3.4: The bulk velocity component in z-direction of the solar wind protons on the y=0-
cross-section. The result of the multifluid simulation is shown in the upper part and
the hybrid simulation result is presented in the central and lower panels. The central
panel shows the result with a saturated colourcode to allow for a better comparison
to the multifluid model results. Reprinted from Rubin et al. (2014b) with permission
from Elsevier.
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Figure 3.5: The bulk velocity component in x-direction of the solar wind protons on the y=0-
cross-section. The result of the multifluid simulation is shown in the upper part and
the hybrid simulation result is presented in the central and lower panel. The central
panel shows the result with a saturated colourcode to allow for a better comparison
to the multifluid model results. Reprinted from Rubin et al. (2014b) with permission
from Elsevier.
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the perturbation in the hybrid simulation and the enhancement in the solar wind velocity
at the first cusp can only be guessed.

In the first part of the cycloid, the cometary ions have a velocity component into −z-
direction. By applying this to Equation (3.14) one finds that the solar wind protons are
affected by a force towards −x-direction. Consequently, a reduction in the solar wind
speed in x-direction is present after the solar wind has passed the cometary ion tail for
the first time. The reverse effect is initiated in the region where the cometary ions move
upward, i.e. towards +z-direction. There, the solar wind is accelerated and the solar wind
is faster in x-direction. Because of the fact that the solar wind has a finite temperature, the
perturbation is reduced towards the next cometary ion tail crossing.

Due to the changes in the solar wind speed in x- and z-direction, it is expected that the
solar wind density changes as well. The resulting solar wind density of the simulation
models is presented in Figure (3.6) on the y=0-cross-section from both models. Density
enhancements are visible as thin lines in the bottom panel of the figure, starting at the
places where the solar wind velocity has its maximum or minimum in z-direction, i.e.
at the comet, the cusp and the long edge. Furthermore, depletions of the density occur
behind those regions.

A similar structuring of the interaction region can be observed in the magnetic field
(Figure 3.7) because the magnetic field is frozen into the plasma flow. Noticeable is
the positive correlation between the magnetic field and the solar wind density in regions
with enhanced density. In addition, the opening angle, the angle between the thin lines
and the x-direction, is measured to α = 8◦. A similar angle can be obtained, if a fast
magnetosonic wave is assumed to be triggered at the locations of the disturbance with
maxima in z-component of the solar wind velocity (i.e. Bagdonat 2004).

α = arcsin
cMS · t
uSW · t

= arcsin
1

MMS
= 8.2◦ , (3.15)

where cMS = 56.8km s−1 is the propagation speed of the fast magnetosonic wave. The
solarwind speed normalised to the fast mode propagation speed is the magnetosonic Mach
number which is MMS = 7.0 in this scenario. Thus, the cones are a signature of a standing
fast magneotsonic wave, a Mach cone, which is triggered due to the presence of cometary
ions.

Since the Mach cones are triggered at every location where the relative motion between
the cometary ions and the solar wind protons has a maximum, a repetitive pattern of Mach
cones is visible in the hybrid simulations. As long as a relative motion between the ions
occurs, waves are triggered to reduce the differences. This has not been resolved by the
hybrid simulations of a weakly active comet by Bagdonat (2004). In addition, due to the
limitations of the multifluid MHD model in describing the pick-up ion tail, only traces of
the repetitive Mach cones and the disturbances in the solar wind velocity are visible.

Due to the ongoing modifications of the solar wind along the pick-up ion tail, a transfer
of momentum and energy via the excitation of waves is established. This reduces the
relative speed; the cometary ions accelerate, and the size of the cycloids decreases. Using
the same hybrid model, Götz (2014) investigated the decay of this pick-up ion tail. In
the simulations the pick-up ion tail is modified by two processes: Firstly, a scattering
process, which is observed by an expansion of the ion tail in y-direction, which has not
been investigated in this work. Secondly, a reduction of the relative speed, which is visible

97



3 The Weakly Active Phase - Approach and Early Escort Phase

Figure 3.6: The density of the solar wind protons on the y=0-cross-section. The result of the
multifluid simulation is shown in the upper part and the hybrid simulation result is
presented in the central and lower panel. The central panel shows the result with a
saturated colourcode to allow for a better comparison to the multifluid model results.
Reprinted from Rubin et al. (2014b) with permission from Elsevier.
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Figure 3.7: The strength of the magnetic field on the y=0-cross-section. The result of the multi-
fluid simulation is shown in the upper part and the hybrid simulation result is presented
in the central and lower panel. The central panel shows the result with a saturated
colourcode to allow for a better comparison to the multifluid model results. Reprinted
from Rubin et al. (2014b) with permission from Elsevier.
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in the width of the ion tail, which decreases in her simulations. However, in this scenario,
the cometary ions do not populate a ring in the velocity phase space but rather an unstable
non-gyrotropic ion distribution (cf. Motschmann and Glassmeier 1993, 1998).

3.3 Small Scale Structures at Weakly Active Comets

Although the large scales are interesting, a direct observation will not be possible with
the Rosetta spacecraft because the spacecraft will stay close to the nucleus, i.e. within
1500 km, in the nominal mission. Thus, for the mission planning the interaction close the
nucleus is most interesting. Here, Rosetta will be able to observe the formation of these
structures. Hence, the same scenario, i.e. a weakly active comet with a gas production
rate of 8×1025 s−1 at 2.7 AU, as described in Section (3.2.1), is investigated in a series
of hybrid simulations with a much smaller box and a much higher spatial resolution of
the numerical mesh to resolve all relevant structures. The results of the first simulation
are shown in Rubin et al. (2014b) and compared to the multifluid simulation. These re-
sults are very similar to the results of a second simulation, named Simulation B, which
are shown in Figure (3.8). In this simulation the initial temperatures of the solar wind
protons, the solar wind electrons, and the cometary electrons are set to zero, in order to
simplify the scenario. In addition, the simulation box of Simulation B is slightly smaller
in comparison to the simulation presented in Rubin et al. (2014b) in order to save compu-
tational resources. The simulation box extends from about −1167km < x < 583km and
from −1167 km to 1167 km in y- and z-direction. At the lowest refinement level a mesh
resolution of ∆xL0 = 16.2km is set. An additional refinement level is defined by a cube
with −1167km < x < 583km and −778 km to 778 km in y- and z-direction, reaching a
resolution of ∆xL1 = 8.1km. Due to this configuration, no splitting of macro-particles
directly ahead of the main interaction region takes place, which assures that the split-
ting of macro-particles does not trigger obvious numerical artefacts. The time step in
this simulation is ∆t = 2.66×10−3 s, which easily satisfies the Courant-Friedrichs-Lewy-
criterion. The simulation uses the extended upstream boundary model and, uses inflow
boundary conditions at all boundaries except for the +x boundary. In order to guarantee
good statistics each cell in the simulation is filled with at least 75 macro-particles of each
species. The macro-particles which represent cometary ions are injected everywhere in
the simulation box.

3.3.1 Numerical Observations

In Figure (3.8) the quasi-stationary state of Simulation B is presented. However, as will be
discussed later in detail, the simulation is not stationary. The newborn cometary ions are
picked-up, as discussed above, and in the beginning move towards −z-direction (Figure
3.8 e). Later, the cometary ions would also move in x-direction if the simulation box
was larger (Section 3.2). On the z=0-cross-section the cometary ion density is confined
to a small but nonetheless dense, cometary ion tail, which is oriented anti-sunward and
extends to about 500 km. The solar wind is only weakly disturbed due to the presence of
the comet.
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Figure 3.8: The results of Simulation B. The panels a) to c) display the magnitude of the mag-
netic field on the x=0-,y=0-, and z=0-cross-section. On the same cross-sections the
cometary ion density is shown in the panels d) to f), whereas the solar wind density is
shown in panels h) and i). The corresponding solar wind velocity on the same cross-
sections is shown in g) and j). Finally, the cometary ion velocity is presented in the
last two panels. The red and black circles in panels a) to c) show the projections to the
cross-sections of Point A and Point B. More details are given in the text.
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As discussed in the previous section, the solar wind is deflected towards the +z- hemi-
sphere because of the presence of the cometary ions (Figure 3.8 g). Thus, downstream of
the comet, a small density enhancement is formed on the +z-hemisphere and a depletion
is present below it. This is the signature of the Mach cone, which is also visible in the
magnetic field strength (Figure 3.8 b). Besides the Mach cone, the pick-up ion tail is
identifiable in the magnetic field strength due to an increase in the field strength.

It is worthwhile to mention that the pick-up ion tail is fanned out, which is visible in
the cometary ion density as well as in the magnetic field magnitude. Even in the x < 0 and
z < 0 region a regular pattern in the cometary ion density and the magnetic field magni-
tude is present. As long as the nature of this pattern is unknown, the structures are referred
to as phase fronts, since they appear as lines of the same phase in the perturbation. The
amplitude of these variations is up to about 0.5nT of the magnetic field in the region
upstream of the main pick-up ion tail, whereas even larger variations are observed down-
stream. These phase fronts are also visible in the magnetic field on the z=0-cross-section
within a band from x =−200km to x = 200km.

Given by the fact that the phase fronts are visible in the magnetic field strength and in
the cometary ion density, these variations are compressible. As one can easily see, the
phase fronts are symmetric to the Sun-comet line, while the polarity of the magnetic field
perturbation changes from the −y-hemisphere to the +y-hemisphere. In addition, the
angles of the phase fronts to the Sun-comet line vary. Upstream of the nucleus an angle of
about 60◦ can be found, whereas downstream the angle is about 20◦, i.e. far away from the
nucleus. The latter enhancement also has a signature in the solar wind density, whereas
the solar wind density does not show any variations in the regions where the phase fronts
in the magnetic field can be found. From Figures (3.8 a and d) one can obtain that the
strength of the variation rises towards −z-direction. Given by the configuration of the
simulation, a transition of refinement levels takes place at z = −778km, where also the
smoothing values change. This is why the amplitude of the variations is reduced on the
coarser numerical mesh. In addition, the figures reveal that no phase fronts are present
at the +z-hemisphere. This indicates that the wave which causes these phase fronts can
only expand along the magnetic field and is triggered in the regions of higher cometary
ion density.

Because the phase fronts are neither stationary in space nor in time, several quantities
are recorded at two fixed points in the simulation box at every fourth time step. This
corresponds to a sampling rate of tsampling = 0.011s or a frequency of fsampling = 93.8Hz.
The first position where the time series is recorded is at (-150,0,-300) km, which is called
Point A, and the second point, Point B, is located at (0,-300,-200) km. Both points are
located in the−z-hemisphere, where the strongest wave activity is present. Their positions
are shown in Figures (3.8 a to c). While Point A is located in front of the main pick-up ion
tail, at y = 0km, Point B is placed aside the pick-up ion tail, where a lower cometary ion
density can be found. In addition, the mean magnetic field has a negative Bx-component
at Point B due to the draping of the magnetic field at the comet. It appears that Point B
is located in a region of a regular pattern, i.e. where the phase fronts are more parallel to
each other, while Point A is located where the phase fronts of the +y- and −y-hemisphere
intersect each other (Figure 3.9). The time series at Point A has a length of about 1700 s
and at Point B the values are recorded for about 1400 s. For the two points the resulting
time series are shown for an interval of 100 s in Figures (3.11) and (3.10). This interval is
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Figure 3.9: The variations of z-component of the magnetic field Bz. The panels a) to d) show
the z-component of the magnetic field on the z-cross-sections with z=200 km, z=0 km,
z=−200 km, and z=−400 km. While no phase fronts are visible on the z=200 km-
cross-section, a parabolic shape is visible downstream of the comet on the z=0 km-
cross-section. Upstream of this paraboloid the phase fronts are visible. In the cross-
sections beneath, the clear paraboloid is not present, here some wake effects occur, but
the phase fronts upstream increase in amplitude and remain in their regular pattern as
on the z=0 km-cross-section. The panels e) and f) show the Bz-component obtained
from Simulation C. In the region upstream of x=−200 km no variation of the magnetic
field is present. In addition, no phase fronts can be found on the z=0-cross-section.
On the cross-section beneath, phase fronts are present, but again, fluctuations in Bz

are only present downstream of x = −200km. The panels g), h), and i) show Bz on
the z=−400 km-cross-section obtained from Simulation D, E, and F.
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Figure 3.10: A time series obtained from Simulation B at Point A at (-150,0,-300) km.
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Figure 3.11: A time series obtained from Simulation B at Point B at (0,-300,-200) km.
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Table 3.2: Mean values, indices m, and the results of a minimum variance analysis at Point A and
Point B. ~Spm and ~δSpm denote the total Poynting flux and the Poynting flux caused
by the waves. The angles are used as follows: θ~kmin,~Bm

= ^(~kmin,~Bm), θ~kmin,~vSW,m
=

^(~kmin,~vSW,m), θ~kmin, ~δSpm
= ^(~kmin, ~δSpm) and θ~Bm, ~δSpm

= ^(~Bm, ~δSpm).

Quantity Point A Point B

~Bm (0.08,2.6,0.13) (-0.296,2.2,0.14) nT

| ~Bm | 2.6 2.2 nT

~Em (47,35,-750) (158,63,-731) µV m−1

| ~Em | 760 751 µV m−1

~jm (-0.84,14,-7.3) (-3.3,8.97,-19.3) nA m−2

| ~jm | 16 21.5 nA m−2

nSW,m 1.43 1.44 cm−3

~uSW,m (380,-0.072,11) (382,-0.144,10.4) km s−1

|~uSW,m | 380 383 km s−1

nCI,m 0.52 0.27 cm−3

~uCI,m (4.9,0.14,-44) (7.24,-1.06,-38.3) km s−1

|~uCI,m | 45 39 km s−1

~kmin (-0.893,-0.387,-0.231) (-0.786,-0.618,0.005)

λ1 : λ2 : λ3 28:3:1 112:33:1

θ~kmin,~Bm
66◦ 60◦

θ~kmin,~vSW,m
26◦ 38◦

~Spm (1.58,-0.009,0.098) (1.29,0.154,0.292) mW m−2

| ~Spm | 1.59 1.33 mW m−2

~δSpm (6.06,-4.96,3.99) (21.7,-28.2,-9.5) mW m−2

| ~δSpm | 8.78 36.8 mW m−2

θ~kmin,
~δSpm

60◦ 89.3◦

randomly selected.
At Point A the mean magnetic field is about | ~Bm |= 2.6nT, whereas the perturbations

are in the order of | ~δBm |= 0.4nT. A minimum variance analysis (MVA, Sonnerup and
Cahill,1967) is conducted with the magnetic field data at this point within the selected
time interval. The quality of this analysis, which is given by the ratio of the intermediate
to the minimum value, is 3. Thus, the direction of the wave propagation is parallel or
anti-parallel to the direction of the minimum variation of the magnetic field. In this case,
the direction of the minimum variance~kmin is mainly along the x-axis. The angle between
~kmin and the mean magnetic field is about 66◦, that is, a quasi-perpendicular propaga-
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Figure 3.12: The magnetic field magnitude and the cometary ion density at Point A and Point
B, which are measured in Simulation B for a randomly selected time interval. The
dashed-dotted lines in the lower panel highlight the maxima of the cometary ion
density at Point B.

tion. It is worthwhile to mention that the solar wind density remains constant when the
quasi-stationary state is reached at about 40 s. The solar wind density is also constant at
Point B, whereas the cometary ion densities vary with an amplitude of δnCI,m = 0.2cm−3.
Thus, the perturbations are as big as or even bigger than the mean cometary ion density
nCI,m, which is also true for the cometary ion density at Point A. In contrast to the small
perturbations in the magnetic field at Point A, the perturbations are close to 1 nT, peak
to peak, at Point B. The MVA of the magnetic field data from Point B reveals that the
propagation of the wave has an orientation of (-0.786,-0.618,0.005). The angle between
the mean magnetic field and the orientation of the minimum variance is about 60◦. A list
of mean values is given in Table (3.2).

The magnitudes of the magnetic field at both points as well as the cometary ion density
are presented in Figure (3.12). For the selected time interval the phase shift between the
cometary ion density and the magnetic field is between 180◦ and 90◦.

In Figure (3.13) hodograms of the magnetic fields at Point A and Point B are shown.
Therefore, the magnetic field is transformed into the mean-field-aligned coordinate sys-
tem, where a low-pass filter for periods above 100 s is applied to the data to determine
the mean magnetic field. The component of the magnetic field in direction of the mean
magnetic field is given by B‖. The perpendicular components are labelled B⊥,1 and B⊥,2.
In the figure the magnetic field between 1500 s and 1600 s is shown. At both points the
magnetic field is elliptically left-handed polarised.

The results of a spectral analysis of the time series at Point A and Point B are shown
in Figure (3.14). In the first two rows the power spectral densities of the variation of the
magnetic field magnitude and of the cometary ion density are presented. Both spectra at
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Figure 3.13: The hodograms of the magnetic field for an time interval of 100 s at Point A, in
the upper row, and at Point B, in the lower row. The magnetic field is rotated into
the mean-field-aligned coordinate system. B‖ denotes the fluctuations parallel to
the mean magnetic field and B⊥,2 and B⊥,1 are the perpendicular fluctuations, re-
spectively. The magnetic field values are smoothed and plotted with a colour code,
which represent the time in s.

Point A reveal sharp peaks at a frequency of fp,A = 39mHz, which is close to the local
solar wind proton gyrofrequency fgyr,sw,A = 40.5mHz. Further peaks are present in the
cometary ion power spectrum at 75 mHz, 117 mHz, 157 mHz, and 255 mHz. Except for
the last frequency, the frequencies are very close (within 5 mHz) to the harmonics of
fp,A. In the spectra of the magnetic field an additional peak is only visible at the second
harmonic. Nevertheless, both spectra show a strong decay towards higher frequencies.

In comparison to the presented cometary simulations, a hybrid simulation without a
comet, i.e. with a pure and constant solar wind flow, has only a constant magnetic field
value. This is caused by the fact, that the solar wind is modelled as a constant flow
in the hybrid simulation, without applying any special turbulence spectra. Hence, the
expected Fourier analysis would yield a single peak at the frequency zero. Consequently,
the frequencies observed in the spectrum at Point A as well as at Point B are only caused
by the comet.

Similar to the spectra at Point A, both spectra at Point B (Figure 3.14) reveal a peak
at fp,B = 50mHz. But in contrast to Point A, this time the peak is much broader and not
that prominent. In addition, this peak is not as close to the local proton gyrofrequency
of fgyr,sw,B = 35.3mHz as the peak at Point A to fgyr,sw,A. Furthermore, no peaks at the
harmonic frequencies can be identified.

In the third and fourth row of Figure (3.14) the coherence and the phase between the
variations in the magnetic field magnitude and the variations in the cometary ion density
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Figure 3.14: The results of a spectral analysis of the magnetic field magnitude and the cometary
ion density at Point A and Point B. The panels on the left hand side present the results
for Point A, and the panels on the right side show the results for Point B. In the first
row the trace of the power spectral density of the magnetic field are plotted for both
points. At Point A a clear peak is visible at a frequency of about 39 mHz. A broader
peak is present in the spectrum at Point B, which has its maximum at about 50 mHz.
Both frequencies are highlighted by a grey vertical line. The panels in the second
row show the spectra of the cometary ion density. In both spectra a peak occurs at
the same frequencies as in the magnetic field spectra. The coherencies between the
magnetic field and the cometary ion density, which are obtained by a cross spectral
analysis, peak at the frequencies 39 mHz and 50 mHz, respectively, which is shown
in the third row. In the lowest row the phase between the magnetic field and the
cometary ion density is shown. At Point A the phase is about −80◦, whereas at
Point B a phase of about −150◦ is present. The spectral analyses have 34 degrees of
freedom for Point A and 20 for Point B because of the different lengths of the time
series.
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are plotted. For this analysis a window width of about 106 s is used. Hence, about 17 inde-
pendent time intervals can be used at Point A and about 14 at Point B, which corresponds
to 34 and 20 degrees of freedom for the analysis. Although both coherence plots reveal a
small enhancement at the peak frequencies fp,A and fp,B the coherence is only about 0.5
at Point A and about 0.6 at Point B. In addition, the maxima at the peak frequencies are
as large as the enhancements at higher frequencies. Consequently, no linear dependency
between the magnetic field magnitude and the cometary ion density is present.

Based on the fact that the wave mainly propagates in the xy-plane, the distance between
the phase fronts was determined by a 2D Fourier-analysis. This analysis uses data from
the z =−300km-cross-section in the −460km < x < 140km and −620km < y < 20km
sector from 60 time levels separated by 27 s. From this analysis a mean wavelength of
65(13) km was obtained.

In contrast to the frequency, the orientation of the wave propagation and the length
of the wave vector, the direction of the wave is not known. In order to determine the
direction, the wave telescope technique is applied to the data (Motschmann et al. 1996,
Glassmeier et al. 2001). This technique has the advantage that only 4 time series at se-
lected points are needed instead of all values in a specific volume in case of a spatial and
temporal Fourier analysis, which saves memory. The time series are obtained at four dif-
ferent locations around Point B for about 400 s. The distance between the four different
location is set to 15 km. Hence, the four locations create a tetrahedron. The version of the
wave telescope which is used for this analysis assumes plane waves in the magnetic field,
which should also be fulfilled due to the parallel character of the phase fronts at Point B.
The results of this analysis are shown in Figure (3.15). In the left panel the frequency is
plotted against the power spectral density. Here, several peaks are identified and high-
lighted by yellow horizontal lines. The panel in the middle shows the maximum value of
the spatial spectrum for each frequency in arbitrary units. One can easily see that no clear
peaks in the spatial spectrum are present at the frequencies with a high power spectral
density, which are marked by yellow lines. This indicates that the energy of the identified
wave vector is not different to the other wave vectors at the other frequencies. Conse-
quently, the technique is not able to obtain spatial information from this dataset, although
the magnitude of the wave vector, which is shown in the right panel, seems reasonable.
A potential explanation could be that spatial and temporal variations of the phase fronts
lead to a variation of the phase velocity. Although this variation seems to be small since
parallel structures are clearly visible, it is not small enough compared to the mean phase
velocity and, therefore, is not negligible. Consequently, each sensor records phase fronts
which seem to be uncorrelated and, thus, the wave telescope analysis failed. Another ex-
planation could be the presence of spherical waves, but the wave telescope assumes plane
waves. These spherical waves, as for example discussed in the last section for the fast
mode, interfere and create straight phase fronts, as in the case of the Mach cone.

Figure (3.16) shows the temporal evolution of the z-component of magnetic field Bz and
the cometary ion density along two lines. The first line is in x-direction with y =−250km
and z =−200km. Along that line the z-component of the magnetic field and the cometary
ion density are shown in a) and b). Both reveal that the phase fronts remain at their
position at small x-positions, i.e. upstream of the pick-up ion tail, except for an oscillation
of their positions of about 20 km. Downstream of the pick-up ion tail, i.e. at about x>0 km,
the phase fronts move downstream towards larger x-values and the velocity increases.
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Figure 3.15: The results of the wave telescope applied to the magnetic field data obtained around
Point B. For this method time series are recorded at four points close to Point B,
which have a distance of 15 km to each other. The left panel shows the power spectral
density versus the frequency. The peaks in this panel are highlighted by yellow
horizontal lines. The panel in the middle shows the maximum value of the spatial
spectrum for each frequency. On the right panel the magnitude of the wave vector
against the frequency is shown.

At intermediate positions the phase fronts seem to split and become dispersive. This
might be the reason why the wave telescope technique failed, since it assumes plane
waves. In Figure (3.16 c) the temporal evolution along a second line in y-direction with
y = −28km and z = −200km is shown. Here, the phase fronts in the magnetic field
move towards y = 0km. Based on this temporal evolution, the group velocity is directed
towards negative x and towards the plasma tail.

The energy flow due to electromagnetic fields can be computed with the Poynting vec-
tor. The Poynting vector ~Spm of the mean magnetic and electric field mainly points into
x-direction for both cases. But the mean of the Poynting vector of the variations, which
represents the energy transport of the wave, is calculated by

~δSpm =
1

µ0N ∑
tn

(
~δE(tn)× ~δB(tn)

)
, (3.16)

where δE(tn) and ~δB(tn) denote the variations of the electric and magnetic field and
N is the number of vectors in the time series. It is remarkable that the angle between
this Poynting vector ~δSpm and~kmin is about 60◦ for Point A and about 89◦ for Point B.
Thus, the directions of the wave propagation and the Poynting vector are quite different,
especially for Point B.

Besides Simulation B some other simulations with similar parameters have been con-
ducted.

• In Simulation C the ionisation profile is chopped at a radius of 200 km, i.e. cometary
ions are only injected into the simulation box up to this radius. In addition, the ex-
tended upstream boundary model is not used in this simulation, in order to stabilise
the simulation. The resulting z-component of the magnetic field on the z=0 km- and
z=−400 km-cross-section are shown in Figure (3.9 e and f). It is worthwhile that in
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a) Evolution of the Magnetic Field Bz

along a line in x-direction with y =−250km and z =−200km

900 910 920 930 940 950
Time in s

−300

−200

−100

0

100

200
x-

ax
is

in
km

−1

−0.5

0

0.5

1

B
z

in
nT

b) Evolution of the Cometary Ion Density nCI

along a line in x-direction with y =−250km and z =−200km

900 910 920 930 940 950
Time in s

−300

−200

−100

0

100

200

x-
ax

is
in

km

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

n C
I

in
cm

−
3

c) Evolution of the Magnetic Field Bz
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Figure 3.16: The temporal evolution of the z-component of the magnetic field and the cometary
ion density along two lines across the simulation box. In a) and b) the magnetic
field Bz and the cometary ion density are shown along a line in x-direction with
y =−250km and z =−200km. In c) the magnetic field Bz is presented along a line
in y-direction with y =−28km and z =−200km.
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Figure 3.17: The z-component of the magnetic field on the z=−400 km-cross-section for three
configurations of the orientation of the background magnetic field. In panel a) the
magnetic field has an angle of 45◦ to the solar wind velocity. In panel b) and c) the
angle increases to 90◦ and 135◦. In the perpendicular case the phase fronts are sym-
metric, whereas in the oblique cases the phase fronts are tilted and depending on the
orientation the phase fronts are compressed or stretched in the different hemispheres.

these figures no perturbations of the field are present upstream of x =−200km and
the striations are not as parallel as in Simulation B.

• In contrast to the Simulation B, the cometary ion mass is set to mCI = 8amu in
Simulation D. The resulting perturbations in Bz on the z=−400 km-cross-section
are shown in Figure (3.9 g). In comparison with the perturbations in Simulation B
(Figure 3.9 d) the perturbations appear stronger. This is why the intersection of the
striations upstream are more prominent in the result of Simulation D.

• A cometary ion mass of mCI = 34amu is used in Simulation E and the Bz structures
on the z=−400 km-cross-section are presented in Figure (3.9 h). In comparison to
Simulation D and Simulation B, the perturbations are weaker in this simulation.

• The strength of the background magnetic field is doubled in Simulation F in com-
parison to the Simulation B. The Bz-component on the z=−400 km-cross-section
(Figure 3.9 i) reveals that the perturbations are weaker and the wavelength of the
phase fronts are longer. Furthermore, the opening angle of the striations grow to
about 80◦.

• In Simulation G and Simulation H the orientation of the magnetic field is changed.
While in Simulation B the angle between the magnetic field and the solar wind ve-
locity is 90◦, the angle is set to 45◦ in Simulation G and to 135◦ in Simulation H. The
resulting structures in the z-component of the magnetic field are shown in Figure
(3.17). In case of Simulation G phase fronts are compressed on the +y-hemisphere,
whereas on the −y-cross-section the wavelength is larger and the structures are
present in regions further upstream than in the perpendicular case. The latter fact is
also true for Simulation H, but the compression and stretching of the phase fronts is
opposed to Simulation G.
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3.3.2 Discussion

The global structure of the interaction on the small scales can partially be deduced from
structures also visible on the large scales. This means that the beginning of the cometary
pick-up ion tail and the footpoint of the first Mach cone are present in the small scale sim-
ulations. Consequently, RPC confirmed that the cometary ions move perpendicularly to
the Sun-comet line and observed a deflection of the solar wind into the Mach cone as long
as the comet’s gas production rate is low (Nilsson et al. 2015). The small anti-sunward
plasma tail (Figure 3.8 f) was not visible in the simulation of the large scales. The rea-
son for that is the coarse resolution of the numerical mesh in large scale simulations. As a
consequence, the draping of the magnetic field is neglected in the large scale simulation in
Section (3.2). However, this draping is responsible for the formation of the anti-sunward
plasma tail (Alfven 1957). Another effect, which is not visible in the large scale simula-
tion, are the phase fronts. These have never been predicted by a global simulation of the
cometary plasma environment.

First of all, it is necessary to ensure that the waves are not a result of the numerical
mesh. This means to exclude a common problem in the hybrid simulations and probably
every simulation which uses a regular mesh. In hybrid simulations, waves are caused by
the finite mesh size in the simulation box, which cannot describe all physical effects. The
waves can be observed favourably at the edges of the simulation box or at transitions of
refinement levels. But the main characteristic of these mesh waves are wavelengths in the
order of the mesh size, i.e. alternating from cell to cell. The presented simulations have
a mesh size of about 8.1 km in the inner region, whereas the waves have a wavelength of
about 65 km. In addition by using various mesh configurations, i.e. with respect to the
position of the refinement levels, no significant change in the wave pattern was observed.
Thus, it is unlikely that the observed waves are generated by the numerical mesh.

There are basically two possibilities to explain the observed phase fronts. The first
assumes that the phase fronts are excited in the solar wind. This is possible, for example,
since due to the presence of the cometary ions the solar wind becomes unstable. The
resulting phase fronts move towards the comet where, for example, the flow modifications
yield to a bending of the phase fronts around the nucleus. The second possibility assumes
that an obstacle in the flow continuously excites waves. These waves superimposed by
the solar wind flow lead to the phase fronts, which rest in the comet frame, e.g. the fast-
magnetosonic Mach cone. Based on a modification of the flow caused by these phase
fronts, the phase fronts become unstable which leads to a tailward motion of the phase
fronts. This is why various wave types and excitation types are discussed in this section.

The classical fast-magnetosonic wave has frequencies far below the ion cyclotron fre-
quency. Thus, this wave type can be excluded, if the wave is embedded in the comet
frame. However, if the wave is caused in the solar wind frame or in the cometary ion
frame, the frequency observed in the comet frame has to be shifted to other frequency
values. Nevertheless, the fast magnetosonic mode can be excluded by using a phasing ar-
gument. In general, a fast magnetosonic wave is characterised by a magnetic field which
is in phase to the density. This is obviously not the case in our simulation. In addition,
the fast-mode is not restricted to a propagation parallel to the magnetic field (Baumjohann
and Treumann 1996). Hence, a restriction to the −z-hemisphere cannot be explained.

A type of waves, which are commonly present in the cometary environment, are mirror
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mode waves (Glassmeier et al. 1993). As discussed in general plasma textbooks (cf.
Baumjohann and Treumann 1996) a mirror mode is excited if

β⊥
β‖

> 1+
1

β⊥
(3.17)

is satisfied. β⊥ and β‖ denote the ratio of kinetic to magnetic pressure. Hence, in case
the perpendicular pressure exceeds the parallel pressure a mirror instability is excited.
A strong magnetic field stabilises the mode. In the cometary interaction region the ring
distribution of the picked up cometary ions leads to a large temperature anisotropy. By
also considering an anisotropic electron pressure, Remya et al. (2013) showed that the
ion cyclotron growth rate is suppressed and the mirror mode growth rate is increased and
exceeds that of the ion cyclotron waves. The most recent study on mirror modes at comets
was conducted by Volwerk et al. (2014). They studied the occurrences of mirror modes
at comet 1P/Halley during the flybys of VEGA 1, VEGA 2, and Giotto, which visited
the comet within 8 days. Volwerk et al. (2014) used only magnetic field data to search
for mirror modes. Their algorithm identifies a wave structure as a mirror mode if the
following criteria are satisfied: 1) The angle between the minimum variance direction
and the background magnetic field is above 80◦. 2) The angle between the maximum
variance direction and the background magnetic field is below 20◦. 3) The amplitude
of the waves is δB/B > 0.3. In case of the wave in the simulation presented above and
measured at Point B, the first and the third criterion are satisfied, but the angle between
the direction of the maximum variance and the background magnetic field exceeds 20◦ by
far. An even better argument against the presence of mirror mode waves in the simulation
is presented in Figure (3.12). In general, a mirror mode is characterised by a magnetic
pressure oscillation which is anticorrelated to the plasma pressure oscillation and the total
pressure remains constant. In case the temperatures are more or less constant, even the
magnetic field strength oscillation is anticorrelated to the total density. However, the
waves in the simulation do not show this behaviour. Schmid et al. (2014) found that the
mirror mode waves at 1P/Halley had a size of about 1− 2 cometary ion gyroradii and
that they are triggered at the bow shock, therefore, Volwerk et al. (2014) conclude that
mirror mode waves at 67P/Churyumov-Gerasimenko can be expected, when the stand-off
distance of the bow shock is more than 2 cometary ion gyroradii. This is not fulfilled in
the current scenario. In addition, the size of the simulation box is much smaller than one
cometary ion gyroradius. Summarising one can say that these waves are no mirror modes
waves.

As already briefly mentioned above, the dominant wave type which has been observed
during the past cometary missions is the ion cyclotron wave (Tsurutani and Smith 1986,
Tsurutani et al. 1989, Glassmeier et al. 1989). This wave is triggered by the instability
of the ring-beam distribution of the cometary ions. In case the density of the cometary
ions is much smaller than the solar wind density and in the case of an oblique magnetic
field orientation, Wu and Davidson (1972) identified a resonant instability with a resonant
condition of

ω(sw) = ku‖±Ωi , (3.18)

where ω(sw) is the wave frequency in the solar wind frame and u‖ denotes the velocity
of the ion beam parallel to the magnetic field. The gyrofrequency of the new ions is
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denoted by Ωi and the ± sign refers to the polarisation. Thus, in case new ions with zero
speed in the solar wind frame are injected, the plasma is resonant for frequencies ω(sw)

close to the gyrofrequencies of the new ions, and also at the gyrofrequencies of the other
plasma components, i.e. protons or electrons. However, in the cometary interaction the
new ions have a velocity of about 1 km s−1 in the comet frame, and a velocity−uSW cosθ

parallel to the magnetic field in the solar wind frame. Hence, ω(sw) differs from Ωi. But
as demonstrated by Tsurutani and Smith (1986) the Doppler shift from the solar wind
frame to the comet frame or spacecraft frame shifts the frequency of the ion cyclotron
wave to the gyrofrequency Ωi. Thus, in the scenario used for the hybrid simulation the
ion cyclotron wave should have a frequency of about fgyr,CI = 2mHz, which is about
an order of magnitude smaller than that of the observed waves. In addition, the model
by Wu and Davidson (1972) only requires a few newborn ions. However, close to the
comet the number density of the cometary ions is as large as or even larger than the solar
wind number density. At a real comet, cometary protons, which are produced due to the
dissociation of water molecules, can cause waves at the frequencies which are observed
in the hybrid simulation. However, in the hybrid simulation only heavy cometary ions are
produced.

During the ICE flyby at comet 21P/Giacobini-Zinner, Smith et al. (1986b) and Tsuru-
tani and Smith (1986) observed two different types of waves in the upstream region: long
period oscillations with periods of about 100 s, which are the ion cyclotron waves, and
short period waves. This second type has periods of about 3 s and Tsurutani et al. (1989)
got the impression that the short period waves occur at the leading edge of the long pe-
riod waves, which have a magnitude of 44 nT peak-to-peak. While Tsurutani and Smith
(1986) and Brinca and Tsurutani (1988a) suggest that these waves are caused by hydrogen
pick-up, as discussed above , Goldstein et al. (1987) propose that these waves are caused
by another instability of the water-group ions, which was identified by Wu and Davidson
(1972). Goldstein et al. (1987) studied this instability and found that right-handed whistler
waves are triggered. The authors found that the phase velocity of these waves are smaller
but comparable to the solar wind speed. Consequently, the right-handed wave changes
its polarisation and the frequency is around a few seconds in the comet frame, which is
about the solar wind proton gyrofrequency. In addition, Brinca and Tsurutani (1988b)
showed that the frequency of this wave is between 0.5 to 1.8 of the proton gyrofrequency
in the comet frame. But a comparison of the growth rates indicates that the growth rate of
this whistler wave is smaller than the growth of the ion cyclotron wave due to hydrogen
pick-up. An alternative explanation is suggested by Tsurutani et al. (1989). They propose
that the waves are caused by the steepening of the long period waves. This would also
be applicable to the scenario in the simulation, since the magnetic field increases from
the undisturbed solar wind towards the nucleus or the cometary ion tail. However, due
to the fact that the magnetic field and the cometary ion density perturbations reach back-
ground levels, a linear treatment of the instability analysis might not describe the situation
correctly.

The aforementioned excitations take place in the solar wind. However, in this scenario
the solar wind has a velocity of about 380 km s−1. Hence, during the wave period of
25 s the solar wind moves about 13×103 km. A newborn cometary ion is accelerated
to a speed of 110 km s−1, mostly in −z-direction, and passed distances of 1386 km s−1

according to the single-particle-motion model presented in Section (3.1). In contrast to

116



3.3 Small Scale Structures at Weakly Active Comets

a) b)

10−1

100

101

102

101 102 103

Fr
eq

ue
nc

y
in

H
z

Radius robs in km

uSW = 400km s−1

uSW = 380km s−1

(∇×~B)z[µA m−2]

Y
[1

02
km

]

X [102 km]

-0.15

-0.10

-0.05

0.00

0.05

-2 -1 0 1 2
-2

-1

0

1

2

Figure 3.18: The left panel shows the frequencies excited by an obstacle with the radius robs em-
bedded in a plasma flow with the velocity usw. The vertical black line highlights
the radius of robs = 30km. The right panel shows the z-component of the current
density, which is obtained from Simulation B. The most intense current is located
in the direct vicinity of the centre of the ionisation cloud. Within a radius of about
30 km on the dayside the current density has a strong negative z-component, which
dominates the current density vector. At larger distances, the direction of the current
density oscillates in space as well as in time (Figure 3.11).

this high velocity, in the comet frame, the phase fronts upstream of the comet are nearly
resting. The resulting wavelength of about 65 km is much smaller than the characteristic
scales of the ion motion.

The simple presence of an obstacle like a planet, an asteroid or a comet within a flow
can lead to an excitation of waves. The maximum frequency in the comet frame caused
by the flow can be estimated by the Doppler shift

ω(co) = ω(sw)+ kusw , (3.19)

where ω(co) and ω(sw) denote the frequency in the comet frame and in the solar wind
frame, respectively. If the position of the obstacle is fixed, the latter frequency is zero.
Hence, the only excitation is triggered by the flow passing the obstacle. Consequently,
the wavenumber is expressed by

k =
2π

λ
=

π

robs
. (3.20)

λ is the wavelength and it is equal to the diameter of the obstacle. The radius is labelled
robs. The frequency in the comet frame is given by (Thompson et al. 1996)

f(co) =
usw

2robs
. (3.21)

Figure (3.18 a) shows this frequency versus the radius of the obstacle. It follows that
an obstacle with a radius of about 5×103 km is required in order to excite waves with a
frequency of about 35 mHz. Since the simulation box has only a length of about 1750 km,
the waves observed in the simulation are not caused by an obstacle of that size.
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Besides others, a current system can act as an obstacle for the flow (i.e. Thompson et al.
1996). The main current system in the presented hybrid simulation is located within a
radius of 30 km to the comet (Figure 3.18 b). Thus, this effect cannot explain the presence
of waves with a frequency of about 35 mHz in the simulation. Moveover, the current
system can excite waves with a frequency of a about 6.7 Hz. Interestingly, the spectra
of the magnetic field reveal a small and broad enhancement at this frequency. At higher
frequencies the spectral power density drops sharply. However, this peak could also be
caused by the smoothing of the electromagnetic fields in the simulations, which acts as a
low-pass filter.

Triggered by the observed magnetic field fluctuations during the Galileo flyby at the
asteroids Gaspra and Ida (Kivelson et al. 1993), the case of magnetised asteroids in the
solar wind have been intensively discussed by various authors. Since the highest frequen-
cies which can be excited by the asteroid are above the solar wind proton gyrofrequency,
as discussed above, the various studies predicts the presence of whistler wings in the en-
vironment of an asteroid (Gurnett 1995b, Baumgártel et al. 1994, Baumgärtel et al. 1997,
Omidi 2002, Blanco-Cano et al. 2003, Omidi et al. 2004). However, Blanco-Cano et al.
(2003) conclude that the magnetic field fluctuations observed at the asteroids Gaspra and
Ida were not caused by a magnetised asteroid. Moveover, the flybys at asteroids Braille
(Richter et al. 2001), Steins (Auster et al. 2010) and Lutetia (Richter et al. 2012) do not
reveal the presence of whistler waves. Thus, no observation at an asteroid can verify the
presence of the predicted whistler wing.

Nevertheless, the structure of the whistler wings in previous studies have a similar
appearance as those structures visible in the cometary simulations. The wavelengths of
the observed structures are below an ion inertia length. In the presented scenario the ion
inertia length in the undisturbed solar wind is about 194 km. Using a Hall-MHD model,
Baumgärtel et al. (1997) found a regular pattern with wavelengths below one ion inertia
length. Gurnett (1995b) estimated the wavelength in the whistler wing on the basis of the
Cerenkov-condition to be

λc = 2π
Ωgyr,ec2

ω2
p,eusw

, (3.22)

where Ωgyr,e and ωp,e denote the gyrofrequency and the plasma frequency of the electrons.
c is the speed of light. ωgyr,e/ω2

p,e is independent of the electron mass. And as shown by
Simon (2004) and Müller et al. (2011), both versions, the A.I.K.E.F. code and its prede-
cessor, are able to describe the propagation of whistler waves as long as electron damping
is not important, i.e. ω < Ωgyr,e. Using Equation (3.22) for the parameters at Point B,
the whistler wing wavelength is about 112 km. Thus, it is similar to the wavelength ob-
served but not equal. However, in contrast to the asteroid scenario, the cometary plasma
environment is inhomogeneous, which probably changes the properties of the wave. An-
other similarity of the observed structures to the whistler wings at asteroids is given by
the accessible area, i.e. the area which can be influenced by the wave. Gurnett (1995b)
showed that in case of a perpendicular orientation of the magnetic field to the flow ve-
locity, the wing structure is confined to two wedge-shaped surfaces oriented along the
magnetic field (see Figure 7 in Gurnett (1995b)). Furthermore, in the perpendicular case,
the whistler wing can only access regions downstream of the comet. This changes in the
case of an oblique configuration, as also predicted by Baumgärtel et al. (1997). The same
behaviour can be found in the comet scenario. Firstly, the phase fronts can only spread
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out in the plane which contains the magnetic field since no phase fronts are present on
the +z-hemisphere (Figure 3.8 a). The phase fronts on the −z-hemisphere are probably
triggered by the presence of the cometary ion tail, since the phase fronts have the same
opening angle to the x-axis on both y-hemispheres. Secondly, the accessible areas are
comparable to each other: although the wave pattern starts upstream of the centre of the
ion cloud in Simulation B, the waves do not propagate upstream. This is demonstrated by
Simulation C in which the ionisation area is restricted to a sphere with a radius of 200 km.
In this simulation no waves are upstream of this region (Figure 3.9 e and f). In addition,
by changing the orientation of the magnetic field, the phase fronts react as shown in Fig-
ure (3.17). As a result, the wave pattern is present in regions further upstream than in
the perpendicular case. Furthermore, due to this change the wavelength changes, as well,
similar to the whistler wings in the simulations of Baumgärtel et al. (1997).

In contradiction to the asteroid simulations, the comet is not modelled with a magnetic
moment. As shown by Thompson et al. (1996), a whistler wing can also be triggered by a
current source. Consequently, the current system in the cometary scenario can also trigger
a whistler wing. (Figure 3.18 b). But, neither Baumgärtel et al. (1997), Gurnett (1995a)
nor Thompson et al. (1996) comment on time varying effects. However, in the cometary
scenario these time varying effects are present since a frequency can be obtained. Thus, it
remains unclear if the whistler wings in the asteroid scenario are time varying or if this is
a feature of cometary interaction, which could be triggered by the moving cometary ions.

Although the solar wind density is constant, a large variation in the cometary ion den-
sity is present. This is remarkable since the solar wind protons are much lighter than
the cometary ions. However, since the solar wind passes the distance between two phase
fronts within about 0.13 s, it cannot react on the phase fronts. Whereas the cometary ions
have only a speed of about 10 km s−1 to 50 km s−1 into −z-direction in the inner region.
In addition, the ion motion is along the phase fronts in −z-direction. This is why, the
cometary ion can react better on the electric field fluctuations.

Gary (1993) reported that whistler waves, which propagate oblique to the magnetic
field, have a longitudinal electric field. The time series obtained at Point B (Figure 3.11)
reveals that the electric field is linearly polarised (Ratio of Eigenvalues: 102:2:1) and the
direction of the maximum variance is~k~E,max = (0.79,0.61,−0.08). This vector deviates
from the wave propagation direction by only 5◦. Thus, a strong longitudinal electric
field is present in the simulation. A longitudinal electric field can also affect the particle
motions, which leads to density enhancements. In contrast to the electric field, the current
density is circularly or elliptically polarised, since the ratios of the MVA of the current
density at Point B are 95:39:1. This proves that the Hall conductivities are important.

In general, one finds a good agreement of the observed structures with the whistler
wing observed at asteroids or the whistler wave. However, an oscillation or movement
of the position of the phase fronts has never been observed so far. In contrast to the
asteroid scenario, the cometary ions in the comet scenario will modify the plasma. For
example, the density fluctuations of the cometary ions leads to different wave propagation
properties. As a consequence, the whistler wing probably becomes unstable and phase
fronts move towards the tail (Figure 3.16). This hypothesis has to be proved in further
simulations.
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3.4 Summary and Outlook

The aim of this chapter was the investigation of the weakly active cometary plasma inter-
action. This interaction regime is characterised by the small gas production rate, hence,
the comet does not trigger the boundaries which have been found during the past cometary
flybys.

In a first step a comparison of the hybrid model to a single-particle motion model and
the new multifluid MHD model of Rubin et al. (2014a) was conducted. It was found
that the motion of the cometary ions in the hybrid model is consistent with the single-
particle model. Thus, the cometary ions are picked-up and perform a cycloidal motion
with spatial dimensions according to their large gyroradius. This motion is responsible
for the creation of the pick-up ion tail. Meanwhile, fast magnetosonic waves are excited in
the solar wind by the presence of the cometary ions, which deflect the solar wind. These
waves lead to the formation of standing phase fronts, so called Mach cones. For the first
time, a repetitive Mach cone structure, a series of Mach cones along the pick-up ion tail,
was found in the comparison to the multifluid MHD model. In the results of the latter
model traces of these repetitive Mach cones can be found. Hence, the hybrid model is
outstanding in describing the cometary plasma environment on these large scales.

The interaction region close to the comet, i.e. on relevant scales for the Rosetta mission,
is dominated by cometary pick-up tail. Hence, close to the comet, the pick-up of newborn
cometary ions leads to a perpendicular motion, as predicted by the hybrid simulation. In
addition, the footpoint of the Mach cones, i.e. the deflection of the solar wind, is also a
dominant structure in the vicinity of the comet. The hybrid simulations further suggest
the formation of a small anti-sunward cometary ion tail, which is caused by the draping
of the magnetic field. Furthermore, the hybrid simulations conducted for this thesis for
the first time suggest the presence of waves with short wavelengths and frequencies in
the order of the proton gyrofrequency. A first analysis leads to the conclusion that these
waves are whistler waves, but a finial proof has to be made.

Although this work focusses on the predictions of the cometary plasma interaction, a
first, coarse comparison to real data and the A.I.K.E.F. simulations has been done. In Fig-
ure (3.19) two spectra from RPC-MAG observations are shown. The first spectrum was
obtained from data recorded on 13th June 2014 between 12:00 and 15:00 UTC. During
this interval, Rosetta was in the approach phase to the comet but still 291×103 km away
from the comet. Thus, the spacecraft was located in the undisturbed solar wind. The
spectrum shows an exponential decay, which indicates a turbulent solar wind. The second
spectrum is based on data from 15th August 2014 between 14:00 and 16:00 UTC, when
the spacecraft was at a distance of about 90 km to the nucleus. In this spectrum, the ex-
ponential decay is interrupted by a clear spectral enhancement in the range from 20 mHz
to 80 mHz. This is caused by a quasi-harmonic wave which RPC-MAG has continuously
been observing since August.

Additionally, the figure shows a spectrum of the simulation presented in Section (3.3).
In the simulation the comet has a gas production rate of 8×1025 s−1 and is about 2.7 AU
away from the Sun. This, most likely, differs from the situation on 15th August 2014,
when the comet was still 3.5 AU away from the Sun. However, the A.I.K.E.F. simulation
spectrum also reveals an increase at a frequency of about 39 mHz, which is very close to
the measured peak.
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Figure 3.19: A comparison of the power spectral densities of data measured by RPC-MAG and the
simulation presented above. The green line shows the power spectral density of data
measured by the outboard magnetometer in burst mode on 13th June 2014 between
12:00 and 15:00 UTC. At this time, the spacecraft was located in the undisturbed
solar wind, about 291×103 km away from the nucleus. The blue line shows the
same for data gained on 15th August 2014 between 14:00 and 16:00 UTC, when
the distance between Rosetta and the nucleus was below 100 km. The spikes in the
spectra at frequencies of 1 Hz and greater are disturbances originated in the reaction
wheels. In the spectra measured in August, a clear spectral enhancement is visible
in the frequency range from 20 mHz to 80 mHz, with a broad peak around 30 mHz.
As discussed above, the A.I.K.E.F. simulation reveals a peak at 39 mHz.
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4 The Strongly Active Phase - Close to
the Perihelion 1

In the previous chapter the plasma environment of a weakly active comet was discussed
in great detail. A key feature of the Rosetta mission is the escort of the comet along its
journey around the Sun. By that, the distance to the central star is reduced steadily down
to 1.24 AU and the insolation rises. As a consequence, the gas production rate increases
and the character of the plasma interaction changes.

It was predicted by Hansen et al. (2007) that the interaction at 67P/Churyumov-Gera-
simenko close to the perihelion will be similar to the interactions at the comets which
have already been visited in the past. Thus, one expects structures like the bow shock,
the diamagnetic cavity and an anti-sunward plasma tail, as described briefly in Section
(1.2). In this case, the results of a single-fluid MHD simulation model are more trustwor-
thy than MHD simulations at larger heliocentric distances with lower activity. However,
previous hybrid simulations by Bagdonat (2004) and Gortsas (2010) were not able to ver-
ify the results of the MHD simulation qualitatively and quantitatively. For example, the
single fluid simulations by Hansen et al. (2007) predict a stand-off distance of the dia-
magnetic cavity of about 40 km at 1.3 AU. Nonetheless, the former hybrid simulations
had a mesh resolution of at least this size or even much larger. Hence, by construction
those simulations were not able to study the physics in the innermost coma. In addition,
the former hybrid simulations neglected the massloading of the solar wind upstream of
the simulation box as described in Section (2.5.3.1). By that, a quantitative comparison
of the bow shock stand-off position is inappropriate since numerical parameter have an
non-negligible impact on the bow shock position. Moreover, the previous hybrid simu-
lations only take photoionisation and a neutral drag force into account. But, as found by
various authors (Cravens 1989, Gombosi et al. 1996), the recombination of ions plays an
important role in the innermost cavity.

The focus of this chapter is to address the qualitative and quantitative comparison of
the hybrid simulations and the MHD simulations and to discuss the differences physi-

1Major parts of the following chapter have been published before the submission of this thesis. The
texts and figures are reprinted with permission from Elsevier. The publications can be found under the
following references:

• Koenders, C., Glassmeier, K.-H., Richter, I., Motschmann, U., Rubin, M., 2013, Revisiting
cometary bow shock positions, Planetary and Space Science, 87, 85–95, ISSN 00320633

• Koenders, C., Glassmeier, K.-H., Richter, I., Ranocha, H., Motschmann, U., 2015, Dynamical
Features and Spatial Structures of the Plasma Interaction Region of 67P/Churyumov-Gerasimenko
and the Solar Wind, Planetary and Space Science, 105, 101–116, ISSN 00320633
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cally. This is possible since the important processes, like for example photo-ionisation,
ion-neutral collisions, charge exchange and recombination have been newly implemented
to the hybrid model or were reworked to a great extend. Furthermore, the use of the ex-
tended upstream boundary model and the extensive study of the influence of numerical
parameters allows a quantitative comparison of all structures. Based on these features, the
present work is able to resolve the innermost region of strongly active comets sufficiently
in a hybrid model for the first time ever. Thus, in contrast to all previous models, kinetic
effects on boundaries and structures and their position can be investigated. In addition,
this study allows us to review the hybrid model and increase its validity for the planning
of the Rosetta mission.

4.1 The Position of the Bow Shock

As discussed in great detail in the previous chapter, in case of perpendicular orientation
of the IMF to the solar wind velocity vector, the newborn cometary ions are picked-up
by the impinging solar wind and the interplanetary magnetic field. This process leads to
the acceleration of the cometary ions and, by that, the solar wind has to be decelerated in
order to fulfil momentum and energy conservation requirements.

At weak activity levels, the deceleration is only small and a Mach cone is imprinted
to the solar wind. During the mission phase the activity of the comet will increase and,
by that, the deceleration increases. At a certain point, the deceleration exceeds a critical
value which manifested in the presence of the bow shock, where the solar wind reaches
subsonic speeds.

The cometary bow shock has already been observed at different comets by previous
spacecraft missions (cf. Neubauer et al., 1986, Neubauer et al., 1993, Richter et al., 2011
or Smith et al., 1986a), but predictions of the location differ depending on the model used.
For example, the model by Biermann et al. (1967), hereafter also named the Biermann
model, predicts a subsolar stand-off distance at comet 67P/Churyumov-Gerasimenko of
about 5000km at 1.3AU (see Table 4.1). In contrast, the model by Gortsas (2010) only
calculated a distance of 1610km for the same comet while Hansen et al. (2007) reported
a distance of about 3500km in their 3D MHD simulations. The A.I.K.E.F. code predicts
a bow shock stand-off distance of about 2000km.

To understand the origin of these differences, it is necessary that the used models are
revisited to provide a best-effort approach for the mission planning. Furthermore, a model
which is able to describe the differences in the bow shock positions between the fluid
approaches and the hybrid simulations is presented in this section. Firstly, an overview
of some models which allow the calculations of the bow shock position will be given and
revisited (Sections 4.1.1,4.1.2, 4.1.3 and 4.1.4). This is followed by Section (4.1.5), in
which a comparison of the different model’s results is drawn and their behaviour in case
of the variation of important parameters will be shown. Additionally, the hybrid based
model, which gives us a physical explanation of the behaviour of the bow shock position
in the hybrid simulations, is also described in that section. Finally, an outlook on the bow
shock position during the Rosetta mission will be presented.
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4.1.1 The Biermann Model

The first model of the interaction between the solar wind and comets was proposed by
Biermann et al. (1967). As already described in Section (2.4.2.1), it describes the inter-
action with a one-dimensional inviscid gas dynamic flow, which implies that no magnetic
field effects are taken into account. The authors also assume a stationary situation in front
of the bow shock and an ideal gas as a medium. Furthermore, the model treats newly
ionised cometary ions in such a way that instantly after their ionisation the ions have the
same bulk velocity as the ambient solar wind. The model by Biermann et al. (1967) de-
scribes the comet only as a source of mass Msrc which adds mass to the solar wind flow
and, thus, increases the mass density ρ of the flow whilst approaching the comet.

Based on the assumption of this model and every other single-fluid type model, a de-
scription of the pick-up process, as discussed in great detail in Chapter (3), is not possible.
Thus, the fluid models assume that the newborn cometary ions have the same velocity as
the ambient plasma immediately after the ionisation.

As discussed in Section (2.4.2.1) the following equation for the flow velocity can be
deduced

ux =
1

2( f +1)
(∫ x
−∞

Msrcdx′+ρ∞u∞

) · [( f +2)ρ∞u2
∞

+

√
( f +2)2

ρ2
∞u4

∞−4( f +1)
(∫ x

−∞

Msrcdx′+ρ∞u∞

)
ρ∞u3

∞ ] (4.1)

and has to be solved to obtain the deceleration of the plasma in front of the bow shock.
In this way, the remaining quantities, such as the density or the pressure, can easily be
computed (Section 2.4.2.1). In the equation f denotes the number of degrees of freedom
of the ideal gas. This leads to γ =( f +2)/ f , the ratio of specific heats. Initially, Biermann
et al. (1967) chose a value of γ = 2 assuming only the motional degrees of freedom of a
particle gyrating around the magnetic field.

In the model, the undisturbed solar wind approaches the comet. During the approach a
small amount of mass is continuously added to the flow. Consequently, the mass density
increases and the velocity decreases, as shown in Figure (2.6). In addition, the Mach
number of the flow decreases as well.

In the discussed scenario the solution for the flow velocity becomes complex at a dis-
tance of about 3300 km upstream of the nucleus. By that also the expressions for the
mass density and the pressure get an imaginary component. This is why the graphs stop
at this distance. This position can be obtained by discussing the square root in Equation
(4.1). If the radicand is positive, a real solution exists. In the opposite case, an imaginary
part occurs. Hence, the case in which the radiand is zero is critical since it describes the
maximum mass flux density of the flow:

(ρux)
∗
crit =

(∫ x
−∞

Msrcdx′+ρ∞u∞

)
ρ∞u∞

=
( f +2)2

4( f +1)
=

γ2

γ2−1
, (4.2)

where (ρux)
∗
crit denotes the normalised critical mass flux density.

Reaching this point, a stationary solution of the model does not exist anymore and the
velocity of the flow becomes equal to the sonic speed. Biermann et al. (1967) reported that
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a shock will develop in a real flow in front of this point, which will generate a divergence
of the flow and, thus, allows further mass loading. These effects cannot be described
by the Biermann model, nevertheless, the model allows to calculate the position of the
shock. This can be done for comet 67P/Churyumov-Gerasimenko using the mass conti-
nuity, Equation (2.54), and determining the position where the critical mass flux density
is reached, which leads to the general equation:

(ρux)
∗
crit =

1
ρ∞u∞

∫ RBS

−∞

Msrcdx′+1 . (4.3)

RBS denotes the position of the cometary bow shock. In case of the weakly outgassing
comet 67P/Churyumov-Gerasimenko, the mass source given in Equation (2.6) can be
used. By that the position is determined by (cf. Galeev et al. 1985)

RBS,Biermann =
νQmi

4πungn∞m∞u∞

(
(ρux)

∗
crit−1

) . (4.4)

RBS,Biermann denotes the stand-off distance of the bow shock in the Biermann model.
It shall be noted that the total number of cometary ions, which are generated in the

interaction region per second is Q. However, an integration from the nucleus to infinity
over the 1/r2 ionisation profile violates this statement. Hence, the limits of the interaction
region have to be determined by a given mass source profile. The lower limit is given by
the radius of the nucleus Rnucleus. Due to this and the used mass source profile, the upper
limit should be Rmax = ung/ν +Rnucleus. This has an impact on the position of the bow
shock :

RBS,Biermann,mod =
νQmi

4πungn∞m∞u∞

(
(ρux)

∗
crit−1+A

) , (4.5)

where A = νQmi/
(
4πungn∞m∞u∞

(
ung/ν +Rnucleus

))
. Regarding 67P/Churyumov-Ge-

rasimenko at 1.3AU (Table 4.1), A would be in the order of 10−3 when using γ = 2. This
means that the bow shock position would shift from 4972km to 4957km. This difference
can be neglected due to uncertainties in other quantities, as for example the gas produc-
tion rate. Hence, this work uses Rmax = ∞ for simplicity reasons as the upper limit of the
integration, similar to Galeev et al. (1985).

4.1.2 Flammer’s Magnetohydrodynamic Approach

Flammer and Mendis (1991) and Schmidt et al. (1993) extended the fluid model by Bier-
mann et al. (1967) to a one-dimensional MHD model (hereafter named the Flammer
model) by adding a thermal pressure in the undisturbed solar wind and a finite mag-
netic field to the flow. This is oriented perpendicular to the solar wind velocity. Similar to
the last section, the basic set of equations of this model can be deduced from the gener-
alised 1D single fluid model presented in Section (2.4.2.1). Based on the assumption, the
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following equation for the flow velocity has to be solved:

0 =
1
2
( f +1)
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)
u3

x

− 1
2
( f +2)P∞u2

x

+E∞u∞ux

+
1
2
( f −2) pm,∞u2

∞ . (4.6)

In case of f = 2, the equation is reduced to a quadratic equation, which can be treated as
in the model by Biermann et al. (1967). Similar to the Biermann model, one can identify
a critical mass flux density at which the solution of the velocity becomes complex. In
comparison to the Biermann model, the critical mass flux density does not only depend
on the ratio of specific heats but also on the dynamic pressure, the magnetic pressure and
the thermal pressure in the undisturbed solar wind. In case of f > 2, the cubic equation
leads to three solutions. The important solution for this study is the one which has a
normalised velocity u∗x = 1 in the undisturbed solar wind. The two others have different
values and can be ignored. Again, a critical mass flux density can be identified, which
depends on the ratio of specific heats, the dynamic pressure, the magnetic pressure and
the thermal pressure in the undisturbed solar wind. Figure (4.1) shows the behaviour of
the critical mass flux density for f = 2 and f = 3 cases when varying the magnetic field
strength.

In case of a vanishing magnetic field and a vanishing thermal pressure in the undis-
turbed solar wind, the results of the Flammer model are in agreement with the critical
mass flux density of the Biermann model. For a non-vanishing magnetic field in the solar
wind, the critical mass flux density decreases. This implies that the flow can transport less
cometary mass before the bow shock occurs. Hence, the distance between the bow shock
and the cometary nucleus increases. This behaviour can be explained with the reaction
of the pressures on the flow. The injection of mass into the flow decreases the velocity,
which again increases the magnetic field strength due to the frozen-in assumption. The
higher magnetic pressure acts on the incoming flow and further reduces the velocity. A
similar behaviour can be observed in case of an increasing temperature.

In the same way as in the model by Biermann et al. (1967), the position of the bow
shock can be obtained by using the mass continuity, Equation (2.54), and with the infor-
mation that the mass flux density is critical at the bow shock position. Respectively, the
position at weakly active comets can be described by

RBS,Flammer =
νQmi

4πungn∞m∞u∞

(
(ρux)

∗
crit,Flammer−1

) . (4.7)

However, as reported above, the critical mass flux density within the Flammer model is
a function of pr,∞, pt,∞, pm,∞ and f . This leads to bow shock positions different to those
obtained by the the Biermann model.
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Figure 4.1: The critical mass flux density at different strengths of the interplanetary magnetic
field. The blue and green dotted lines show the critical mass flux density based on the
model by Biermann et al. (1967) with f = 2 and f = 3. In addition, the blue and green
dashed lines show this entity based on the model by Flammer and Mendis (1991) with
f = 2 and f = 3. Additionally, a case with f = 3 and a temperature of T = 5×104 K
is plotted with a dark-red dashed line.

4.1.3 3D MHD Simulations

Besides these one-dimensional analytical models, this study also considers results of more
complex 3D magnetohydrodynamic (MHD) numerical simulations by the BATS-R-US
code. The BATS-R-US (Block Adaptive Tree Solarwind Roe-Type Upwind Scheme),
which is part of the Space Weather Modeling Framework (Tóth et al. 2012). The basic
equations are given in Section (2.4.2) but a detailed description of this model can be
found in Gombosi et al. (1996) and Hansen et al. (2007). Based on the 3D simulation
box, this model is able to describe the divergence of the flow and, therefore, allows the
description of the bow shock wave and the region closer to the nucleus. This is beyond
the models by Biermann et al. (1967) and Flammer and Mendis (1991). Additionally
to the mass loading of the flow, the BATS-R-US code can describe several other effects
such as recombination and charge exchange. Furthermore, the BATS-R-US code uses
additional sources and sinks for the mass as well as momentum and energy equations.
Consequently, this code uses a slightly different mass source than the other models in
this study. But these differences in sources and sinks can be neglected at distances far
away from the comet. Hansen et al. (2007) have applied the BATS-R-US code to 67P/-
Churyumov-Gerasimenko and the simulation reveals a bow shock distance of 3500km at
1.3AU.
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4.1 The Position of the Bow Shock

Quantity Value
gas production rate Q 5×1027 s−1

cometary ion mass mi 17amu
ionisation rate ν 5.88s−1

neutral gas velocity ung 1km s−1

solar wind number density nsw 6cm−3

solar wind velocity usw 400km s−1

strength of interplanetary magnetic field BIMF 4.9nT
Parker angle θ 90◦

Table 4.1: Characteristic parameters of the plasma interaction between comet 67P/Churyumov-
Gerasimenko and the solar wind at 1.3AU (Hansen et al. 2007). For a better compara-
bility, the Parker angle is set to θ = 90◦.

4.1.4 The Hybrid Model and the A.I.K.E.F. Code

The hybrid model and the A.I.K.E.F. code have already been described in great detail in
Section (2.5.1). In this study, an adiabatic electron pressure is used. Furthermore, only
photoionisation and an ion neutral drag are considered. However, the latter process has
nearly no influence on the bow shock position since the neutral gas density is very small
at large distances.

The results of a hybrid plasma simulation of comet 67P/Churyumov-Gerasimenko at
1.3AU, simulated with the used code version, are presented in Figure (4.2). This simula-
tion uses a hierarchical mesh with a minimum spatial resolution of ∆xmin = 77km, which
is doubled within a sphere with a radius of about 2500km. Within a sphere with a radius
of about 1000km, the resolution increases to ∆xmax = 19km. These mesh resolutions are
chosen in order to save computational resources but, nevertheless, they resolve all major
structures like the cometary bow shock, the magnetic pile-up and the diamagnetic cav-
ity. The physical parameters for the scenario at 1.3AU are the same as the ones used by
Hansen et al. (2007). They are listed in Table (4.1), except for the Parker angle, which
is 52◦ for this simulation. In the different panels one can identify the bow shock, the
magnetic pile-up region, the diamagnetic cavity and the ion tail. A detailed discussion of
the structures and boundaries in the innermost coma is given in Section (4.2). The focus
of the current section is the bow shock position.

4.1.5 Discussion

As a basis of this study, a default parameter set is chosen which denotes the characteristic
conditions at a heliocentric distance of about 1.3AU. These parameters are similar to
those used by Hansen et al. (2007), except for the Parker angle ( Table 4.1). Since the
Biermann model and the Flammer model are only valid for perpendicular magnetic fields,
a Parker angle of 90◦ is chosen for reasons of comparability of the different models.

All hybrid simulations used for this comparison have a constant spatial mesh resolution
of about ∆x = 77km at the position of the bow shock and therefore can resolve the shock
properly. In order to determine the subsolar stand-off position of the bow shock from
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Figure 4.2: The figures show the result of a hybrid plasma simulation of the interaction of comet
67P/Churyumov-Gerasimenko at 1.3 AU. The parameters of the simulation are equal
to the values used by Hansen et al. (2007) (see Table 4.1, the Parker angle is set to
θ = 52◦). The solar wind approaches the comet from -x-direction and the IMF is in
the (x,y) plane. In (a) and (b) the strength of the magnetic field in the (y=0)-cross
section and in the (z=0)-cross section are shown, respectively. The plots (c) and (d)
display the density and the velocity of the solar wind protons. The density and the
velocity of the cometary ions are presented in (e) and (f). All main features of a the
interaction, i.e. the bow shock, the magnetic pile-up region, the diamagnetic cavity
and the cometary ion tail, can be observed. This study is focussing on the position of
the bow shock at the sub-solar point.
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Figure 4.3: The bow shock distance as a function of the gas production rate for the different model
approaches. The stand-off distances of the model by Biermann et al. (1967) with f = 2
and f = 3 are shown using the blue and the green dotted lines. The green dashed line
presents the model by Flammer and Mendis (1991) with f = 3, where as the dark-red
and the yellow dashed dotted lines represent the same model with f = 4 and f = 5.
In addition, the stand-off distances of the bow shock in a 3D MHD simulation and in
hybrid simulations are presented using a black triangle and red circles. The hybrid
based model is represented by a solid black line.

the simulations, the characteristic jump of the magnetic field at the bow shock is used,
which occurs at the same position as the jumps in density, velocity and temperature. This
position can be obtained by fitting a tanh(x) to the magnetic field strength along the x-
axis. To avoid errors in the position, an average of the position has been taken over
several time steps. The standard deviation for each determined position is below the mesh
resolution, since the simulations are quasi-stationary and the bow shock is not moving.
However, the numerical mesh and the smoothing of the electric and magnetic fields lead
to an uncertainty in the position which can only roughly be estimated by ∆RBS ≈ 3∆x
because the jump at the bow shock needs some mesh nodes to change the strengths of the
fields.

The results of a first comparison of the different models against a changing of the gas
production rate are presented in Figure (4.3). The model by Biermann et al. (1967) is
plotted with f = 2 (blue dotted line) and f = 3 (green dotted line), which corresponds
to the critical mass flux densities of (ρux)

∗
crit = 4/3 and (ρux)

∗
crit = 1.56. In addition the

figure shows the model by Flammer and Mendis (1991) with f = 3, f = 4 and f = 5.
For f = 3 and the chosen parameters the Flammer model, shown in the Figure by a green
dashed line, has a constant critical mass flux density of (ρux)

∗
crit = 1.51, in contrast to

the gas dynamical value (ρux)
∗
crit = 1.56, respectively. Thus, the stand-off distance of the

bow shock in the Flammer model with f = 3 increases faster than that of the Biermann
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4 The Strongly Active Phase - Close to the Perihelion

model with f = 3. Furthermore, in Figure (4.3) the red circles shows the results of a series
of hybrid simulations for this comparison.

Gortsas (2010) reported that the bow shock position in their hybrid simulations fit to the
model by Biermann et al. (1967) by using a critical mass flux density of (ρux)

∗
crit = 2.05.

Since the Flammer model is more suitable than the Biermann model, the result of Gortsas
(2010) is applied to the Flammer model and the critical mass flux density of (ρux)

∗
crit =

2.05 corresponds to f = 5.03 ≈ 5 under the chosen parameters of this comparison. This
is shown by a yellow dashed-dotted line in Figure (4.3). But Gortsas (2010) also varied
the simulation box size in their simulations series close to the heliocentric distances but
did neither use the extended upstream boundary conditions, which is explained in Section
(2.5.3.1), nor similar modifications. Thus, the size of the simulation box most likely
influences the stand-off distance of the bow shock and, therefore, the determined critical
mass flux density, too. Based on that, the Flammer model is fitted to the hybrid simulation
results presented in this comparison by using the number of degrees of freedom as a fit
parameter. The Flammer model fits well to the simulation results if the number of degrees
of freedom has a value of f = 4.01 ≈ 4, which is shown by the dark-red dashed dotted
line. This formally corresponds to a critical mass flux density of (ρux)

∗
crit = 1.71.

Earlier studies, e.g. the 2D numerical simulations with f = 2 by Schmidt and Wegmann
(1982), reported that the mass flux density at the bow shock is between 1.17 and 1.23 for
different gas production rates. Huddleston et al. (1992a) calculated a critical mass flux
density of (ρux)

∗
crit = 1.21 for comet Giacobini-Zinner and a value of 1.22 for comet

Grigg-Skjellerup, assuming that the solar wind flux is constant. Those results stay in
agreement to the Biermann model, which predicts that the bow shock occurs before the
critical mass flux density is reached. However, there has been no direct measurement
of the subsolar bow shock position up to now. Gombosi et al. (1996) reported that their
3D MHD simulation of a Halley type comet reveals a bow shock position comparable to
the measurement by Giotto (Neubauer et al. 1986). Thus, the 3D MHD model is able to
describe the position of the bow shock of a comet, as long the kinetic behaviour of the
ions is negligible. The bow shock position of the 3D MHD model in this study leads to a
critical mass flux density of (ρux)

∗
crit ≈ 1.42 which corresponds to f ≈ 2.55. In contrast

to Biermann with f = 2, the Biermann model with f = 3 and the Flammer model with
f = 3 predict bow shock positions more comparable to the 3D MHD simulation and the
hybrid simulations.

The differences between the hybrid simulations and the 3D MHD model by Gombosi
et al. (1996) should be mainly caused by the kinetic effects. The relative differences in
the bow shock distances between those models decrease if the comet’s gas production
increases, since the stand-off distance of the bow shock will increase in this case and,
as a result, the kinetic effects should become less important. The opposite occurs by
using the Flammer model with f = 4 and f = 5, which results from fits of the model
to hybrid simulation results at relatively low gas production rates. Hence, the fit of the
Flammer model to the results of the hybrid simulations is inappropriate. A model which
describes the bow shock position in the hybrid simulations in a correct way should have
three degrees of freedom. Since the ions in hybrid simulations are described as particles
without internal degrees of freedom, the number of degrees of freedom of f = 4 or f = 5
cannot be physically interpreted.

The results of a second comparison are shown in Figure (4.4) displaying changing IMF
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Figure 4.4: The figure shows the results of the comparison of the different models, versus vary-
ing IMF strengths. The blue and green crosses at 0nT represent the results of the
Biermann model with f = 2 and f = 3 and the blue and the green dashed lines the
Flammer model with f = 2 and f = 3. The bow shock position of the Flammer model
with f = 4 and f = 5 is represented by the dark-red and yellow dashed dotted line.
The results of a series of 3D MHD simulations are shown with black triangles. The
red circles and the purple squares represent the stand-off distances in hybrid simula-
tions with different cut off radii, 8000km and 11900km. The hybrid based model is
drawn with a solid black line.

strength conditions. For low magnetic field strengths, the Flammer model transforms into
the Biermann model because the critical mass flux density of the Flammer model becomes
nearly equal to the Biermann value. Based on this, it is appropriate to put the Biermann
model at 0nT in this figure, marked by a blue and a green X. The small difference between
the Biermann model and the Flammer model at 0nT is based on the finite temperature of
the solar wind used in the Flammer model (Figure 4.1). For increasing magnetic field
strengths the critical mass flux density in the Flammer model decreases and the stand-off
position increases. A similar behaviour can be observed in the results of the 3D MHD
simulations, which are marked as black triangles. In contrast to the relatively small in-
creases in the MHD models, the stand-off distances in the hybrid simulations vary to
a great extent from 1500km to 3300km, which are indicated by red circles and purple
boxes.

Although the Flammer model with f = 4 fits well to the results of the hybrid simulations
with different gas production rates, it does not match the results of the simulations with
different IMF strengths. Following Gortsas (2010) this leads to the conclusion that a
selection of f = 4 or f = 5 seems to be arbitrary. This is why a slightly different default
value of the magnetic field strength in this study will lead to a different critical mass flux
density and a different number of degrees of freedom.
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4 The Strongly Active Phase - Close to the Perihelion

In order to find a model which is able to describe the stand-off distances of the hybrid
simulations, an inspection of the assumptions by Biermann et al. (1967) is necessary.
The supposition of a one-dimensional flow can be verified if the scales of the motion are
compared to each other. The scales perpendicular to the flow direction are given by the
cycloidal motion of cometary ions. However, this scale is much smaller than the length of
the interaction region in x-direction. A justification for a one-dimensional approach can
be seen in similar behaviours of the 3D MHD simulation and the model by Flammer and
Mendis (1991). Both models only reveal a small increase in the stand-off distances. The
assumption of a stationary flow in front of the bow shock is also fulfilled because strong
fluctuations of the bow shock stand-off distance do not occur in the hybrid simulations.

As reported above, the model by Biermann et al. (1967) assumes that cometary ions
have the same bulk velocity as the ambient solar wind immediately after their ionisation.
This assumption is not justified because the new cometary ions have an initial speed of
only 1km s−1 and a finite mass. Thus, it needs a certain amount of time to accelerate the
ions to a velocity which is comparable to the solar wind velocity. During this period of
time, which is called pick-up time, the ions already move away from their initial position.
For example, in a situation of constant background fields, i.e.a constant solar wind ve-
locity and a perpendicular magnetic field, and under the assumption of the single particle
motion model, a new cometary ion needs a time of about π/(2Ωci) to reach the solar wind
speed usw, where Ωci is the gyrofrequency of the cometary ions. During this time the ion
covers a distance of about usw (π/2−1)/Ωci. For the solar wind conditions used in this
comparison, this length is about 8000km. Thus, in case of a weakly outgassing comet,
this length is important since the distance of the bow shock to the nucleus is smaller than
or comparable to this length. The same is even more true if the magnetic field is not
perpendicularly oriented. In this case the time of the incorporation of the cometary ions
into the flow is longer, and based on that the bow shock stand-off distance is smaller. Fur-
thermore, the treatment of the flow as a fluid might be inappropriate during this pick-up
time because the velocity of the new cometary ions is not comparable to the velocity of
the ambient solar wind.

Based on these considerations a fluid approach only seems reasonable if a modified
mass source is used: The new cometary ion, being ionised at a certain position r, is
incorporated into the flow after the pick-up time when the velocities are comparable. But
at this time the ion is at a position r−Rshift, where Rshift is the distance which is caused
by this pick-up time. Therefore, the modified mass source is

Ms =
νQmi

4πung

1

(r+Rshift)
2 . (4.8)

This modification leads to a modified bow shock position

RBS,Hybrid =
νQmi

4πungn∞m∞u∞

(
(ρux)

∗
crit−1

) −Rshift , (4.9)

which is shifted towards the nucleus, by Rshift.
The shift Rshift can be determined by the comparison of the hybrid simulations and the

corresponding values of the Flammer model (Equation 4.7). It has to be linked to the
acceleration of an ion in order to determine the pick-up time, which should be constant
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4.1 The Position of the Bow Shock

in units of the gyrofrequency of the cometary ion. In order to get a rough estimation
of this time, the single particle motion model is used. In this approach the acceleration
depends on the local velocity of the solar wind and the strength of the IMF. However,
these quantities again depend on the local mass flux density in the vicinity of the comet.
Thus, the distance, which is caused by the pick-up time, changes while the solar wind
approaches the comet. But in order to determine the local mass flux density, the shift has
to be known because the mass source depends on it. Accordingly, a determination of the
real acceleration time is hardly possible.

Nevertheless, a rough estimation of the acceleration time of a single ion can be calcu-
lated with constant background fields. Accordingly, the field strengths with the critical
mass flux density are used. Although the fields are mostly varying in this region, these
are the best guesses for the local fields next to the bow shock. In order to determine the
pick-up time tp, the shift should be equal to the distance which an ion travels during that
time under the same conditions:

Rshift
!
= x(tp) =

usw

Ωci
(Ωcitp− sin(Ωcitp)) . (4.10)

From the hybrid simulations with magnetic field strengths of 3,4.9,7 and 9nT, a mean
value of tpΩci/2π = 0.216 is determined. Equation (4.9) is visualised in Figure (4.4)
where the mean value for the pick-up time is shown. This curve describes the hybrid
simulation in an adequate manner. On the one hand, at high magnetic field strengths the
hybrid based model with the shift approaches the Flammer model. It can be argued that
the acceleration of the cometary ions needs less time under these conditions, which leads
to a faster incorporation of the new ions into the flow. On the other hand, the acceleration
of the ions needs more time at low magnetic field strengths. Consequently, the differences
between the hybrid based and the Flammer model increase. Especially at a magnetic field
strength of zero, no acceleration of the cometary ions should occur as long as no other
effects are taken into account because the Lorentz force acting on the new cometary ions
vanishes in this case. As a result, no mass loading of the solar wind happens and no bow
shock can occur. The fluid and the MHD models, however, forecast a finite stand-off
distance. In contrast to these models, the Flammer model with the shift hereafter named
the hybrid based model does not predict a bow shock. At small stand-off distances the
hybrid based model is not longer valid because the model only describes the comet as a
source of mass. However, close to the comet the source of momentum and energy become
important, too. Both sources are described by the hybrid simulations, which model the
comet by inserting ions with a mass and a certain velocity into the simulation box. This is
why the results of the hybrid based model and the results of the hybrid simulations differ
from each other at small stand-off distances. This can be observed at 2nT for example: A
closer look at this simulation (see Figure (4.5)) shows that the bow shock is asymmetric
in the plane perpendicular to the undisturbed IMF (x-z plane). This indicates that the
bow shock transforms into a Mach cone, which is caused by the kinetic behaviour of
the solar wind ions. A detailed description of the Mach cone structure has already been
discussed by Bagdonat and Motschmann (2002). The process of a finite pick-up time
and the implications on the diamagnetic cavity were also studied by Kartalev (1998) and
Kartalev et al. (2012) while using a modified current density.

The proposed hybrid based model is displayed by a black solid line in the comparison
of the gas production rates (Figure 4.3). Although the model does neither perfectly fit
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Figure 4.5: The figures show the magnetic field configuration of the hybrid plasma simulation
for an IMF strength of 2nT in the (y=0)-cross-section (a) and the (z=0)-cross-section
(b). The spatial resolution in this simulation is about ∆x = 77km. Hence, the dia-
magnetic cavity can not be resolved in this simulation. However, the magnetic pile-up
region can be identified in both cross-sections. Inside this structure, the magnetic field
strength reaches about 30nT. Further upstream, into -x-direction, a Mach cone struc-
ture occurs. Although the transition between a Mach cone into a bow shock is smooth,
the comparison to the bow shock in Figure (4.2) reveals a much stronger asymmetry
in the (y=0)-cross-section.

to the hybrid plasma simulation results nor the Flammer model with f = 4, the model
reproduces the general behaviour. In case of a higher gas production rate the shift based
on the pick-up time becomes less important.

Figure (4.6) shows the stand-off distances which have been forecast by the different
models, in case the velocity of the undisturbed solar wind has been changed. All of these
discussed models reveal that the stand-off distance increases if the solar wind velocity
decreases. Nonetheless, the figure reveals differences between the models: Firstly, the
Flammer model differs from the Biermann model at small velocities due to the critical
mass flux density in the Flammer model, which depends on the velocity. Secondly, the
figure also displays results of the hybrid based model, which has been determined in the
comparison with different magnetic field strengths. Since the shift in this model also
depends on the solar wind velocity, it increases to greater velocities. However, this model
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Figure 4.6: The bow shock stand-off distance as a function of the solar wind velocity. The green
dotted line is based on the model by Biermann et al. (1967) with f = 3, whereas
the green dashed as well as the red and yellow dashed dotted lines are based on the
model by Flammer and Mendis (1991) with f = 3, f = 4 and f = 5. The red circles
represent the distance of the bow shock in hybrid simulations with different solar wind
velocities and the black solid line represents the hybrid based model.

is again able to reproduce the results of the hybrid simulations at different velocities of
the solar wind very well. In contrast, the Flammer model with f = 4 differs from the
hybrid simulation results even in the case of high velocities, for example at 1200km at a
solar wind speed of 600km s−1. The same applies even more to the Flammer model with
f = 5, according to Gortsas (2010).

Figure (4.7) displays the variation of the stand-off distances at different solar wind den-
sities. Unique for all models is a decrease in the stand-off distance with higher densities
caused by a larger ram pressure and a nearly constant shift. The Flammer model with
f = 4 as well as the hybrid based model with the shift are able to describe the positions
of the bow shock obtained in the hybrid simulations, whereas the Flammer model with
f = 5 only fits the hybrid simulation results if the density of the solar wind is high. The
differences between the hybrid based model and the hybrid simulation at higher densities
or higher gas production rates might be caused by the rough estimation of the acceleration
time.

Up to this point, this comparison uses a Parker angle of 90◦, but during the escort phase
of the Rosetta mission the angle will be smaller most of the time. In order to investigate
the impact of the Parker angle on the bow shock, this study performs a series of hybrid
simulations using Parker angle variations between 90◦ and 45◦ (see Figure (4.8)). For
comparison a dark-red dashed dotted curve of Asin(θ) is plotted, too, where A is the
stand-off distance at 90◦. In case of ~E ×~B-pick-up, the strength of the Lorentz force is
determined by the Parker angle. However, the bow shock distances in the hybrid sim-
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Figure 4.7: The impact of a varying solar wind density on the stand-off position of the bow shock.
This distance in the model by Biermann et al. (1967) with f = 3 is represented by the
green dotted line, whereas the green dashed line represents the model by Flammer
and Mendis (1991) with f = 3. The red and yellow dashed lines show the distance of
the model by Flammer and Mendis (1991) with f = 4 and f = 5. The red circles and
the black solid line represent the stand-off distances in the hybrid simulations and the
hybrid based model.

ulations are above the plotted sine values. A reason for this could be the quasi-parallel
pick-up. To evaluate these higher values, an additional term to Asin(θ) is introduced by
Bcos(θ). Consequently, a curve with

RBS(θ) = Asin(θ)+Bcos(θ) (4.11)

is shown by a black solid line in the figure as well. The parameters A and B are used to fit
this equation to the results of the hybrid simulations. It matches best if A is equal to the
stand-off distance at 90◦ and B has a value of 163km. Thus, A can again be interpreted as
determined by the ~E×~B-pick-up whereas the fit parameter B is related to a pick-up which
is possibly driven by some instabilities (Lee 1989).

Figure (4.9) reveals the stand-off distances of the bow shock at comet 67P/Churyumov-
Gerasimenko using the models which have been discussed including the hybrid based
model proposed as a function of the mission time of Rosetta, which implicitly is a measure
for the comet-Sun distance. For this purpose the prediction of Lamy et al. (2007) for the
gas production rate of 67P/Churyumov-Gerasimenko is used. The solar wind parameters
are calculated with the model by Parker (1958) and Hansen et al. (2007). Except for
the hybrid based model, all models predict a bow shock during the regarded mission time.
But it should be clear that at a certain point the kinetic behaviour becomes more important
and the fluid approach is not longer appropriately applicable. The hybrid simulations in
this work show a Mach cone structure if the stand-off distance is below 1500km. This
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Figure 4.8: The bow shock distance in hybrid simulations as a function of the Parker angle θ . The
dark-red dashed dotted line represents the function Asin(θ), where A is the stand-off
distance at 90◦. The solid black line shows the function Asin(θ)+Bcos(θ). Hereby,
A and B are obtained by a fit. It turns out that A is next to the stand-off distance at 90◦

and B = 168(13)km.

threshold is displayed by a red line in Figure (4.9). The details of the transition will be
investigated in more detail in a future work.

The overall picture discussed in this work leads to the result that the cometary bow
shock at 67P/Churyumov-Gerasimenko is only fully established in the hybrid based model
using the chosen parameters as long as the heliocentric distance is below 1.35AU.

4.1.6 Conclusion and Outlook

This section revisits different models which predict the position of the cometary bow
shock at comet 67P/Churyumov-Gerasimenko, the target comet of ESA’s Rosetta mission.
A bow shock is expected close to the perihelion and predicted by all models. However,
the position of the bow shock and the capabilities of the different models vary in a wide
range. For example, the simple analytical one-dimensional fluid models by Biermann
et al. (1967) and Flammer and Mendis (1991) both predict a bow shock at a position that
can be calculated using the following formula:

RBS,Biermann/Flammer =
νQmi

4πungn∞m∞u∞

(
(ρux)

∗
crit−1

) .
The model by Biermann et al. (1967) uses a critical mass flux density (ρux)

∗
crit which

is only determined by the number of degrees of freedom whereas the same entity in the
model by Flammer and Mendis (1991) is additionally determined by upstream solar wind
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Figure 4.9: The predicted bow shock distances from the different model approaches during the
Rosetta mission. The blue and green dotted lines represent the model by Biermann
et al. (1967) and the dashed green line shows the bow shock distance based on the
model by Flammer and Mendis (1991) with f = 3. The same model but with f = 5
is represented by the yellow dashed dotted line. In addition the hybrid based model is
drawn with a solid black line and the lower limit of this model is expressed by the red
line.

parameters. Moreover, this work also presents 3D MHD simulations and the state of the
art hybrid plasma simulations, which use the A.I.K.E.F. code (Müller et al. 2011). By
changing the important parameters of the interaction, this work investigates the behaviour
of the subsolar cometary bow shock position in all presented models. It was found that
the analytical models by Biermann et al. (1967) and Flammer and Mendis (1991) are
not able to reproduce the bow shock positions in the hybrid simulations. Nevertheless,
these analytical models are preferred for operational purposes, since they allow a fast
computation of results. Another fact shown and discussed is that the differences between
the model by Flammer and Mendis (1991) and the hybrid simulation results increase
when the characteristic scales of the ion motion rise. To avoid the instant acceleration
of the newborn cometary ions, this study suggests to introduce a pick-up time tp into the
magnetohydrodynamic approach by Flammer and Mendis (1991) with f = 3. This pick-
up time is constant in terms of the cometary ion gyro-period and leads to a shift Rshift of
the bow shock towards the nucleus:

RBS,Hybrid =
νQmi

4πungn∞m∞u∞

(
(ρux)

∗
crit−1

) −Rshift .

In order to get a rough estimation of the pick-up time, this work uses a single particle
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motion model to describe the motion of a newborn cometary ion.

Rshift =
usw

Ωci
(Ωcitp− sin(Ωcitp))

When using a pick-up time of tp = 0.216 ·2π/Ωci, the hybrid based model fits well to all
performed hybrid simulations. Furthermore, the hybrid based model allows a fast compu-
tation of the bow shock position and, therefore, can be used for operational planning, too.
The hybrid based model, applied to the parameters of the interaction during the escort
phase of the Rosetta mission with the gas production model of Lamy et al. (2007), shows
that the bow shock is only fully established as long as the heliocentric distance is below
1.35AU.

This study furthermore shows that small variations in the parameters can lead to huge
shifts in the bow shock position. In the framework of the stationary hybrid based model,
these variations have to persist at least for the time period in which the solar wind prop-
agates from an undisturbed region to the point at which the critical mass flux density
is reached. The propagation time is in order of a few hours and depends on the spe-
cific parameters. For example, the solar wind needs about 1.2 hours for the parameters
shown in Table (4.1). Consequently, a non-stationary solar wind with enhancements over
timescales in the orders of hours must lead to a different bow shock position. Due to this,
the bow shock will move several times over the spacecraft if Rosetta is in an appropriate
position and if enhancements in the solar wind will occur. This will allow the study of
several bow shock crossings.

4.2 The Features in the Inner Coma

In 1986, the flyby of the European Space Agency’s spacecraft Giotto at comet 1P/Halley
revealed the presence of a region in the comet-solar wind interaction region without any
magnetic field, the diamagnetic cavity (Neubauer et al. 1986), as briefly described in
Section (1.2). This cavity is bounded by the cometary ionopause or cavity surface, which
is characterised by a sharp decrease in the magnetic field strength.

At Halley, a decrease from 20 nT to zero within 25 km was observed by the magne-
tometer experiment at a distance of about 4500km on the inbound and on the outbound
path (Neubauer 1988). In parallel with the change in the magnetic field strength the Giotto
ion mass spectrometer (IMS) observed a drop in the ion temperature and a change in the
radial velocity. Within the diamagnetic cavity the plasma had a radial velocity of about
1 km s−1 (Balsiger et al. 1986), whereas the plasma radial velocity was close to zero over
a distance of about 10000 km before the passage of that boundary. In addition, Goldstein
et al. (1989) found a sharp spike in the ion densities just at the inner edge of the cometary
ionopause. The width of the spike was estimated to be about 47 km and the authors inter-
preted the enhancement as a boundary layer. The cometary plasma from the comet enters
this region and piles up. Since the maximum density is limited by recombination, the
authors called the region recombination layer.

These observations were expected and have been intensively studied by various authors
(cf. Wallis and Dryer 1976, Cravens 1986, Ip and Axford 1987, Cravens 1989, Puhl-
Quinn and Cravens 1995, Gombosi et al. 1996, Rubin et al. 2014a). The boundaries

141



4 The Strongly Active Phase - Close to the Perihelion

Quantity Value
gas production rate Q 5×1027 s−1

cometary ion mass mi 19amu
ionisation rate ν 5.88×10−7 s−1

neutral gas velocity uNG 1km s−1

solar wind number density nSW 6cm−3

solar wind velocity uSW 400km s−1

strength of interplanetary magnetic field BIMF 4.9nT
Parker angle θ 52◦

Table 4.2: Characteristic parameters of the plasma interaction between comet 67P/Churyumov-
Gerasimenko and the solar wind at 1.3AU (Hansen et al. 2007).

in the inner region occur because of the interplay of the impinging massloaded solar
wind and a supersonic cometary plasma, which emanates radially from the inner region
due to collisions between the ions and the neutral gas. As a consequence, the cometary
ionopause can be found where the ~j×~B force is balanced by the ion-neutral friction force.
Since the massloaded flow is prevented to enter this region, the plasma stagnates and the
magnetic field piles up.

In the advent of the Rosetta arrival at its target comet 67P/Churyumov-Gerasimenko
(Glassmeier et al. 2007a) and the ongoing preparation of the measurements, the above
mentioned results have to be revisited. Caused by the different gas production rates of
the target comet, the interaction between the solar wind and a comet may differ from
the situation observed at comet 1P/Halley. In the early phase of the escort phase of the
Rosetta mission the relative motion between the cometary ions and the solar wind protons
will lead to a Mach cone and a pick-up ion tail perpendicular to the solar wind velocity as
discussed in great detail in Chapter (3). Those simulations do not show the presence of a
diamagnetic cavity.

In addition, the previous hybrid plasma simulations of the plasma interaction at 67P/-
Churyumov-Gerasimenko (cf. Bagdonat and Motschmann 2002, Motschmann and Kührt
2006, Gortsas et al. 2010) were neither able to resolve nor to describe all important pro-
cesses in the innermost region at active comets, where the cometary ionopause and the
cavity are anticipated by single-fluid MHD models (cf. Hansen et al. 2007, Rubin et al.
2012). But with the use of the A.I.K.E.F.-code and the work being described in Chapter
(2) the situation changed.

This section investigates the plasma interaction in the innermost part of the coma of
comet of 67P/Churyumov-Gerasimenko at 1.3 AU. The properties of the comet and the
undisturbed solar wind are listed in Table (4.2). Not only macroscopic structures are
discussed, rather the ion kinetics are described in great detail.

4.2.1 Simulation Setup

This study uses a version of the A.I.K.E.F. code which solves the electron pressure equa-
tion and models the collisions by a statistical process, as described in Chapter (2).

The simulation focusses on the structure of the plasma environment of comet 67P/-
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Churyumov-Gerasimenko close to its perihelion, which will be passed at a heliocentric
distance of 1.24 AU on 13th August 2015. For the purpose of comparability a setup similar
to the configuration by Hansen et al. (2007) was chosen. They assumed typical solar wind
conditions at a distance of 1.3 AU to the Sun and a comet gas production rate of Q =
5×1027 s−1 for their simulations (cf. Table 4.2). The solar wind macro-particles enter the
simulation box at the -x-boundary of the simulation box, i.e. the upstream boundary. They
move into +x-direction, which is oriented anti-sunward. The interplanetary magnetic field
lays the xy-plane with an angle of 52◦ to the solar wind velocity.

The simulation box is a cube with an edge length of 10227 km. The upstream bound-
ary is located at xmin = 6508km and the nucleus centred with respect to the y- and z-
direction. The boundary conditions at the upstream side, the ±y- and −z-boundaries are
inflow boundaries for particles and fields, whereas the +x- and +z-boundaries are outflow
boundaries. This means that the macro-particles within these cells are removed at each
time step and that the derivatives normal to the boundary of the fields are zero.

Due to the fact that the size of the massloading region at the comet (several million kilo-
metre) exceeds the size of the simulation box to a large extend, the extended-upstream-
boundary model, introduced by Koenders et al. (2013), is used to model the massloading
of the solar wind upstream of the simulation box. Thereby, the position of the bow shock
is fixed and does not depend on the size of the simulation box.

The simulation uses a hierarchical Cartesian mesh. In the outer regions of the simula-
tion box only a coarse resolution is needed to resolve the interesting features, i.e. the mass
loading or the cometary bow shock. Here, the numerical mesh has a coarse resolution of
about 71 km. Within a cuboid of −150km < x < 80km, −120km < y < 120km and
−120km < z < 120km the maximum resolution of ∆xmax = 2.22km is reached. Based
on the requirements of the Hybrid-Block-AMR, the refinement takes place stepwise.

In order to reduce the numerical noise in the simulation caused by the limited amount
of macro-particles within a numerical mesh cell, the macro-particles are split before they
enter a region of higher spatial resolution. Opposed to this, the macro-particles are merged
if their number per cell exceeds an optimal number. In case of the simulations presented
in this study, this optimal number is 100 macro-particles per cell. In total, the simulation
box is filled with about 6 billion macro-particles.

The Courant-Friedrichs-Levy condition forces us to half the size of a simulation time
step when the resolution is doubled by an additional refinement level. Thus, the number of
time steps of the simulation is at least doubled until a quasi-stationary state is reached. In
order to save numerical resources, the following scheme is applied to gain the simulation
results: At the beginning the simulation box with no refinement level is used. After
reaching a quasi-stationary state, a new simulation is run with a halved time step and an
additional refinement level is performed, which uses the pre-calculated state as the initial
state. By repeating this procedure, the refinement increases over time. Since most of the
structures are already quasi-stationary, these simulations reach their quasi-stationary state
in a shorter time. Furthermore, this procedure allows us to use smaller smoothing values
because strong gradients, such as the one at the cometary ionopause, can only be resolved
if the plasma is already strongly decelerated and the spatial resolution is higher.

In its final configuration, the simulation has a numerical time step of ∆t = 1.78×10−3 s.
In this configuration the simulation runs about 75000 time steps, which corresponds to
133 s. During that time, the undisturbed solar wind would have passed the simulation box
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four times. During this time period, it should be possible for an ion to be ionised at the
nucleus, to traverse the entire cavity (the radius is about 40 km) and to modify the flow.
However, it does not seem possible for such an ion to leave the simulation box during this
time. But most of the structures are already stationary after about 10000 time steps of the
highest resolved simulation.

4.2.2 Results

4.2.2.1 Large Scale Structures

The movement of the new cometary ions, which are ionised close to the upstream bound-
ary of the simulation box, is controlled by weakly disturbed interplanetary magnetic and
electric fields. Close to the upstream boundary the magnetic field ~BIMF has an angle
of 52◦ to the solar wind velocity vector and the electric field is dominated by the con-
vective term ~ECONV = −~uSW×~BIMF, which points into −z-direction because the flow is
still controlled by the solar wind. Thus, the resulting Lorentz force leads to a cycloidal
motion of the cometary ions. This is a gyromotion around the magnetic field superim-
posed by an ~E × ~B-drift. The gyroradius of a new cometary ion can be estimated by
rgyr = mCIv⊥/(qB)≈ 4000km in that region. And due to the orientation, the ~E×~B-drift
leads to a movement into +x- and −y-direction. The resulting velocity distribution is
shown in the upper part of Figure (4.10). In order to obtain these plots, the velocities of
particles which are located in a specific volume at a time step are saved and visualised.
For the purpose of better statistics, the data is collected over several time steps. Detector
1 is a cube with an edge length of 100 km and centred at x =−5850km on the Sun-comet
line. The velocity distribution of the cometary ions at this detector shows a clear ring dis-
tribution in vx and vz, centred at the local solar wind speed of about 270 km s−1, and the
drift in +x-, and−y-direction. The higher count rates for ions with negative vz-component
(small red sector) indicate the presence of relatively new cometary ions, which first move
into −z-direction. Since the ion production, νnNG, increases as the distance to the comet
is reduced, higher count rates in the −vz-component in contrast to the remaining ring
are anticipated. This is why the distribution of the cometary ions is non-gyrotropic and
triggers waves (Motschmann and Glassmeier 1993, 1998).

The mean velocity of the cometary ions is smaller than the solar wind speed and is
oriented into +x-,−y-, and −z-direction due to the non-gyrotropic distribution. This can
be seen in the orientation of the cometary ion velocity in Figure (4.11 g, and j), which
also shows the bulk cometary ions on the x=0 and the y=0-cross-section.

On the way towards the comet more and more cometary ions are picked-up by the solar
wind. This causes massloading and a deceleration of the solar wind (Figure 4.11 e, and
f). In case a critical amount of cometary ions, i.e. mass, is injected into the solar wind,
a transition from supersonic to subsonic speed, i.e. a bow shock, occurs (Biermann et al.
1967). For the given scenario, a bow shock is triggered (Figure 4.11). The mass flux
density just upstream of the bow shock is (ρswusw +ρciuci)/(ρ0u0)≈ 1.49, where ρ0 and
u0 denote the density and the velocity of the undisturbed solar wind. This is below the
critical value given by the model by Biermann et al. (1967) for a fluid with three degrees
of freedom and just below the critical value of 1.51 obtained from the model by Flammer
and Mendis (1991) for the given scenario. The magnetosonic Mach number of the flow
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Figure 4.10: The particle distributions in velocity space in two different volumes of the simu-
lation. The first detector is placed in the massloaded solar wind, about 4000 km
upstream of the bow shock, whereas the second detector volume is located about
200 km behind the bow shock. For each detector, there are two plots per ion species
in a row, which show different velocity components (vx and vz, respectively vx and
vy). The counts are arbitrary units.
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Figure 4.11: The results of the hybrid simulation of comet 67P/Churyumov-Gerasimenko at 1.3
AU on large scales. The first row shows the strength of the magnetic field, and the
second row the solar wind density at the x=0-, y=0-, and z=0-cross-sections. The
arrows indicate the orientation of the magnetic field or the solar wind velocity within
the cross-section. The plots g) and j) show the speed of the cometary ions and the
direction into yz respectively xz-direction. Plots h), i), k), and l) show the solar wind
and the cometary ion density on the y=0-cross-section, and the z=0-cross-section.
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Figure 4.12: This figure shows various cuts through the simulation box. Panel a) shows the den-
sities of the solar wind, the cometary ions and an assumed photochemical equilib-
rium npce. This equilibrium is obtained with an electron temperature of 250K and
a resting plasma. In addition, the magnetic field strength is shown. The values are
obtained from the Sun-comet line on the dayside. The panel b) shows the values of
the magnetic field strength along the y- and the z-axis. The panels c) and d) show the
evolution of the ion density and the magnetic field strength along the z-axis.

just upstream of the bow shock is Mms ≈ 2. The magnetic field, the solar wind density
and the solar wind velocity jump by a factor of about 2.5 at the subsolar point (Figure
4.12). Thus, the bow shock in the simulation is only a weak shock, which is in agreement
with the observations at the comets visited so far (Neubauer et al. 1986, Coates 1995,
Richter et al. 2011) and other theoretical studies (cf. Wallis 1973, Gombosi et al. 1996).
The stand-off distance of the bow shock in our simulation is about 2000 km, which is
explained in the last Section (4.1).

Besides the deceleration of the solar wind, a change in its direction is also visible
upstream of the bow shock (Figure 4.11 d, and f). This is caused by the pick-up of the
cometary ions, which leads to a bulk velocity of the cometary ions into +x-,−y-, and
−z-direction. The conservation of momentum and energy requires that the solar wind
is slightly deflected towards +y- and +z-direction. Due to this modification of the flow
pattern, the entire outer interaction region is shifted towards +y- and +z-direction. A
similar shift is visible in the hybrid simulations by Motschmann and Kührt (2006) and
Delamere (2006) and the multi-fluid MHD simulations by Rubin et al. (2014a).

The deflection into +y- and +z-direction is also visible in the velocity distribution

147



4 The Strongly Active Phase - Close to the Perihelion

function (Figure 4.10). Detector 1, 4000 km upstream of the bow shock, shows that the
solar wind moves in +x-direction, and has a relatively small thermal velocity. At Detector
2, which is located on the Sun-comet line 200 km behind the bow shock, the solar wind
particles are distributed over a wide range of velocities. The broadening of the distribution
function is more prominent in the x- and z-velocity components. This indicates that the
solar wind is already partially heated up by the bow shock structure. However, the velocity
distribution of the solar wind protons in vx and vy still reveals an asymmetry.

In the solar wind velocity distribution one can identify ions which move into −x-
direction. Due to the fact that the distance of the detector to the bow shock is below
the gyroradius of the solar wind protons, one can assume that these particles are reflected
by the enhanced magnetic field at the bow shock. A similar population is also visible in
the cometary ion velocity distribution. These cometary ions are also observable at the first
detector which is caused by the fact that the distance of this detector to the bow shock is
smaller than the gyroradius of cometary ions. In addition, one can see that the ring dis-
tribution in the cometary ion velocity distribution at the second detector is broadened in
comparison to the distribution at the first detector, which is caused by the shock.

The cometary ion velocity distribution at Detector 2 also reveals that the orientation of
the electric and the magnetic field has changed (Figure 4.11). Here newborn cometary
ions move more towards +x-direction and the velocity components in −y-, and −z-
direction have nearly vanished. However, due to conservation of the magnetic moment,
the cometary ions which are picked-up upstream of the bow shock remain in their motion.
As discussed by Galeev et al. (1985), newborn cometary ions have a smaller magnetic
moment the more the solar wind speed is reduced. Since the bow shock causes an abrupt
decrease, a gap in the velocity distribution function may occur, as observed at comet
1P/Halley (Thomsen et al. 1987, Coates 1991). However, this gap is not visible in this
detector as the time for the evolution of a new ring distribution is too short. But at a third
detector, which is located at a distance of 90 km upstream of the comet, the cometary
ion velocity distribution reveals a gap (Figure 4.13). Here we found a ringlike distribution
with a mean velocity of about 150 km s−1, and a second ion population with much smaller
velocities. Further features of the velocity distribution at Detector 3 will be discussed in
Section (4.2.2.2).

By comparing the panels b) and c) of Figure (4.11), it becomes obvious that the mag-
netic field is more confined within the z=0-cross-section. This can be reinforced by the
structure of the cometary ion density; see panels k) and l). In the z=0-cross-section the
cometary ions are concentrated due to the magnetic field, whereas the cometary ion tail is
spread out on the y=0-cross-section.

The solar wind density reveals that the solar wind is excluded from the inner region of
the comet. The transition occurs steadily and a sharp transition along the Sun-comet line
cannot be found. At about 100 km upstream of the nucleus the solar wind density is about
10−3 cm−3 (Figure 4.12). Thus, only the heavy cometary ions, which are picked up by
the solar wind, enter the innermost region.

4.2.2.2 Structures in the Inner Coma

In the inner part of the interaction region collisions between the ions and the neutral gas,
escaping radially from the nucleus, play a dominant role and lead to structures already
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Figure 4.13: The velocity distribution in x- and z-direction at 4 different detector positions. All
detectors are oriented along the Sun-comet line. Detector 3 is placed upstream of the
magnetic barrier region at 90 km distance to the comet. The centres of the detectors
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plots on the right side are enlarged versions of the plots on the left side. All figures
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observed at comet 1P/Halley. However, in order to do so, a sufficient gas production rate
is required. Our hybrid simulation of the selected scenario reveals that the gas production
rate is sufficient to form a diamagnetic cavity and to remove the impinging massloaded
plasma from the innermost region almost completely.

The closer the flow approaches the nucleus, the more the plasma is decelerated. In
this way the magnetic field strength increases as well and piles-up, which is visible in
Figures (4.11 a, b, and c) and in an enlarged version in Figures (4.14 a, b, and c). These
figures show the strength of the magnetic field in the x=0-, the y=0-, and the z=0-cross-
sections. The orientation of the magnetic field in the cross-sections is shown as well. In
Figure (4.14 c) one can see the strong draping of the magnetic field around the comet.
The simulation reveals a maximum field strength of 78nT at a distance of 45 km to the
nucleus. At this location, the bulk velocity of the cometary ion reaches its minimum of
about 0.16 km s−1 (Figure 4.14 g, h, and i). The magnetic field along the Sun-comet line
is shown in Figure (4.12 a).

The exact conditions for the previous cometary flybys are unknown, however, the max-
imum magnetic field strength in our simulation is in the range as the observed maximum
magnetic field strengths from the flybys at comets in the past decades (Richter et al. 2011).
Hansen et al. (2007) reported a maximum value of 73.5 nT in a MHD simulation of 67P/-
Churyumov-Gerasimenko with nearly the same parameters.

Beyond the stagnation point, the direction of the bulk velocity is outward, and the mag-
netic field strength drops rapidly. Within a distance of 25 km the magnetic field strength
drops to values below 1 nT. The simulation reveals a minimum field strength of 28 pT
in the diamagnetic cavity. Within the transition, the bulk velocity of the cometary ions
steadily increases to 1 km s−1 radially away from the nucleus, which is the speed of the
neutral gas. The velocity is constant within the diamagnetic cavity. In Figures (4.14 d,
e, and f), which show the cometary ion density (The projection to the cross-section of a
possible trajectory of the Rosetta spacecraft is shown in this row by a black line (Section
4.2.2.3).), one can see that the ion density is enhanced at the transition of the magnetic
field. This is also presented in an enlarged version in Figure (4.14 l), which shows the
cometary ion density and the flow of the cometary ions on the z=0-cross-section, as well.
However, in this plot a black solid contour line indicates where the ~j×~B force and the
ion neutral drag force are balanced. In addition, the position of the inner shock are high-
lighted by a dotted black curve. In this transition region along the Sun-comet line, the
cometary ion density reaches values equal to the density at a photochemical equilibrium
npce, which is also shown in this figure by a black dashed line (Section 2.5.3.5). Here, an
electron temperature of 250 K is used, which is present in the ion pile-up region. For this
calculation a resting plasma is assumed. In addition, the figure shows the cometary ion
density. At the ion pile-up region both are in agreement. Thus, this region between the
cavity and the stagnation point is the recombination layer, which was observed at comet
1P/Halley by Goldstein et al. (1989).

In comparison to the cometary ionopause at 1P/Halley, the transition in our simula-
tion is much narrower. While the magnetometer observed a change in the field strength
of 20 nT within 25 km at 1P/Halley (Neubauer 1988) close to the terminator, we find a
change of 78 nT within 25 km along the Sun-comet line in our simulation. However,
close to the terminator plane, the change is less drastic. An example will be discussed in
Section (4.2.2.3).
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Figure 4.14: The plasma interaction in the inner coma of comet 67P/Churyumov-Gerasimenko.
Plots a), b), and c) show the magnetic field strength and the orientation of the mag-
netic field on the x=0-, y=0-, and z=0-cross-section. The plots in the second row
show the cometary ion density, i.e. the orientation of the velocity of the cometary
ions in the same cross-sections. The plots g) to i) show the magnitude of the cometary
ion velocity and its orientation. The magnetosonic Mach number at the z=0-cross-
section, and the orientation of the magnetic field is shown in plot j). The electron
temperature is shown in plot k). Plot l) shows the cometary ion density and the
orientation of the velocity of the cometary ions in the z=0-cross-section in an en-
larged version. Along the black solid contour-line the ion-neutral drag force and the
~j×~B-force are balanced and the black dotted line highlights the position of the inner
shock.
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4 The Strongly Active Phase - Close to the Perihelion

Because of the fact that nearly no magnetic field penetrates the cavity and that the
plasma is cooled by collisions, the plasma in the cavity is supersonic (Figure 4.14 j), and
subsonic near the stagnation point. In between these regions an inner shock can be found,
as predicted by Wallis and Dryer (1976). Figure (4.14 k) shows the electron temperature in
the inner coma. It becomes clear that a sharp transition in the electron temperature occurs,
where the cometary ions pile-up. In the diamagnetic cavity an electron temperature of
about 200 K is predicted by the simulation. A similar sharp transition of the electron
temperature was observed by Eberhardt and Krankowsky (1995) at 1P/Halley.

A different behaviour in the electron temperature can be observed in a simulation which
uses an adiabatic state equation for the electron fluid, in the following named adiabatic
simulation. In this simulation the temperature of the solar wind electrons is 5×104 K and
that of the cometary electrons is 180 K. The global structure of this simulation is shown
in Figure (4.2). A comparison between the adiabatic simulation and the none-adiabatic
simulation discussed in this section, which solves the electron pressure equation directly,
is shown in Figure (4.15). In both simulations the bow shock has a subsolar stand-off
distance of 2000 km, but the position of the magnetic pile-up region and the cometary
ionopause differ. In the adiabatic simulation both structures have a larger stand-off dis-
tance and the point with the maximum magnetic field strength is shifted from 50 km to
93 km. In addition, the maximum magnetic field strength is reduced in the adiabatic
simulation. The larger stand-off distances in the adiabatic simulation are caused by the
electron pressure term in Equation (2.74). Since the cometary ion density increases to-
wards the nucleus, the electron pressure increases as well. The resulting electric field
supports the neutral drag force. As a consequence, the size of the diamagnetic cavity in
the adiabatic simulation strongly depends on the configured temperature of the cometary
electrons. Another difference is the absence of the ion pile-up region in the cometary ion
density in the adiabatic simulation. Since the electron temperature is obtained from the
density ratios in the adiabatic simulation, the electron temperature profiles differ heav-
ily. In addition, the adiabatic state equation for the electrons is not able to describe the
heating of the plasma at the bow shock. In contrast, the none-adiabatic simulation pre-
dicts a large increase of the electron temperature up to about 3×105 K. Finally, only
the none-adiabatic simulation developed as part of this work is able to reproduce a sharp
temperature decrease towards the nucleus, which is similar to that observed at comet
1P/Halley.

Up to now, the observed structures in our hybrid simulation are in agreement with ob-
servations at 1P/Halley and other comets (cf. Balsiger et al. 1986, Neubauer et al. 1986,
Neubauer 1988, Richter et al. 2011) and previous simulations (c.f. Cravens 1989, Gom-
bosi et al. 1996, Benna and Mahaffy 2007, Rubin et al. 2014a). However, our new hybrid
simulations reveal important features not yet described in the literature. Figure (4.13)
displays the velocity distribution at four different positions along the Sun-comet line. De-
tector 3 counts all particles located in a cube which is centred at x = −85km and has an
edge length of 10 km. The centres of Detectors 4, 5, and 6 are located at x = −47.5km,
x = −32.5km, and x = −16km. The edge lengths are 5 km, 5 km, and 4 km. The count
values in the figure are in arbitrary units. The figure shows the distribution in vx- and
vz-direction with different scales on two separate panels. The red circle corresponds to
5 km s−1.

Detector 3 is located on the sunward side of the magnetic barrier. It is obvious that the
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Figure 4.15: The results of two hybrid simulations. The curves labelled with none adiabatic are
obtained from the simulation presented in this section, in which the pressure equa-
tion for the electron fluid is solved. The remaining curves, which are labelled with
adiabatic, are from a simulation which uses an adiabatic state equation for the elec-
tron fluid. The results of the latter simulation are shown in Figure (4.2). In the
upper panel the magnetic field along the x-axis is shown. The densities of the solar
wind and the cometary ions are presented below. Finally, the lower panel shows the
electron temperature from the two simulations.
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4 The Strongly Active Phase - Close to the Perihelion

bulk velocity has a positive z- and x-component. In addition, the two ion populations re-
veal two distinct velocity distributions. The faster particles with speeds above 125 km s−1

are picked-up upstream of the bow shock. In contrast, the slower population, with ve-
locities up to 75 km s−1, is probably picked-up downstream of the bow shock. At the
stagnation point, Detector 4, the population which originates from regions upstream of
the bow shock, is not present anymore.

In the enlarged version of the figure (see right side of Figure 4.13) one can identify
many ions moving in sunward direction with a speed of 1 km s−1. This population is
caused by the ionisation of the neutral gas and by the collisions of ions with the neutral
gas. Since we model the collisions on a statistical basis, this distinct population can be
identified in detector 4, 5, and 6.

Besides the population caused by ionisation and collisions, a second population is
present. This population is much hotter and has a small bulk velocity in +x- and +z-
direction. Most of these particles have a velocity of about 1 km s−1. In the presence of
a magnetic field of 78 nT, they have a gyroradius of about 2.5 km. This population is
visible at detector 5, which is located in the cometary ionopause and in the recombination
layer. Thus, at the recombination layer, our hybrid simulations reveal the presence of a
mixture of the plasma which is picked-up upstream and plasma which originates from the
cavity. A similar effect was observed by Puhl-Quinn and Cravens (1995) using 1D hybrid
simulations of the cometary ionopause at 1P/Halley.

MHD simulations of comet 1P/Halley by Gombosi et al. (1996) reveal a current system
at the cometary ionopause and a second one at the inner shock. In addition, a distinct
region, i.e. the cavity transition layer between the cometary ionopause and the inner
shock, can be observed in the simulations by Cravens (1989) and Gombosi et al. (1996).
This separation is not visible in our hybrid simulation. But at 67P/Churyumov-Gerasi-
menko the situation differs from that at 1P/Halley: the interaction region is smaller than
at 1P/Halley and the hybrid simulation shows a finite gyroradius of the ions at the stag-
nation point as well as the presence of different ion populations in the transition region.
This will prevent a separation of the current system at 67P/Churyumov-Gerasimenko.

The velocity distributions at Detector 4,5, and 6 reveal a third ion population (Fig-
ure 4.13), which consists of ions with speeds in the range between 10 and 30 km s−1.
This population is sparsely populated and has a velocity into +x-, +y-, and +z-direction,
whereby the z-component clearly dominates. The more the distance to the nucleus is
reduced, the more this population is thinned out because the probability for collisions in-
creases and removes ions from this population. Nevertheless, a few ions are able to enter
the cavity for about 5 km, where Detector 6 is placed. While this population is connected
to the first two populations at the stagnation point, a clear separation is present at detec-
tors 5 and 6. This separation is caused by the statistical description of the ion-neutral
collisions. The faster particles can penetrate deeper into the cometary ionopause and into
the cavity. Caused by the fact that these ions move into +y- and +z-direction, they should
not be present at the +y- and +z-side of the cometary ionopause.

Not only the velocity distributions at the different detectors show an asymmetry with
respect to the Sun-comet line, but also the structures shown in Figure (4.14) reveal a
similar asymmetry in the inner coma. Due to the deflection of the solar wind flow in the
outer coma, the plasma along the Sun-comet line arrives in the inner coma with a positive
y- and z-velocity component. This can be emphasised by the location of the stagnation
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Figure 4.16: The cometary ion density on the y=0-cross-section is shown for different times dur-
ing our simulation.

point, which is at (x=-44.6, y=-0.26, z=-7.49) km. Although the ions are not at rest at this
point, as discussed above, the bulk velocity has at this point its minimum. Again, the shift
of the stagnation point in the bulk velocity shows the deflection of the flow towards +y-
and +z-direction. Based on that, the magnetic pile-up is more pronounced on the −y-
and −z-side (Figure 4.14 a, and b), while the cometary ion tail is shifted towards +y- and
+z-direction (Figure 4.14 d, and e).

In the same figure one can identify several thin density spikes outside the main ion
pile-up region. At these thin spikes the bulk velocity of the cometary ions is reduced.
Furthermore, because of the higher density therein, the electron temperature is strongly
reduced in comparison to the direct vicinity of these spikes. During the simulation time,
the density spikes leave the ion pile-up region on the dayside and move tailward along the
boundary (Figure 4.16). During that phase the distance of the density spikes to the comet
increases. The motion of the density spikes in z-direction is presented in Figure (4.12
c), which shows the density along the z-axis at various time steps. It becomes clear that
the ion clouds, which are visible as as spikes, move in z-direction with a nearly constant
velocity. As one can see from Figure (4.16), the density in these spikes decreases over
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the time, which is caused by an enhanced recombination rate in these regions due to the
cold electrons. In addition, Figure (4.12 c) and Figure (4.16) show that the density spikes
on the +z-hemisphere are much more pronounced. While the enhanced density region
on the −z-hemisphere is limited to about 100 km, the ion density on the +z-hemisphere
reaches higher values and the spikes can expand to about 150 km. Although the simulated
time-period is limited to about 120 s, about three density enhancements can be identify.

Various authors studied the stability of the cometary ionopause and the inner shock (cf.
Ershkovich and Flammer 1988, Thomas 1995) and found that the boundaries are unsta-
ble for Kelvin-Helmholtz instabilities and Rayleigh-Taylor instabilities. Recently, Rubin
et al. (2012) studied the stability of the cometary ionopause in their MHD simulations
of 67P/Churyumov-Gerasimenko. Their results show that a Kelvin-Helmholtz instability
can be triggered either by a reduction of the spatial resolution or by the onset of a jet. In
their simulation density enhancements similar to those in our simulations occurs in the
case of the jet, whereas the instability in case of the enhanced spatial resolution behaves
different. Although our simulation uses an isotropic neutral gas production rate, the ion-
isation is modelled via a statistical process, which can lead to small perturbations of the
inner boundary.

Figure (4.12 d) shows the evolution of the magnetic field along the z-axis of the simu-
lation. Here one can identify time varying structures and one can see that the size of the
cavity is not constant in the +z-hemisphere. In the other directions the cavity surface has
a nearly constant distance to the nucleus. Furthermore, the magnetic field strength reveals
several enhancements, called magnetic bubbles, during the time of the simulation. Their
evolution on the y=0-cross-section is shown in Figure (4.17). The magnetic bubbles leave
the magnetic barrier on the dayside and move along the boundary into the direction of the
tail. Thus, the magnetic field slips over the diamagnetic cavity into the tail to relax the
magnetic tension, as reported by Gombosi et al. (1996). However, our simulation reveals
that this process is pulsed. A comparison of the evolution of the ion density and the mag-
netic field shows that a magnetic bubble occurs directly after a density spike has passed
the z-axis.

4.2.2.3 Outlook to Rosetta

The Rosetta spacecraft arrived at comet 67P/Churyumov-Gerasimenko in late Summer
2014 (Glassmeier et al. 2007a) and escorts the comet on its way through the inner solar
system. Due to navigational constrains, the spacecraft has to increase the distance to the
comet when the gas production rate of the comet increases. This is why only occasionally
close flybys with closest approach distances of 8 to 20 km will be flown.

Since the gas production rate of the comet is not known yet, two scenarios are cur-
rently discussed. In the high activity case, the comet might have a gas production rate
of 5×1027 s−1 in May 2015. At this time the comet is at 1.6 AU. Assuming that the
gas production rate is equal and the solar wind values are comparable to the values used
in our study, we use our simulation to obtain an outlook to the Rosetta measurements.
It is planned to perform a close flyby trajectory as shown in Figure (4.14) in late May
2015. The spacecraft will fly close to the terminator and will start with a distance of about
100 km on the 21st May. The planned closest approach distance is reached on 23rd May
with a minimum distance of 20 km (Figure 4.18). This figure shows the field strength of
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Figure 4.17: The magnetic field strength on the y=0-cross-section is shown for different times
during our simulation.

the magnetic field, the cometary ions density, the electron temperature, the radial veloc-
ity, the velocity component in x-direction and the magnitude of the cometary ion velocity
along the trajectory. Finally, the figure shows a simulated ion energy spectrum. This data
was obtained from our simulation at a single time step, and it is assumed that the y-axis
of our simulation and the ecliptic plane in real space are in coincidence.

As one can see in that figure, the spacecraft passes the pile-up region on the inbound
path for about two days. In the early hours of 23rd May the spacecraft will enter the cavity,
where it will stay for about six hours. Afterwards, it passes the pile-up region relatively
quickly. The ion density will mainly be at about 103 cm−3 on the first day, when the
field strength of the magnetic field increases, and increases when the magnetic field will
reach its maximum with about 62nT. Here, the spacecraft will pass the ion pile-up region
with densities up to 104 cm−3. At about 70km distance to the comet the x-component
of the cometary ion velocity will dominate the flow, whereas the radial velocity will be
comparable to the x-component at the pile-up of the ion density. In the diamagnetic
cavity the radial velocity will dominate the flow, as discussed above. The energy spectra
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Figure 4.18: Values obtained from our simulation along a Rosetta trajectory. The first panel shows
the distance of the spacecraft towards the comet over time. The second panel shows
the magnetic field components and the magnitude, and the third one the cometary ion
density and the electron temperature. The cometary ion velocity, its magnitude, the
x-component uCI,x and the radial velocity uCI,r are shown in the fourth panel. The
last panel shows an ion energy spectrum. The point of closed approach, passed on
23rd May 2015 on 9:07, is highlighted by a black line. The thinner black horizontal
lines mark different cometocentric distances.
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of the cometary ions along the path of the spacecraft will show a bifurcation at the ion
pile-up region. The lower branch is populated with the ions from the ionisation, the ion-
neutral collisions and the impinging ions. It is most dominant within a distance of about
70 km to the nucleus. Within the branch the magnetic field drops towards the nucleus.
The upper branch is populated with the third ion population, which enters the transition
region from −y-, and −z- direction. As the distance to the nucleus decreases, the upper
branch is thinned out by ion-neutral collisions. Finally, as soon as the spacecraft enters
the diamagnetic cavity, the lower branch is compressed to a thin line. This shows the
presence of the inner shock, which thermalised the plasma emanating from the cavity.

Because of the fact that the ICA and IES experiments have an energy range starting at
1eV they will not be able to detect this bifurcation (Nilsson et al. 2006, Burch et al. 2006).
But the ROSINA experiments (Balsiger et al. 2007) might be able to observe this structure.
We would like to point out that the real plasma conditions in May 2015 will probably
be different from our parameters and, thus, Rosetta will detect a quantitatively different
plasma environment. Qualitatively, however, Rosetta should observe the structures seen
in our simulations and simulations as those presented here will prove a valuable tool for
the interpretation of these measurements.

4.2.3 Summary

In the discussed simulation the innermost interaction region could spatially be resolved
in a global hybrid plasma simulation for the first time ever. In this region our simulation
predicts a magnetic barrier, a cometary ionopause, a recombination layer, an inner shock
and a diamagnetic cavity. Those structures have also been identified in single-fluid MHD
simulations and in observations at comet 1P/Halley. However, in contrast to the single-
fluid MHD models, our simulation reveals a shift of the interaction region towards +y-
and +z-direction, which is visible in all structures and boundaries, e.g. the diamagnetic
cavity extends from z = −25km to about z = 40km. This shift is caused by the pick-up
of the cometary ions upstream of the bow shock, and leads to a deflection of the incoming
flow towards that direction. Furthermore, our simulation tool self-consistently reproduces
the cold electron in the innermost coma.

Caused by the fact that the ions are modelled as particles and processes, like ion-neutral
collisions, are described on a statistical basis, we are able to study the phase space dis-
tribution of the ions. For example, a ring distribution of the cometary ions is identified
upstream of and behind the bow shock. At the magnetic barrier the simulation reveals
a separation between fast cometary pick-up ions, ionised upstream of the bow shock,
and cometary ions which are ionised behind the bow shock. Closer to the nucleus three
distinct ion populations are visible in the phase space:

• A population of cold ions is moving in radial direction from the nucleus with a speed
of about 1 km. This population is created by ionisation and ion-neutral collision.

• The second population moves towards the nucleus, but with an additional compo-
nent which allows the plasma to move around the diamagnetic cavity. This popula-
tion is hotter than the first population but also moves with low speeds.

• The third population of cometary ions in the inner boundary are ions that have
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already been ionised outside of the inner region. They have a velocity of about 10
to 30km s−1 and move towards the +z-hemisphere. This indicates that these ions
are picked-up with a specific magnetic moment and hit the innermost region on their
way along the cycloid. In contrast to the second population, the third population can
penetrate into the diamagnetic cavity.

The simulation also reveals the presence of an instability at the inner shock, similar
to the Kelvin-Helmholtz instability identified by Rubin et al. (2012), but confined to the
plane perpendicular to the magnetic field. This instability leads to the formation of thin,
about 5 km to 20 km wide, sharp density spikes, which move tailward. Those density
spikes are closely followed by regions of an enhanced magnetic field.

Finally, a possible measurement of the instruments onboard the Rosetta spacecraft is
presented for a scenario in May 2016, in case the solar wind and the interplanetary mag-
netic field remain stable for about four days and the comet has an isotropic outgassing.
During the close flyby, the spacecraft will stay in the diamagnetic cavity for about 6 hours
and in the inner boundaries for about a day. In contrast to the Giotto spacecraft, which
passed the cometary ionopause at 1P/Halley within a second, the Rosetta measurements
are a unique opportunity to understand the cometary plasma interaction and to identify
more interesting features. However, in order to understand these measurements, global
simulations of the plasma environment are required.
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Planning

The aim of the RPC science planning is the best possible preparation of the RPC measure-
ments at the comet. In principle, the RPC instruments are monitoring instruments, which
means that they should always operate to allow a continuous exploration of the cometary
plasma environment. This makes it possible to study structures or events that are difficult
to predict but might be passed unexpectedly. But, since RPC is in a competition with
the other instruments onboard Rosetta, only a very limited data rate is available for this
survey. In addition, an allocation of a more appropriate pointing for the ICA and the IES
instruments is neither possible.

Besides continuous operations, the RPC team has defined a list of about 40 measure-
ment objectives which intend to study various effects, such as the known boundaries and
structures, in more detail. For these studies, specific measurements with more appropriate
instrument parameters, higher data rates and acceptable pointing conditions are needed.
However, the fundamental requirement for most of these measurement objectives is the
spacecraft trajectory, which has to pass the region of interest. In order to check this, the
positions of these regions have to be determined for any time during the mission. Based
on that, Windows of Opportunities (WoO) have to be computed for each of the measure-
ment objectives, since these WoO are required for the planning process by the Rosetta
mission (RSGS-Team 2013).

In the last three chapters the remarkable capabilities of the A.I.K.E.F. code at very dif-
ferent stages of the mission have been presented. It was shown that the model is qualified
to make predictions about the position of the interesting plasma structures and boundaries
during the entire mission phase. This chapter gives a short description of how the WoO
are determined on the basis of the A.I.K.E.F. simulations and how they are used in the
RPC science planning.

5.1 Requirements and the Approach

As given by the mission planning process, which was briefly described in Section (1.3.3),
the predictions have to be made very early in the planning process, namely during the
skeleton planning stage. At this stage trajectory designs for the different cometary activity
levels, i.e. HAC, LAC or Preferred Activity Case as given by the SWT, are discussed and
a first attempt at scheduling the measurements of all instruments is made. This implies
that it has to be clear which measurement objectives can be fulfilled. In case no objective
fits the parameter, actions can be taken to improve the trajectory, pointing or data rate.
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Figure 5.1: A sketch of the interpolation scheme for a parameter xp from the parameters xL,E, xH,S
and xH,E. The horizontal axis indicates the heliocentric distance. The vertical axis
represents the gas production rate Q. A description is given in the text.

Another requirement, which follows from this mission planning schedule, are appropri-
ate turnaround times in the order of a few weeks or less for a recomputation of the WoO.
Since it is intended to use A.I.K.E.F. simulations for the determination of the WoO, a
problem arises from this constraint: the hybrid model is exceedingly demanding in terms
of computational power and time and therefore it is not possible to rerun the simulations
for new parameters within the required reaction times. In addition, it is not feasible to
run simulation for all possible configurations which are expected during the mission time.
Hence, only a limited number of hybrid simulations can be performed and the positions
of structures and boundaries have to be interpolated from these results. For each planning
segment at least four hybrid simulations are performed: two simulations with the solar
wind conditions at the start of the segment, one with the gas production rate of the LAC
and the other with the gas production rate of the HAC. The remaining two simulations
study the plasma environment at the end of the segment, again one simulation with the
LAC and one with the HAC gas production rate. Since a voxelwise1 interpolation is not
necessary, as will be discussed below, the various boundaries and structures are described
by simple geometric shapes, like spherical shells, cylinders or hyperboloids. Thus, only
the required parameters have to be interpolated in order to derive the positions of bound-
aries and structures at any given moment.

The interpolation works as follows: from each of the four simulations the parameters
for geometric shapes are obtained, for example xL,S, xL,E, xH,S and xH,E. The indices
L,H,S and E denote LAC, HAC, start and end, respectively. This means that xL,S is a pa-
rameter from the simulation with the LAC gas production rate at the start of the segment.
In a first step the parameter xL is determined by an interpolation between xL,S and xL,E
which are parameters with different heliocentric distances and different gas productions
rates. However, it can be assumed that for small intervals the parameters of the structures
depend linearly on the gas production rate, which itself depends only on the heliocentric
distance. The interpolation to a heliocentric distances r can be calculated in the same way

1A voxel represents the mean value of a numerical cell in the hybrid simulations.
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Figure 5.2: The cylindrical coordinate system used for the calculation of the WoO. The x-axis
points towards the Sun and the distance to the Sun-comet line is given by R. The origin
is in the centre of the nucleus. The coloured objects show the various boundaries and
regions of interest in the environment of the comet schematically.

as the ESA flight dynamics team obtains the gas production rate between a pair of given
values (Companys 2012). Hence, the parameter xL is given by

xL = exp
(

log(xL,E)(log(r)− log(rS))+ log(xL,S)(log(rE)− log(r))
(log(rE)− log(rS))

)
, (5.1)

where rS and rE denote the heliocentric distances at the start and the end. xH is obtained
by the same scheme. In order to obtain the value of interest xP, between xL and xH a linear
interpolation is done according to the gas production rates:

xP =
xH(QP−QL)+ xL(QH−QP)

QH−QL
, (5.2)

where QH, QL, and QP are the gas production values from the HAC, LAC and the pre-
ferred case at the heliocentric distance r, respectively. By this interpolation scheme a fast
recomputation of the WoO is possible, when a new gas production rate for the preferred
case is suggested by the SWT.

Another problem for the RPC planning is the unknown state of the solar wind. Al-
though solar wind predictions are possible, it is not feasible to use them in the mission
planning because at the point in time when the prediction can be done, about a few days
ahead of the actual execution onboard the spacecraft, the commands are already at MOC
for a final check (Figure 1.7). Thus, only nominal solar wind parameters can be used
for planning, as described in Section (2.1). Moreover, the orientation of the plasma in-
teraction and all boundaries therein is controlled by the orientation of the interplanetary
magnetic field in the undisturbed solar wind. However, this is also not predictable and,
therefore, the position of the boundaries with respect to the CSEQ frame is not known2.
If one assumes that the angle between the solar wind and the interplanetary magnetic field

2In the comet centered solar equatorial (CSEQ) frame the x-axis is pointing towards the Sun, the z-axis is
the component of the rotation axis of the Sun, which is perpendicular to x, and the right handed system
is completed by the y-axis, which is parallel to the Sun’s equatorial plane.
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Figure 5.3: Models of some boundaries and structures in the cylindrical coordinate system. In
panel a) a shape used for the bow shock and the Mach cone region is shown. In reality
the bow shock or the Mach cone will be somewhere in this region. Consequently, the
more sunward the more accurate is the prediction. In b) the shapes of the magnetic
pile-up region and the diamagnetic cavity are presented.

is constant at a certain heliocentric distance and the nominal solar wind parameters are
appropriate, only one degree of uncertainty remains: the orientation of the magnetic field
in the yz-plane of the CSEQ coordinate system. Consequently, for the calculation of the
WoO, a cylindrical coordinate system is used, which is given by the Sun-comet line as the
cylinder axis and the radial distance to this line (Figure 5.2).

For each measurement objective that was agreed upon the RPC team, there are condi-
tions that specify the WoO. Some definitions are rather simple, for example the measure-
ment objective PICKUPION requests heliocentric distances smaller than 4 AU. Conse-
quently, the WoO for this measurement objective opens on 22nd May 2014. Other simple
definitions request specific time intervals, such as the first science sequence, which is the
first interval of measurements conducted by the lander on the nucleus. But, most of the
measurement objectives require the spacecraft to be in a specific region of the plasma
environment. Here, only some examples are given:

• Bow shock and Mach cone:
The measurement objectives BOWSHOCKDYNAMICS and BOWSHOCKMONITOR-
ING are intended to study the bow shock and the Mach cone. The first measurement
objective focusses on the dynamics in the bow shock or the Mach cone, such as the
heating and wave excitation and, therefore, requests the highest possible data rate.
In contrast the second measurement objective monitors the properties of the Mach
cone and the bow shock in a way that the evolution or its position can be studied on
the basis of the measurements. Both measurement objectives require a spacecraft
position in the bow shock or in the Mach cones. Although, both structures differ,
the hybrid simulations suggest that the Mach cone transforms into a bow shock if
the massloading of the plasma increases (Bagdonat and Motschmann 2002). Con-
sequently, both structures are modelled with the same shape; a hyperboloid (Figure
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5.3 a). The outer boundary is given by

rout(x) =
RBS fmax√

3

√
(−x+2RBS)2

R2
BS

−1 , (5.3)

and the inner edge by

rin(x) =
(RBS−w) fmin√

3

√
(−x+2(RBS−w))2

(RBS−w)2 −1 . (5.4)

RBS denotes the subsolar stand-off position of the bow shock or the Mach cone and
w represents the width of the shock, which is determined by the width of the current
layer at the bow shock in the hybrid simulations. For example, the bow shock in
the simulation discussed in Section (4.2) has a stand-off distance of RBS = 2000km
and a width of w = 200km. The asymmetry of the shape is considered in the flaring
factors fmax and fmin. They are defined by the minimal and the maximal ratio of the
bow shock distance at the terminator to the subsolar distance. For the simulation
discussed in Section (4.2), the distance of the bow shock at the terminator to the
nucleus varies between about 2800 km and 5000 km. Hence, fmin is 1.4 and fmax is
2.5.

In case of a Mach cone, no clear jumps in the field strengths occur and, this is why,
the width w increases. In addition, since a Mach cone is more asymmetric than a
bow shock, the minimum flaring factor is generally much smaller. Consequently,
the predictions of the bow shock and the Mach cones are more precise far upstream
of the comet.

• Magnetic pile-up boundary:
In contrast to other boundaries and regions, the magnetic pile-up boundary could
not be identfied in the hybrid simulations, yet. However, observations at other
comets suggested that such a boundary might be a common feature and this is why
RPC defines a measurement objective to search for this boundary. Consequently,
the current knowledge has to be recaptured.

The magnetic pile-up boundary was first discovered by the magnetometer onboard
the Giotto spacecraft during the 1P/Halley flyby (Neubauer et al. 1986). The bound-
ary is located between the bow shock and the cometary ionopause and is charac-
terised by a sharp jump in the magnetic field strength. The magnetometer onboard
Giotto observed a jump on the inbound leg from roughly 10 nT to 30 nT (Figure
1.2). The jump on the outbound path was not as well defined (Neubauer et al. 1986,
Neubauer 1987).

Other characteristics of the boundary are a decrease of the electron density and the
electron perpendicular pressure (Mazelle et al. 1989). In addition, Fuselier et al.
(1991) found an abrupt increase in the rate of charge exchange using the IMS in-
strument, which indicates a higher density. A decrease in the proton density was
also found by the IMS and the JPA instruments (Goldstein et al. 1987). Mazelle
et al. (1995) showed that the length scale of the boundary is smaller than the local
heavy ion gyroradius.

165



5 An Introduction to RPC Science Planning

Interestingly, the VEGA-1 and VEGA-2 missions to comet 1P/Halley found no evi-
dence of such a boundary in the cometary environment (Neubauer 1987). However,
during the flyby of the Giotto spacecraft at comet 26P/Grigg-Skjellerup, with the
closest approach distance of 330 km, a region with an enhanced magnetic field was
found that stretched over 2500 km along the trajectory (Neubauer et al. 1993). In
the electron data set obtained by the RPA instrument, Mazelle et al. (1995) found a
signature of the magnetic pile-up boundary at this comet.

By a minimum variance analysis of the magnetometer data Neubauer (1987) deter-
mined the positions of the magnetic pile-up boundary at 1P/Halley (rin = 136×103

km and rout = 262×103 km) and modelled the boundary with two models, as a half-
sphere on the dayside with a cylinder on the nightside and as a paraboloid. The half-
sphere has a radius of 2.19×105 km and its centre is located at (-6.7,-8.7,1.3)×104

km in CSE coordinates (cometocentered solar ecliptic coordinates), which differ
from the nucleus position. The semi-latus rectum of the paraboloid is 202×103 km
and the stand-off distance is 215×103 km. However, this paraboloid has an aber-
ration from the solar wind direction of 6◦. In order to explain the large discrepancy
between the inbound and outbound position, Neubauer (1987) suggests a temporal
variation of the incident solar wind. Another explanation of the huge discrepancy
is a flaring of the boundary on the outbound side and a non-flaring inbound side.

As follows from the minimum variance analysis, the boundary is either a tangen-
tial discontinuity or a slowly propagated rotational discontinuity (Neubauer 1987).
However, a stationary tangential discontinuity would prevent the transport of plasma
and magnetic field into the magnetic pile-up region, which is required to create
this region. The idea of a propagating rotational discontinuity is problematic be-
cause the boundary should not be present at other comets. Thus, the observation at
26P/Grigg-Skjellerup somewhat contradicts this idea.

The hybrid simulation which was presented in Section (4.2) reveals a clear magnetic
pile-up region, but on the upstream side no jump in the magnetic field strength is
present. The plasma interaction at Mars reveals a similar boundary, which is also
named magnetic pile-up boundary and characterised by an increase in the magnetic
field strength. Because of the larger amount of available data, Nagy et al. (2004)
found that the increase is in coincident with a sharp drop in solar wind proton den-
sity and an increase in the heavy ion density, which indicates a region commonly
called the ion composition boundary. Since it is present in the hybrid simulation,
the position of this boundary is used for the magnetic pile-up boundary. Because
this boundary reveals an asymmetry to the Sun-comet line, like all other boundaries
in our study (Section 4.2), two half-circles are used to model the position for the
WoO calculation (Figure 5.3 b).

• Diamagnetic cavity:
About five measurement objectives of RPC intend to study the diamagnetic cavity
and the cometary ionopause in detail. The diamagnetic cavity is modelled by a half-
sphere and a cylinder on the night side (Figure 5.3 b). The cylinder on the nightside
is motivated by the simulation in Section (4.2.2.2), where the asymmetry shifts the
ion tail away from the Sun-comet line and modifies the cavity.
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Because the diamagnetic cavity is the innermost region in the plasma environment,
it might be possible that the hybrid simulations cannot resolve the cavity. This is
why the WoO is open whenever the spacecraft is closer to the nucleus than a size of
three cells in the simulation.

5.2 The RPC WoO Tool

In order to satisfy all the needs arising from the planning and the limitations by the hybrid
simulations, the RPC WoO Tool has been developed as part of this work. The program is
written in C++, and it uses the Qt framework3 to generate a graphical front-end and the
SPICE tool kit4 to obtain orbital information of the comet and the spacecraft.

Because some of the measurement objectives request the spacecraft to stay in the same
region but might need different other parameters, such as instrument mode or pointing,
the regions in the program are computed independently from the measurement objectives.
Each region is modelled as an object of the region class, which stores information on the
region, i.e. the parameters needed to compute the region position and the shape. Conse-
quently, each object of this class can calculate the position or area where the structure,
boundary or region of interest is located. A second class handles the RPC measurement
objectives. An object of this class contains the information given by the RPC wiki and is
requested by the Rosetta project:

• ID: a unique identification of the measurement objective

• Duration (min/pref): the minimum and the preferred duration of the measurements

• Frequency (min/pref): the minimum and the preferred repetition frequency of the
measurement.

• PrefSchedulingCondition: the preferred scheduling condition defines additional
conditions for the scheduling of a measurement, e.g. as close as possible to the
nucleus or as most sunward as possible

• Pointing: the requested attitude of the spacecraft, either mandatory or optional

• ROMM (min/pref): a ROMM (RPC operation macro mode) defines the datarate
produced by the instruments to perform the measurements

• JointOps: lists the instruments which have to operate in parallel during this mea-
surement

In addition, each object has a link to the requested region and stores the times when the
measurements are possible, i.e. the WoO. Other classes handle the orbital information
on the comet and the spacecraft, such as the distance to the Sun and the position of the
spacecraft at the comet, or the gas production rate.

The program works as follows: after the program start, some initial parameters are
requested from the user which defines a scenario, such as the start and end time and the

3See https://qt-project.org
4See http://naif.jpl.nasa.gov/naif
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information on a segment. For each hour in this segment, the heliocentric distance of
the comet and the spacecraft position at the comet are calculated via the SPICE toolkit.
Depending on this information, the gas production rate of the comet, based on a pre-set
activity level, solar wind parameters, and the photoionisation rate at this point in time are
computed. In the next step, the positions of the regions are recalculated on the basis of the
gas production parameter via the interpolation scheme discussed above. Afterwards, it is
checked for each measurement objective if the spacecraft position is within the requested
region. In case the spacecraft enters or leaves the region, the time is recorded.

At the end, the program stores the time intervals when a measurement is feasible or
not, which are the WoO. In order to deliver these WoO to the RPC team and the Rosetta
project, the RPC WoO Tool generates a webpage for each segment. On this webpage one
finds a table which on the one hand contains all information of a measurement objective
in this segment, as listed above, plus a list of WoOs for this measurement objective. On
the other hand, with a granularity of six hours the table highlights for each measurement
objective, when a WoO is open during these six hours blocks. A granularity of six hours
is used, since the measurements of all instruments onboard the spacecraft are also sched-
uled with a granularity of six hours in the skeleton planning stage. Hence, with the help of
this table, the RPC planners5 can schedule the measurement during the skeleton planning
stage. Since, the information fields are copied into the spreadsheets of the skeleton plan-
ning by the RPC planners, as well, the ASPEN tool can perform a more detailed planning
of the measurements in the LTP stage.

5.3 Mission Planning: Status Report

As mentioned above, the WoO have to be computed for each of the RPC measurement
objectives for various cases almost continuously during the mission. In order to give an
example of the calculated WoOs, Figure (5.4) presents the WoO for a few RPC measure-
ment objectives in the segment MTP16b of the HAC. This segment starts on the 20th May
2015 and last until 2nd June 2015. At the time of writing, Rosetta is intended to perform
a close flyby during this segment. The distance between Rosetta and the nucleus will
vary between 19.9 km and 378.8 km. The gas production rate of the comet increases from
5×1027 s−1 to 6×1027 s−1. Despite the fact that the solar wind parameters and also the
photoionisation are different from those used in Section (4.2), the comparable gas produc-
tion rate indicates that the state of the plasma interaction is comparable to those discussed
in Section (4.2). Hence, a fully developed bow shock and a diamagnetic cavity should be
present.

As can be seen in Figure (5.4), the diamagnetic cavity will be crossed on the 23rd May.
The WoO for the measurement objective CAVITYINVESTIGATION opens for 7 hours,
from 06:00 to 13:00. Before and after this timeperiod, the WoO for the measurement ob-
jective IPAUSESTABILITY is open. Since the spacecraft approaches the point of closest
approach from the nightside, i.e. between 18 o’clock and 6 o’clock local time, the space-
craft will cross the ionopause on the nightside as well. In this region, the measurement

5A team of RPC team members which schedules the measurements within a segment in the skeleton
planning stage and is responsible for a segment from the skeleton planning stage to the MTP planning
stage.
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Figure 5.4: An overview of the WoO for a few measurement objectives during the MTP16b, which
starts on 20th May 2015 and ends on 2nd June 2015, in the HAC. At the time of writing,
a close flyby was planned during this interval. The bottom panel shows the cometo-
centric distance of the spacecraft versus the time by a red solid line. The closest
approach distance of about 19.9 km will be reached on 23rd May 2015 at 09:07. Dur-
ing this segment, the maximum distance will be about 378.8 km. Coloured intervals
in the upper panel indicate when the required location is met and the measurement
objective could be scheduled. For the sake of simplicity, only nine of 40 measurement
objectives are presented here.

objective IPAUSENIGHTSTRUCT can be scheduled. Since the flow of the plasma in this
region is radial, the WoO for the measurement objective COMADEVCLOSE opens. Dur-
ing the remaining time the spacecraft is in a plasma where the flow does not move radially
from the nucleus and the measurements for COMADEVFAR can be performed, therefore
the IES instrument requests solar wind pointing. On the outbound path, the spacecraft
is located on the dayside and close to the ion composition boundary. Thus, the WoO for
the measurement objective PILEUPBOUND opens. In addition, the figure indicates that
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Figure 5.5: An overview of the major plasma structures and boundaries at comet 67P/Churyumov-
Gerasimenko during the comet phase of the Rosetta mission for the LAC (a) and the
HAC (b). In both plots, the subsolar distances are shown. More details are given in
the text.

the measurement objective COMACOMPOSITION can be scheduled within two timepe-
riods. This measurement objective requests a spacecraft distance closer than 300 km to
the nucleus. In order to guarantee measurements at least in a monitoring mode, with all
RPC instruments in normal mode, the WoO for the measurement objective COMETSUR-
VEYNOMINAL is open at any time. As mentioned above, in this example only a very
limited number of measurement objectives are presented as an example.

Because the mission planning is still ongoing at the time of writing, a complete picture
of the predicted plasma interaction on the basis of these new interpolation scheme and the
simulation cannot be given, yet. Instead, an estimated overview based on lessons learned
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from this thesis and a simple analytical model is presented. Such an overview was also
presented by Koenders et al. (2013), which is, however, based on the old gas production
model by Lamy et al. (2007).

In a current version, which is shown in Figure (5.5), some improvements have been
made. The figure shows the distances of plasma structures along the Sun-comet line over
the time during the escort phase for both activity cases. At large heliocentric distances
the gas production rate is low. Thus, only a Mach cone is triggered. In the beginning,
the Mach cone is mostly present downstream and only a small footpoint is present on the
dayside. Hence, the subsolar stand-off distance is small. However with an increasing gas
production rate, the stand-off distance increases (Bagdonat and Motschmann 2002). This
increase is only estimated by a logarithmic fit, since the gas production rate of the comet
grows exponentially. At a distance of about 1000 km, the Mach cone transfers into a bow
shock, as discussed in Section (4.1). In the case of the HAC, this occurs at the end of April
2015, while in the LAC the bow shock is only fully established in mid-June. In order to
calculate the stand-off positions of the bow shock during the perihelion passage, Equation
(4.9) is used. While the bow shock will reach a maximum distance of about 5400 km in
the HAC, it will only reach 1500 km in the LAC.

The latter distance is reasonable to be reached by the Rosetta spacecraft with a limited
amount of time and fuel. Hence, RPC requests a dayside excursion to study the dayside
of the cometary plasma environment and a fully developed bow shock. Currently it is
planned that this excursion will reach distances of 1500 km with an angle of about 55◦

to the Sun-comet line. Because of limitations in the planning process, the excursion can
only be placed in the same segment for the two cases, i.e. HAC and Preferred Activity
Case. Hence, on the basis of hybrid simulations the segment MTP21b, in October 2015,
has been selected. For the HAC a crossing of the bow shock is not likely with this tra-
jectory, but, as demonstrated in Section (4.1), the stand-off distance strongly depends on
the solar wind parameters. For example, some small fluctuations of the interplanetary
magnetic field lead to large variations in the stand-off position and the bow shock might
pass the spacecraft during this excursion. However, the more likely scenario is the pre-
ferred activity case, which currently predicts a gas production rate of 125 % of the LAC.
In this scenario, the hybrid simulation reveals that the bow shock will be crossed by the
spacecraft trajectory. Consequently, RPC will gather data of the evolution of a Mach cone
to a bow shock during the mission.

Closer to the nucleus, one finds the magnetic pile-up region. Since no analytical model
is available to describe the position of this region, it is assumed that maximum distance of
this region is about twice the size of the diamagnetic cavity. The size of the diamagnetic
cavity is obtained from the model by Cravens (1986). In this model, it is assumed that the
magnetic pressure and the ion-neutral friction force balance each other at the cometary
ionopause. Furthermore, it assumes a stagnant plasma flow and discusses only radial
changes:

1
2µ0

∂xB2 = kcoll
n nCImCInCNuCN . (5.5)

The plasma density at the cometary ionopause can be estimated by the photochemical
equilibrium (Equation 2.101) and the neutral gas density close to the nucleus is given by
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Equation (2.7). Hence, the equation can be converted to

∂xB2 = 2µ0kcoll
n

√
νQ

4πuCNα(Te)r2 mi
Q

4πuCNr2 uCN . (5.6)

After an integration from r = ∞, which is in the magnetic pile-up region, to r and the use
of B = 0nT at the cometary ionopause, this equation yields

rcs =
√

µ0kcoll
n mCI

(
ν

uCNα(Te)

)1/4( Q
4π

)3/4 1
Bpile−up

(5.7)

as the distance of the cometary ionopause to the nucleus.6

Bpile−up denotes the magnetic field strength in the magnetic pile-up region at r = ∞.
This field strength can be estimated by assuming that the entire solar wind ram pressure
is equal to the magnetic pressure in the pile-up region (Huddleston et al. 1992b)

Bpile−up =
√

2µ0mSWnSWv2
SW . (5.8)

However, if one applies this to the scenario discussed in Section (4.2), one gets a maxi-
mum magnetic field strength of Bpile−up = 63.3nT, which is below the maximal magnetic
field strength observed in the simulation of B = 78nT. An evaluation of Equation (5.7)
leads to a radius of the diamagnetic cavity of about 30 km, in case the maximum magnetic
field is 63.3 nT, and about 24 km, in case of B = 78nT. This is comparable to the result of
the hybrid simulation. However, at larger heliocentric distances the kinetic effects become
more important and the fluid approach collapses. This is why the diamagnetic cavity is
not shown at larger heliocentric distances.

As already mentioned above, Rosetta will perform a number of close flybys during the
mission. These close flybys will have closest approaches of 8 km to 20 km. Hence, a de-
tection of the diamagnetic cavity by the RPC instruments seems to be reasonable, but the
time in the cavity will be very limited. Because of navigational constraints, the spacecraft
moves to large distances from the nucleus, for example about 400 km in MTP16b in HAC.
Consequently, these close flybys can be used by RPC to observe all major structures in
a very limited amount of time. However, in order to prepare those few close flybys the
hybrid simulations and the resulting WoO are absolutely necessary. Only by doing so, a
success of the RPC measurements can be achieved.

6The deduced equation seems reasonable and has the same functional dependency to Q and Bpile−up as
the Equation (20) given in Cravens (1986). However, both equations produce different distances for the
same parameters. This might be caused by a different expression for the photochemical equilibrium
used by Cravens (1986). However, in contrast to the equation by Cravens (1986), the equation which is
deduced here is not able to reproduce the observed ionopause distance at comet 1P/Halley.
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6.1 Summary

In this thesis the plasma interaction between comet 67P/Churyumov-Gerasimenko and
the solar wind has been studied using numerical simulations. This interaction is caused
by several processes taking place in the neutral cometary atmosphere, such as photo-
ionisation or recombination. Depending on the gas production rate of the comet, the
formation of various plasma structures and boundaries, e.g. the anti-sunward plasma tail
or the diamagnetic cavity, is triggered.

With the arrival of the Rosetta spacecraft and the start of the measurements at comet
67P/Churyumov-Gerasimenko, a unique opportunity for the cometary science community
has started. However, the measurements of the cometary physics have to be prepared and
planned beforehand. This is especially true for the plasma measurements conducted by
the experiments of the Rosetta Plasma Consortium (RPC), which can only be successful
if the spacecraft is in the right place at the right time and if the instruments are in an
appropriate mode. Hence, the best possible predictions on the positions and the physics
of the various structures and boundaries in the cometary environment have to be made
prior to the measurements and considered in the mission planning. Consequently, the
aim of this thesis is to make these predictions, to support the mission and to ensure the
scientific success.

In order to achieve this aim, the processes that eventually lead to the plasma structures,
i.e. photo-ionisation, charge exchange, recombination, and electron excitation processes
and cooling mechanisms have been reviewed and their impact on the cometary plasma
environment has been studied. The formation and evolution of the plasma structures has
been analysed by means of various plasma models. Especially, the promising A.I.K.E.F.
(Adaptive Ion Kinetic Electron Fluid) code, which considers the kinetic motion of the
ions, has carefully been reviewed. The implementations of the important processes were
newly developed or at least optimised and revised in such a way that they can make use
of the hierarchical mesh of the A.I.K.E.F. code. This hierarchical mesh is of particular
importance since the cometary plasma interaction triggers structures on very different
spatial scales. For example, 67P/Churyumov-Gerasimenko will have a bow shock stand-
off distance of about 2000 km at about 1.3 AU distance from the Sun, whereas the smallest
structures only have a width of about 25 km, as predicted by this thesis. Furthermore,
this work suggested and used a new model for the boundary conditions at the upstream
boundary of the simulation box. The extended upstream boundary conditions describe the
physics upstream of the hybrid simulation box, e.g. the pick-up of the cometary ions and
the reduction of the solar wind velocity, with a one-dimensional semi-kinetic approach.
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This boundary condition saves computational resources since a smaller simulation box is
required and, by that, quantitative and reliable estimations of the position of boundaries
were obtained by global 3D hybrid simulations for the first time ever. In addition, it
was shown that due to the implementation of the improvements of the A.I.K.E.F. code
by Ranocha (2013), i.e. a solver for the pressure equation of the electron fluid, and the
adaptation to the cometary environment, the temperature of the electrons in the innermost
coma can be modelled self-consistently. The advanced A.I.K.E.F. code is well suited
to describe complex atmospheric processes, e.g. the photochemical equilibrium or the
cooling of the electrons by water excitation, but is also able to gain a remarkable resolution
with very low numerical smoothing values, which made the discovery of new effects
possible.

By means of the improved A.I.K.E.F. code various simulations of the cometary plasma
environment have been conducted to explore the plasma environment of comet 67P/Chu-
ryumov-Gerasimenko during the Rosetta mission. In the first months of the escort phase
of Rosetta the gas production of the comet is small, about two orders of magnitude below
the expected maximum value. Consequently, the interaction between the comet and the
solar wind will be only very weak. The simulations predict that Rosetta will explore an
uncharted type of plasma interaction, which has never been observed so far. It was found
that the interaction on large scales, i.e. large in comparison to the ion inertia length, is
dominated by the cometary pick-up ion tail. This cycloidal ion tail, which has also been
observed in previous studies, continuously triggers fast magnetosonic waves in the solar
wind, which have not been predicted by previous studies so far. Especially at the cusps
and the long edges of the pick-up ion tail, those waves form Mach cones. Hence, along
the pick-up ion tail a regular pattern of Mach cones are formed. Since the multifluid MHD
code was only partially able to reproduce the effects due to limitations in this model, this
work emphasises the worth of the hybrid simulation for the Rosetta mission planning.

However, in comparison to the effects on large spatial scales, the direct environment
of the nucleus is much more important for the mission as a consequence of the trajectory
design of the spacecraft. The hybrid simulations predict that the RPC instruments will be
able to observe the beginning of the pick-up ion tail. In contrast to the anti-sunward ion
tail at strongly active comets, the pick-up ion tail is orientated perpendicular to the solar
wind flow. Furthermore, RPC will observe the footpoint of the Mach cone, which is de-
tectable by the solar wind deflection and an enhanced magnetic field strength. In addition,
the hybrid simulations presented in this thesis predict the presence of a wave pattern in
direct vicinity of the nucleus. The waves propagate close to the plane containing the mag-
netic field. In case of a perpendicular orientation of the magnetic field, the corresponding
phase fronts with a wavelength far below the ion inertia length are parallel to each other
in a hemisphere and are placed next to the nucleus and the pick-up ion tail. Upstream
of the nucleus and the pick-up ion tail these phase fronts intersect. In general, the ob-
served structures are comparable to whistler waves observed at magnetised asteroids. In
this thesis it was found that the waves at the comet reveal a frequency close to the proton
gyrofrequency in the comet frame and that the oscillations are present among others in
the magnetic field and the cometary ion density, but the solar wind ion density remains
constant. Although a final conclusion could not be drawn yet, the study indicates that the
observed waves are whistler waves, which are triggered by the presence of cometary ions
in the solar wind flow.
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In a first preliminary comparison to the magnetometer data from RPC measured at the
comet, a similarity to the waves in hybrid simulations was found. This indicates even
more strongly that the hybrid code A.I.K.E.F. is not only very valuable for the mission
planning, but also for data analysis afterwards, since the simulations presented in this
thesis are the first simulations which predict such a wave activity.

As the comet approaches the Sun, the gas production rate increases and the Mach cone
will transfer into a bow shock. In their pioneering work, Biermann et al. (1967) found that
the cometary bow shock is triggered when the mass density in the solar wind flow exceeds
a critical value. Hence, the position of the bow shock strongly depends on solar wind
parameters but also on the ionisation profile, i.e. the mass source. Since the predictions
of the bow shock position in the various existing models differ to a large extent, i.e.
several thousand kilometres, these models have been revisited in this work. Therefore,
a large number of hybrid simulations were run in order to determine the positions of
the bow shock and its behaviour if different parameters are changed. These positions
are compared to the other models afterwards and a similar behaviour was found to the
fluid model by Biermann et al. (1967) and magnetohydrodynamic models in case of a
variation of the gas production rate and the solar wind density. However, as a major
result of this study, a completely divergent behaviour was found in case of a variation
of the magnetic field strength and the solar wind velocity. The hybrid simulations, for
example, predict that the bow shock stand-off distance varies by about 3000 km if the
magnetic field strength changes by only 7 nT. Since the magnetic field strength and the
solar wind velocity determine the characteristic scales of the ion motion, a modified mass
source for fluid models is proposed. In contrast to the classical mass source, the new
mass source considers a finite pick-up time, which is required by the ions to accelerate
to speeds comparable to the solar wind speed. Using this modified mass source in the
magnetohydrodynamic model by Flammer and Mendis (1991), the bow shock positions
obtained with the hybrid model can be reproduced and the differences between the various
models are now comprehensible. Another lesson learned from this study is that the bow
shock is much closer to the comet than predicted by the other models. Hence, a crossing
of the fully developed bow shock by the Rosetta spacecraft is more likely. Furthermore,
this study showed that small variations of the solar wind parameters can shift the bow
shock to a large extent, which makes a detection of the bow shock by RPC even more
likely. Based on this the decision was made to perform a special dayside excursion with
the Rosetta spacecraft. During this trajectory segment Rosetta will be able to study the
fully developed cometary bow shock. Hence, RPC is able to study the evolution from
the onset of activity to the Mach cones, and their transition to a fully developed cometary
bow shock.

In a next step, the innermost coma and the interaction region of comet 67P/Churyu-
mov-Gerasimenko in the active phase were studied in this thesis. For the first time ever, a
global hybrid simulation was able to resolve the innermost interaction region sufficiently
to allow for an investigation of the plasma boundaries in that region (Figure 6.1). The
simulation predicts the presence of a magnetic barrier, a cometary ionopause, a recombi-
nation layer, an inner shock, and a diamagnetic cavity. So far, those structures have also
been identified in single-fluid MHD simulations and in observations at comet 1P/Halley.
However, the hybrid simulation also reveals a shift of the entire interaction region, and
all related structures and boundaries therein, away from the Sun-comet line. It was found
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Figure 6.1: A three dimensional picture of the structures in the innermost coma of an active comet.
The figure is based on the simulation result presented in Section (4.2) and was created
in cooperation with the ZIB (Zuse Institut Berlin and the DLR (Deutsches Zentrum für
Luft- und Raumfahrt). The blue lines represent magnetic field lines in the magnetic
pile up region. This region is highlighted by an orange volume rendering of the mag-
netic pressure, which is also presented by a cross-section. Parts of the current density
are shown as grey lines separating the magnetic pile-up region and the diamagnetic
cavity. The transparent isosurface shows the position of the inner shock, where the
Mach number is equal to one.

that this shift is caused by the pick-up of the cometary ions upstream, which then leads to
the deflection of the incoming flow.

In addition, this simulation is the first hybrid simulation which is able to reproduce the
cold electrons in the innermost coma self-consistently. Further ion kinetic effects were
found by the analysis of individual ion velocities at different places in the innermost coma.
The simulation showed that the cometary ions reveal a ring-beam distribution upstream
of the bow shock. This distribution suddenly broadens after the bow shock crossing. The
solar wind is also broadened, but it cannot reach the innermost region. There, the hybrid
simulation predicts three distinct cometary ion populations, which are visible in the phase
space. In the first population one finds cold ions created by ionisation and ion-neutral
collisions, moving in radial direction away from the nucleus with the same speed as the
neutral gas. A second population of slow cometary ions moves towards the nucleus, but
they move around the diamagnetic cavity and cannot enter this magnetic-field free region.
In contrast to this, the third ion population has a higher speed and can penetrate into the
cometary ionopause and the diamagnetic cavity. Hence, this study predicts an energy
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bifurcation at the inner most boundaries, which might be observed by the experiments on
Rosetta. These results show that a hybrid model is needed in order to study the global
plasma interaction of comet 67P/Churyumov-Gerasimenko during the active phase.

This thesis showed that the kinetic effects are a key part in the description of the
cometary plasma interaction region of weakly active as well as of strongly active comets.
In addition, the presented studies in this thesis reveal that the A.I.K.E.F. code is a valu-
able tool for the prediction of the plasma environment of comet 67P/Churyumov-Gera-
simenko. It is the only model that is able to describe the weakly active phase of the
cometary plasma interaction as well as that of the strongly active phase precisely. Con-
sequently, the hybrid code A.I.K.E.F. is the best available plasma model to prepare the
measurements of RPC.

In order to satisfy the needs and requirements of the mission planning, a software tool,
the RPC WoO Tool, has been developed as part of this work. The RPC WoO Tool cal-
culates the Windows of Opportunities, which indicate time segments when the spacecraft
is in an appropriate position to perform measurements of an interesting plasma struc-
ture or boundary, on the basis of pre-calculated A.I.K.E.F. simulations. These Windows
of Opportunity are the basis for the subsequent and ongoing RPC science planning and
guarantee that the consideration of the best possible predictions in the mission planning
of RPC.

6.2 Outlook

In the upcoming two years, including a mission extension, the Rosetta spacecraft and the
RPC instruments will perform unique measurements. In order to collect the best possible
data, the predictions of this thesis about the location of plasma boundaries and structures
are currently used and will be used during the mission.

However, as Rosetta stays close to the comet for an extended period of time, new find-
ings will occur and the understanding of physical processes, such as the electron cooling,
have to be revised. Consequently, the A.I.K.E.F. code has to be improved to refine the
predictions. The neutral gas profiles have to be improved and adapted to the measure-
ments, i.e. the nucleus’ shape, immediately. The required routines are already included
in the A.I.K.E.F. code. They have been newly developed or optimised and revised during
this thesis.

In addition to the questions related to the Rosetta mission, improvements of the hybrid
code A.I.K.E.F. should be considered, as well. Among those, an update and improvement
of the solver for the electric field and for the magnetic field should be on the agenda.
This update will allow for a further reduction of the numerical smoothing as well as for
enabling an improved description of boundaries. Only by doing so, the A.I.K.E.F. code
will still be groundbreaking, as shown in this thesis, and will also be able to produce
results in the future.

Besides the predictions and the evolution of the A.I.K.E.F. code, the analysis of the
measurements by Rosetta will reveal new findings. However, in order to understand
these measurements, global simulations of the plasma environment are required. This
has briefly been demonstrated in the case of the weakly active phase (Section 3.3), where
the simulations of this thesis reveal the real character of the waves and the interaction
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pattern. A possible topic to be considered in the plasma environment will be dust grains.
As reported, on board the spacecraft there are three instruments dedicated to the study
of dust particles. The RPC instruments will observe effects which are caused by charged
dust, as well. Numerical simulations, such as those performed with the A.I.K.E.F. code,
will allow to link the different observations and gain knowledge on the dust properties
and their distribution in the coma and, thereby, also on the comet.
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