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Abstract

The thesis “Multi-spacecraft analysis of the solar cor@t@tma” deals with two dierent
approaches in the analysis of the solar corona: an obsenehtand a theoretical one.

The first approach aims at the reconstruction of the 3D straaf phenomena in the
solar corona using data obtained by multiple spacecraftus®e observations from three
spacecraft: Solar Terrestrial Relation Observatory (SEBRA and B and Solar Dynamic
Observatory. The observed and analyzed solar phenomepgweninences and CMEs.
For the analysis of the observed phenomena we extended ahéedap 3D stereoscopic
reconstruction method, called MBSR (Multi-view B-splinef&oscopic Reconstruction)
which was developed as part of this thesis. The MBSR methediHarge spectrum of
possible applications to solar phenomena, from corongdddo coronal mass ejections
(CME). We applied the MBSR method to two eruptive prominane@ich evolved into
CMEs.

In one of the events a bright patch of low polarized radiatias observed in corona-
graph images of the CME core, which was presumably causetHayrasonant scatter-
ing. This dfect is not common since at the usual coronal temperaturbe aeight of the
analyzed CME, one expects the plasma to be fully ionized.pbi@rization ratio method
failed to retrieve a meaningful location of the bright patchherefore, we applied the
MBSR method and determined its probable 3D position in theE@dre. For the second
event we make use of simultaneous data from three spacesptolveconstruct the 3D
location of the highest ridge of a rising prominence and thre @and leading edge of the
CME which evolved from it. We follow the evolution of the etign from the time of
the initial rise of the prominence until the CME core leavesfield of view of the COR1
coronagraph. We calculate various parameters which clesize the 3D curves, such as
the propagation direction, the rise velocity, the angulaitivof the prominence and of
the CME core and their rotation.

The second approach is related to the extrapolation of tremebmagnetic field from
a photospheric magnetogram using the NLFFF (non-lineaeffree field) model. It is
generally accepted that coronal loops observed in EUV imageline magnetic field
lines. The results from many conventional magnetic fieldagpdlations show, however,
large discrepancies between the extrapolated magnetldifiek and the observed coronal
loops, typically they deviate by angles of the order of 20rdeg. We therefore introduced
an additional observational constraint to the extrapotaticheme by requiring the field
also reproduces 3D reconstructed coronal loops. This isa®th by minimizing the local
angles between the extrapolated magnetic field and therntgethe coronal loops. We
call this new method stereoscopic - nonlinear force-frelel {i8-NLFFF) extrapolation
method because the shape of the coronal loops is recomstriroim EUV images by
stereoscopy. In the thesis we present the S-NLFFF methotkatslof it with synthetic
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data.

The thesis is structured in six chapters: in Chapter 1 we giventroduction to the
studied solar coronal phenomena; in Chapter 2 we presemeltisods which we devel-
oped for analyzing prominences, coronal loops and CMEs dsawéose for computing
the coronal magnetic field. Already existing methods emgiblgere are also described.
in Chapter 3 we present the spacecraft and instruments wiadinave used for our data
analysis. Chapter 4 presents the application of the MBSR emod the analysis of two
coronal events. In Chapter 5 we present the tests for S-NIokédrel. Chapter 6 contains
conclusions and a brief outlook.
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1 Physics of the solar corona

1.1 Introduction

The corona is the outer most layer of the solar atmosphelé starts at around 3000
km above the solar surface, but it does not have a well defioezt boundary. During

a total solar eclipse, the solar corona can be observed eeryately. However, solar
eclipses are relatively rare and short-lived events. Thezeground-based instruments
which replace the Moon by an artificial occulter were corgird after the beginning of
the 20th century.

The solar corona is highly influenced by the magnetic agtnithe photosphere. We can
observe this influence in Fig. 1.1 which shows twfietient snapshots of the solar corona
during solar eclipses.

Figure 1.1: Images taken during two solar eclipses. The mupmage was recorded in
2001 during maximum solar activity (htfpwww.mreclipse.com). In the lower
panel we see an eclipse during minimum solar activity resdrdn 1998
(httpy/solar-center.stanford.edu).

1The solar atmosphere is composed of four layers: the phlaéospthe chromosphere, the transition
region and the corona.
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1.1 Introduction

A strong magnetic activity at the photosphere correspoadgreamers, i.e. bright
regions of closed field line oriented in allftérent directions. As the coronal plasma is
trapped on magnetic field lines, the appearance of the cascesin the upper panel of
Fig. 1.1. In contrast, at low magnetic activity, coronal meic field is dominated by a
bipolar configurations and the appearance of the cororedusiers is more elongated at
the equatorial plane (lower panel of Fig. 1.1).

The coronal radiation in white-light, as observed duringpses, has two compo-
nents: F-corona and K-corona. The F-corona (F for Fraumhafenostly present from
approximately 2 R (solar radii) and is due to the scattering of the photospHgit at
the interplanetary dust particles. The spectrum of themer@shows the dark Fraunhofer
absorption lines of the photospheric spectrum. The K-ca(ghfor “Kontinuum?”) is due
to the scattering of the photospheric light on the free eb&xst Its continuous spectrum
resembles the photospheric spectrum without the absarlnties (Stix 2002).

Another component of the solar corona is the E-corona (E &omssion) which is due
to the spectral emission (from radio waves to extreme ultveevand X-rays) produced
by highly ionized atoms at temperatures of millions of Kelvrig. 1.2 shows two images
of the solar corona in two emission wavelengths. In most gignslines the plasma is

Figure 1.2: The left image shows the Sun in the emission line=a195 A of Fe XlI recorded by
EUVI onboard STEREO (httfycdaw.gsfc.nasa.gov). The right image was recorded
by the Yohkoh spacecraft. It shows the Sun in the waveleragthe between 345 A
of soft X-rays (http/solar.physics.montana.edu).

optically thin and hot with temperatures larger than 10 0Q0rka steady state and in
ionization? and thermal equilibrium.
Some of the processes which contribute to the emission iodrena are:

e Spontaneous emission occurs when an electron falls fronglaehienergy level
(E,) to a lower energy levelH,,) with the emission of a photon with the energy

2The ionization equilibrium is the equilibrium between thalisional ionization and the radiative and
di-electronic recombination (Aschwanden 2004).

11



1 Physics of the solar corona

hV = En - Em.

e Free-free emission (also called bremsstrahlung) occuesvaim electron with en-
ergy E. is non-elastically scatteredtfaan ion and emits a photon with the energy
hv = E. — E¢, whereEs is the energy of the out coming electron.

¢ Radiative recombination occurs when a free electron reaoeshwith an ion. When
the energy of the free electron is higher than the energy iewehich was trapped
(En), a photon is emitted with the enery = mev? — E...

¢ Di-electronic recombination occurs when a free electrarafgured into an excited
state and at the same time a bound electron is excited faltwe decay of one or
both of the electrons into a lower energy level.

For the theoretical understanding of the physics of therwom large scales, we have
to introduce the laws of magnetohydrodynamics. By “largdess’ we here mean scales
well beyond the ion gyroradius and the ion inertial lengthvaich the coronal plasma
can be described as a fluid. Typically, the above mentionedsoales are only a few
kilometers and well below the spatial resolution of currgwiair telescopes.

1.2 Magnetohydrodynamics

Magnetohydrodynamics (MHD) describes the dynamics of Alizsigonductive fluid (“hy-
dro”) in a magnetic field (“magneto”).
MHD can be applied to fluids which fulfill certain criteria {Est 1982):

e The fluid is electrically conductive.
e Plasma can be considered as a single fluid.

e Plasma is electrically neutrah( — n_ << n,,~ n_ with the number densities of
positive and negative ions).

e The evolution of the plasma is considered to be slow in theesémat its time-scale
of evolution is larger than the collision times and its ldngtale is larger than the
mean free paths of individual particles, ions and electrding plasma is assumed
to be in local thermodynamic equilibrium (LTE).

e Since material and phase speeds involved are much lowethkagspeed of light,
the plasma evolution is treated non-relativistically.

The magnetohydrodynamic equations combine the nonarisiiti approximation of
Maxwell’s equations and the Navier-Stokes equation for diieamics of the neutral
plasma extended by the Lorentz-force term, the adiabatdaya, the continuity equa-
tion of the plasma and Ohm’s law. As we are interested mor&enmagnetic field’'s
behavior, we will present only the electromagnetic equmstio

3The single fluid condition may be used due to the slow evafutitthe electrons and the ions.

12



1.2 Magnetohydrodynamics

In the reduced form of Maxwell equations, the non-relatigiassumption above al-
lows us to neglect the displacement current from Amperas la

VXB=ug, (1.1)
oB
V-B=0, (1.3)

whereE andB are the electric and magnetic fieJdrepresents the current density and
Ho IS the magnetic permeability in vacuum. The Ohm’s law givesrelation between the
current density and the total electric field:

j=0(E+vxB), (1.4)

wherev is the flow velocity andr is the electric conductivity assumed here to be
isotropic.

A very important equation for solar physics which descritesevolution of the mag-
netic field with time when the velocity field is known, is thelirction equation. The
induction equation can be obtain from Maxwell's equatioambined with Ohm'’s law.
Rewriting the Ohm’s law (Eq. 1.4) asE = v x B — j /o, applying the curl operator on
the new equation, then inserting into it the Faraday (Eq). dn2 Ampere’s law (Eq. 1.1)
and using the vector triple product, we obtain the inducéquoation:

a—B:Vx(va)JriVZB, (1.5)
ot Uoo

We can introduce = 1/(ue0), which is called the magneticféiusivity. The induction
equation is valid in this form for a constamt The ratio between the two terms from the
right hand side of the induction equation (1.5) is called n&g Reynolds number and
indicates when one of the two terms can be omitted to loweksror

_ [V x (v x B)|

Rm
InAB|

(1.6)

For a typical length scall and velocityVy, Reynolds number can be approximated
with Ry, = V%IO.

WhenR, << 1 the Lorentz force is small and we are in th&ukive limit In this
case, the time change of the magnetic field is characterizéugdifusive termy; V2B =
nB/(lg)?. In this diffusive limit, the magnetic field can move freely through thaspha.
For a certain length scalg, magnetic field dfuses according to afiusion time scale
given byrq = 13/n. In a fully ionized plasma the fiiision time scale depends on the

2 -3/2 .
plasma temperaturesy ~ 10°° N—"m] [H s. For the solar corona, where the typical

length scale i$; = 10° m and typical temperature & = 10° K, we obtain a dfusion
time scale ofrq ~ 10'?s~ 31710 years.

13



1 Physics of the solar corona

For a typical velocity in the corona ef 10° ms™, the Reynolds number amounts to

Rn = \ITOOTd ~ 10%. Therefore, for the corona the conducting limjtplies(R, >> 1).

In this case the evolution of the magnetic field is describgd?= V x (v x B) which
means that the plasma can move freely along the field linefbuatotion perpendicular
to the magnetic field lines the plasma and the field are ingipaied together. This is the
so-called frozen-in flux condition.

1.3 Plasma beta

Plasmag is the ratio of the plasma pressure over the magnetic pres<bary (2001)
calculated the plasma beta infférent regions of the solar atmosphere, above a solar
active region. For these calculations, he combined a patdigid magnetic model with
various density and temperature observations féemint heights. The resulting profile
of the plasma beta with height above an active region fronpti@osphere is presented

in Fig. 1.3. The gray area indicates the range of estimatemlues. The left boundary

Plasma beta model

10— AR
i Solar Wind
[ Acceleration Region B>1
10°F
~ 10?2} Corona
E E
=
N |-
£ 10t
2 ]
Q [
I \
10° - a
Chromosphere ]
10* '_Photosphere \
B>1 -
10* 103 1072 107 10° 10" 10

Beta(16TtKT/B?)

Figure 1.3: Approximate range of the plasma beta versushheigove an active region in the
solar atmosphere adapted from Gary (2001). The left boyntdack thick line)
corresponds to the sunspot region while the right boundaresponds to the plage
area of the active region (Gary 2001).

of the gray area in Fig. 1.3 corresponds to a sunspot umbreauBe of the very strong
magnetic field over the umbral area, the plasma beta remesaghan unity at all heights
down to the photosphere. The right hand side boundary inERjcorresponds to plage
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1.4 Creation and the emergence of the magnetic flux

areas which occupy most of the active region (AR). Accordmthis model (Fig. 1.3),
in plage areag3 may rise to 100 which is the value assumed to dominate belewdtar
surface. But at coronal heights, above the transition regidecreases well below unity.

If we consider a coronal temperatufe= 2 - 10° K and a number density = 1.2 -
10 m3, typical for bright loops from active regions (Reale 2010% obtain a plasma
pressure of

p = nKgT = 0.5 Pa, (1.7)

whereKg = 1.38- 107 JK™ is the Bolzmann constant. For a magnetic fieldBo&
100 G= 1072 T, the plasma beta becomes

P 2uop

P = B~ B

=001, (1.8)

whereug is the vacuum permeability.

1.4 Creation and the emergence of the magnetic flux

The coronal magnetic field is generated below the solar ceurfen order to understand
how the magnetic field is created we need a short introduttidhe inner layers of the
Sun. The interior of the Sun is composed of three main laylees;ore, the radiative zone
and the convective zone. Much of the knowledge about thgseddas been gained from
modeling stellar evolution and more recently from heliss®logical observations.

The coreextends from the Sun’s center to approximate® B,. Here, the energy
is generated by nuclear fusion of hydrogen. The temperaindethe density drops (see
Fig. 1.4) from 15 10° K at the center te- 5- 1(° K at the outer boundary of the core,
which causes the nuclear reaction rate to decrease towardsite boundary. The energy
generated by fusion process is mainly set free in the formigti Bnergy photons and
neutrinos.

The radiative zonsurrounds the core and extends to approximatelyRd. In this
layer the high-energy photons produced inside the coreagliated to the outer layers of
the Sun. The time for a photon to arrive at the outer boundhtlyi® zone is very long
due to its repeated scattering at free electrons. The tetyercontinues to drop from
5.10° K at the core boundary to-2(° K at the outer boundary of the radiative zone (see
Fig. 1.5).

The tachoclinas a very thin layer centered at 0.7 R, and with a thickness of
0.04 R, (Charbonneau et al. 1999). Helioseismic observations bhwe/n that at this
interface region, between the radiative zone and the ctimeexone, the rotation which
is approximately solid below, becomes latitude dependentélled diferential rotation)
towards the surface, in the way that the Sun’s equator ta28% faster than the pole
regions.

The convection zonés the subsequent region which reaches up to the photosphere
(see Fig. 1.4). The negative outward temperature gradiethiree orders of magnitude
provides the gravitationally unstable condition for aremge convection and affieient

15



1 Physics of the solar corona

Figure 1.4: The internal structure of the Sun (adapted from
httpy//www.astro.cornell.edacademicgoursegastro20Isun_inside.htm).
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Figure 1.5: The radial temperature (left) and density @ighofiles in the Sun
(adapted from httpsolarscience.msfc.nasa.gioterior.shtml).

transport of energy (Fig. 1.5). This layer is of great impaode for the creation, suste-
nance and emergence of the magnetic flux in the outer layers.

At the bottom of the convection zone which coincides with tioghocline, the mag-
netic flux is generated by fllerential rotation (Fisher et al. 2000). The mechanism which
generates and maintains the magnetic flux is considered ® dmdf-excited dynamo
(Solanki et al. 2006). An essential ingredient of the solaraino is diferential rotation.
The essential conditions for the dynamo to work are:

1. high magnetic Reynolds number (Eg. 1.6). For the convectone the typical
value is estimated to be 500 (Brun 2004) in order to keep thgnesta flux frozen
in the plasma movement.

16



1.4 Creation and the emergence of the magnetic flux

2. non-axisymmetric field and flofv The flow in the convection zone can be decom-
posed into a mean flow and a turbulent one.

3. the diferential rotation is axisymmetric with respect to the sotdaation axis and
anti-symmetric with respect to the equatorial plane.

The models which deal with the solar dynamo solve the magydtodynamic equa-
tions, the induction equation and the equation of motiore@1982). The magnetic field
can be separated into its poloid&,j and toroidal B;) component (Charbonneau 2010).
Making use of the mean-field theory (the separation of fieltis an average and a fluc-
tuating part) applied to the induction equation, the two porents of the magnetic field
are revealed as solutions of the induction equation (Dilgrat Gilman 2009).

One concept which is considered to drive the solar conveaone dynamo is the
so calleda — Q effect combined with the meridional circulation of the conv@ttzone
(Dikpati and Gilman 2009). To illustrate the concept coesia poloidal field as an initial
seed magnetic field. Th@ effect consists of a wrapping of the initial poloidal magnetic
field by the diferential rotation around the Sun (see Fig. 1.6 a).

Figure 1.6: Idealized evolution steps of the dynamo acticthé convection zone of the Sun taken
from Dikpati and Gilman (2009).

4According to Cowling theorem a rotationally symmetric matinfield (like a dipole field) cannot be
maintain by dynamo (Solanki et al. 2006).
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1 Physics of the solar corona

By this action the field changes into a strong toroidal fielee(§ig. 1.6 b). The
toroidal field is transported to the surface of the Sun by thesective motions. During
the transport through the convective zone the toroidal feddibits a kink due to the
Coriolis force  effect) (see Fig. 1.6 c, d).

Meridional flow (see Fig. 1.6 g) transport the magnetic flukem the Sun’s surface

along meridian lines polward. Some of the flux is then trangabfrom the poles to the
equator below the surface (Dikpati and Gilman 2009). Vagiolbservations have proven
the existence of a poleward meridional flow of about 10-20hirsthe near-surface layer.
The observation could not reveal the equatorward return éepected below the near
surface layer. Dikpati and Gilman (2009) argue that therrefiow must exist because
the mass cannot pile up at the solar poles.
As we mentioned earlier, the plasma is transported frommiortef the Sun to its surface
(photosphere) by convection. The temperature gradientast of the convective zone
is nearly adiabatic except close to the surface where itrhesosuper-adiabatic. The
adiabatic temperature gradient is a direct consequenceeotdnvective motion. The
super-adiabatic gradient near the surface is due to thengoof the surface plasma by
radiation into space. The observable consequence of cohonet the photosphere is the
appearance of the granulation (see Fig. 1.7), organizea-gaked convective cells.

Figure 1.7: View of sunspots, pores and granules (in the irdngaarea outside sunspots and
pores) recorded with the SOT (Solar Optical Telescope) @iblinode spacecraft
(adapted from httgiwww.nasa.gov).

As a result of the convective motion in the cells at the s@fabe magnetic flux
penetrating the surface is pushed into the inter-granaanéow lanes between the con-
vection cells (Solanki et al. 2006).

Sunspots (Fig. 1.7) are the manifestation of large magriletxcconcentrations at
the solar surface (Solanki et al. 2006). From an azimutlaignted magnetic flux tube
located in the deep convection zone, strands of magnetib8ogme detached and rise to
the surface where they emerge and form bipolar magnetiomegind sunspots (Solanki
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et al. 2006).

Well below solar surface, the sunspot flux tube can be model@eal MHD by a
thin flux tube surrounded by field-free plasma. The flux tub#is in the sense that
its diameter is smaller than the other physical relevargtlescales (Fisher et al. 2000).
The forces acting on the dynamic flux tube are the buoyancgfahe Coriolis force, the
magnetic tension force, the hydrodynamic drag force. Th@eced magnetic pressure in
the flux tube is compensated by a reduced density which gsesran upward buoyancy
force (Solanki et al. 2006, Parker 1975).

1.5 The magnetic field in the solar corona

While below the solar surfageis large and the magnetic field is pushed around almost
passively by the convective flow, in the solar corona thigdtion changes. In the corona
B << 1 and we find that the magnetic field imposes its shape on atyariecoronal
structures. We can find the magnetic field in the shape of ebtoops and streamers, of
plumes in the “open” field of the coronal holes or as arcadéisarprominence systems.
The plasma density variation along the field lines in thesmpimena is often assumed to
be in a hydrostatic equilibrium. This allows to deduce thegeratures from the variation
of the plasma density with height (Aschwanden 2004).

Sometimes, coronal loops or magnetic arcades in promirgneetures are observed
to be in steady state for a quite long period of time. The retsperegions of the corona
can therefore be assumed to be close to a magneto-hydeasgailibrium. In this case,
the main forces acting on a plasma volume element, the plpsesaure, the gravity force
and Lorenz force, are in balance:

-Vp+pg+jxB=0. (1.9)

Here p andp are the plasma pressure and dengitig, the current density and is the
magnetic field.

1.5.1 Active region loops
1.5.1.1 Introduction

Active regions (AR) are localized regions on the solar stefaom which strong mag-
netic fields emerge, most often in two nearby areas of opppsiarity. During the ac-
tive region development, the intense changes of the magoetifiguration (flux emer-
gence, flux cancellation, changing in magnetic topology) tteyger dynamic processes
like flares or coronal mass ejections (CMEs) (Aschwander20Due to their bipolar
nature, active regions mostly form closed magnetic fielddif(Aschwanden 2004). Ac-
tive regions loops are magnetic flux tubes filled with #isient amount of hot plasma
so that they radiatefkectively in extreme ultra violet (EUV) wavelengths. In EUM-
ages recorded by solar telescopes, the flux tubes are ofsamvalnl to emerge from the
low corongdchromosphere with at least one foot point rooted in an acggeon. Due
to the lowg of the solar corona, the plasma is well confined by the magfietd. The
low B in the corona allows to approximate a stationary magnetiora loop as an iso-
lated mini-atmosphere in hydrostatic equilibrium (Aschi@n 2004) which has nearly
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the same temperature along its arc length (Petrie 2006Ydnigs between étierent flux
tubes. The material inside the flux tubes is assumed as a essibple fluid moving and
transporting energy only along the flux tubes (Reale 2010jfeE2nt conditions at the
two foot-points can induce a considerable plasma and hemtdlong the loop from one
foot-point to the other (e.g. siphon flow).

1.5.1.2 Observations and models

Coronal loops are only visible on the solar disk in EUV andrsgrovavelengths. Hence
they could only be discovered after spacecraft equippel BlilV telescopes could es-
cape the Earth’s atmosphere. The first images of coronatla@pe made by the Skylab
spacecraft launched in 1973. The emission of plasma frorfitkéubes at temperatures
sampled by dferent EUV wavelength gives rise to the classification of caarm and
hot loops (Reale 2010). Cool coronal loops are detectedriavitlet (UV) lines emitted
in thermodynamic equilibrium at temperatures betweehKl@nd 1¢ K. Warm loops
have temperatures betweerf¥0and 15 - 10° K and are observed better in EUV lines
and the hot loops emits around or abovel?f K and are visible in X-ray observations.

The three type of loops can be part of the same bundle of lomasating from one
active region, while each of them emits affdrent wavelengths. An image recorded at a
certain wavelength monitors the line-of-sight (LOS) inmtdgon of the radiation emitted
by all the loops in that particular wavelength band.

The observed line intensity () emitted by the transition from an atomic level (j) to
another (i) at the wavelengtly from an ionX*™ is given by (Aschwanden 2004)

Ly = % f N;(X*™A;dh[Kg m2s7] , (1.10)
wherev;; = c¢/4;; is the wave frequency); is the Einstein cafécient for spontaneous
emissionN;(X*™) is the number density of the emitting id{i™ in the state of the upper
level j andhis the line-of-sight coordinate. In the corona, in genaalljsional excitation
and ionization dominate over radiative processes. Thelptpo of the levelj can be
rewritten as

N;(X™™) N(X*™) N(X) N(H)
NOX™) N(X) N(H)  Ne

N;(XH™) = Ne . (1.11)

1. %:)) is the ratio of the number density of the i&ri™ excited at levelj relative to

the total number density of the iof™.
2. K5 represents the ratio of the number density of K7 relative to the total
number density of the elemeXt

N = Ay is the element abundance relative to that of hydrogen.

4. %':) is the ratio of hydrogen number density to the electron dgnsior a fully
ionized plasma, this ratio s 0.83.

20
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The line intensity then can be written as

I/lij = AX fC(T’ /llj > Ne)NeNHdh H (112)
hvij ﬁ N,-(X*’“) N(X+m)

CT A Ne) = 2 N N

(1.13)

C(T, 4ij, Ne) is the contribution function which contains all the reletzatomic physics
parameters and is peaked in a narrow temperature rangegthtbe temperature depen-
dence oN(X™)/N(X). The temperature here is considefed T, = Tion. The separation
of the ratio% = Ax from the contribution function arises from the assumpticat the
abundances are constant along the line-of sight. An aligen@efinition of the contribu-
tion function is

Gij (T, 4ij, Ax, Ne) = AxC(T, 4ij, Ne) . (1.14)

Based on observational data of a certain line inteniity) at wavelengthy;;, the
contribution function can be calculated from the CHIANTIlespal code (Dere et al.
1997).

The most commonly used EUV lines for coronal observatiopsla emission lines
of iron at diferent ionization levels. Fig. 1.8 shows coronal loops frenAR in different
emission lines.

'
&

ISDOJAIA 211 # SDOJI}&JA 335

SDOJAIA 131

Figure 1.8: Coronal loops observed on 01 August 2010 withAh# telescope on board the
SDO spacecraft in the wavelengths of = 171A (top left), 4 = 193 A (top
right), 211 A (middle left), 335 A (middle right), 94 A (botto left) and
131 A (bottom middle) (adapted from httfsdo.gsfc.nasa.ggatgaiahmj) and with
XRT (X Ray Telescope) on board Hinode spacecraft (bottorhtyigadapted from
httpy//www.solarmonitor.org).
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Typically, EUV intensity measurements are reduced to tiemintial emission mea-
sure (DEM) which is defined as the derivative of the emissi@asure (EM) with re-
spect to the temperatur®EM(T) = dEM(T)/dT = NeNy(dT/dh)~2. It is used in the
approximation of local thermodynamic equilibrium and esties the emitted intensity
in terms of the local temperature and its gradient. Underagsmimption of the den-
sity profile N(h) = Ne(h) ~ Ny(h), the diferential emission measure is expressed as
DEM(T) = N3(dT/dh)~* wheredT/dhis the gradient of the temperature along the LOS.
The line intensity can be written in terms of the DEM as

1
lij = 4_ﬂfGij(T,/lij,Ax, Ne) DEM(T)dT . (1.15)

With the CHIANTI code which consists of an atomic databasgasuite of computer
programs to calculate the optically thin emission specwfienlarge number of EUV lines
(Landi et al. 2013), the dierential emission measure of various EUV lines can be fitted
to the observational data. This way information about thestg and temperature at the
emission site can be obtained. From the variation of emmssieasure with temperature
dEM(T)/dT ~ N2(Ah/AT), the squared average density can be estimated as it sh®uld b
directly proportional tadEM(T)/dT and inversely proportional to the local loop diam-
eterAh. This relation,N2(T) = (dEM(T)/dT)(AT/Ah) can be estimated for a range of
temperature3 (Aschwanden 2004).

Using observations of the DEM of coronal loops, Winebargex.g(2011) suggested
a stationary heating model of active region loops. Theyntla be able to reproduce
the density-sensitive spectral lines from the core of theakid the DEM of the loops.
Their model is based on the assumptions that the potentidldig¢rapolation replicates
the geometry of the AR core and the heating along a loop istanhs

The evolution of observational instruments and the in@easomputational power
allows the development of analysis techniques which retreaphysical characteristics
in more detail. Using the DEM technique, Aschwanden (20Eletbped an automatic
code for the analysis of the temperature distribution nd¢ ower the entire Sun but also
for structures like active region loops. Using observaifrom six diterent EUV wave-
lengths emitted from dierent iron ions, Aschwanden (2011) could built a tempeeatur
map for an active region (see Fig. 1.9). The authors condltidat the highest temper-
ature in the active region is found in the core with valuesveen 8- 10- 10° K (white
part of the Fig. 1.9) while at the periphery of the AR, the tengtures are 1.5-285F K.

Under the assumption of local thermodynamic and hydraseuilibrium one can
calculate the total emission measure (EM) of a loop from titegration of a known
DEM over the whole temperature range. In such a calculatienias to take into ac-
count the LOS integration over all observed loops as thenaq@lasma in the corona can
be assumed to be optically thin in most EUV lines. One comnssu@ption in these
calculations is that the loops are isothermal.

A way to derive the temperature of the loop is to observe ar@roop in two EUV
emission lines. The observed intensities depend on thesemimeasure at thdfective
loop temperature and on instrument characteristics (da&tnal. 1973). The ratio of
the two emission measures depends on the temperature amgeEendent of the local
density if the pair of EUV lines are suitably chosen. The ainis measure method is
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Figure 1.9: Temperature map derived usinffediential emission measure technique taken from
Aschwanden (2011).

limited by the capability to separate the background emissif the solar surface or of
other overlapping loops from the emission of the loop to bestigated. This diiculty
also arises when the diagnostic is applied to loops abovbntie(Reale 2010) because
of scattering from the non-negligible coronal background.

Coronal loop models often treat the flux tubes as monoligtatic) and at equilibrium
(Reale 2010) with a uniform temperature along the loop. Tdreyassumed to be heated
and cooled as an homogeneous unit (Klimchuk 2009). Fromredisens, most of these
loops live longer than their cooling time where the coolime can be determined from
observations. The cooling time depends on temperaturesitgeand the length of the
loop (Klimchuk 2009).

The structured (dynamic) types of loops are multi-strarmetdlles often below obser-
vational resolution. The strands are dynamic, behave enldgntly and are assumed to
be heated impulsively. Averaged over the entire bundleettiee loop appears to evolve
slowly (Klimchuk 2009).

From observations at a pixel size larger than 1 arcsec, dee cannot distinguish
clearly between dierent loops. With the launch of Solar Dynamic ObservatoBy@3 it
has become possible to continuously image the low corondW\Eavelengths at a pixel
size of 0.6 arcsec. Another instrument with an even highsslotion (0.1 arcsépixel)
is High-resolution Coronal Imager (HI-C). Peter et al. (2Pdid not find the substruc-
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tures in Hi-C observations that are expected from the encstef resolvable loop bundles.
Their conclusion was that the observed loops are either fitbiwovith diameter of typ-
ically 2 to 3 arcsec, or the loops are multi-stranded withgtrand diameter below the
HI-C resolution. According to their calculations, theyiged a diameter of a strand to be
about 15 km.

The heating mechanism of coronal loops and of the corona ées the topic of
intensive research since a couple of years. The detailseotdnversion of magnetic
energy which forms the dominant energy reservoir into ttarmergy is still unsolved
(Reale 2010). Currently there are two main mechanisms anabrloop heating dis-
cussed, namely Direct Current (DC) heating through modesatd frequent explosive
events (nanoflares) and Alternating Current (AC) heatinglyen waves (Reale 2010).

Winebarger et al. (2011) classified loop and heating modwsrding to the number
of strands which exist in a flux tube. If a coronal loop is cosgubof only one strand and
the heating events occur infrequently, the temperaturedangity along the strand will
strongly vary in time. The heating mechanism is then assumbed the “nanoflare heat-
ing” mechanism. If the heating occurs almost continuoustytemperature and density
along the loop will reach an equilibrium and time variationgemperature and density
are moderate. If the flux tube consists of few strands whidoenter heat pulses almost
simultaneously, the intensity of the loop will evolve in thegme manner as the individual
strands evolve. This heating scenario is called “short fiareostorm” (Winebarger et al.
2011). A“long nanoflare storm” scenario takes place in tlse ¢hat many sub-resolution
strands are heated individually and randomly. The entop tben evolves more smoothly
in time according to the average strand.

Klimchuk (2009) concluded that EUV loops with temperatur&(® K are composed
of multiple strands which are heated by storms of nanoflaireshe case of loops with
temperatures 2- 1P K, the author found no clear evidence whether the nanoflatrte
mechanism applies.

In another study Petrie (2006) analyzed the coronal looghsidnd pressure scale
heights using the approach of isothermal monolithic fluegiwith a steady-state plasma
flow. He studied how the cross-section of the loop varies Wélght solving the mass
flow conservation equation with the flux tube expansion taknaccount. Motivated by
Landi and Feldman (2004), who found that static loop modetsestimate the foot-point
emission by orders of magnitude, Reale (2010) concludeché¢lzessity of introducing
non-uniformity in the cross-section of the loop.

1.5.2 Prominences
1.5.2.1 Introduction

Prominences consist of dense, partially ionized plasmaddgevith several thousand km
above the solar surface sustained by the coronal magnédtiafid embedded in the hot,
highly ionized solar corona. When observed in detail, praances are build from fine
threads patrtially filled with cool material which outline greetic flux tubes (Arregui et al.
2012). In general the main body of the prominence has a tragespucture (the spine,
the barbs, the legs). The spine is the main axis of the pram&ehe legs are placed at
the two ends of the spine and the barbs (see Fig. 1.10b) arstfiaBons which extend

24



1.5 The magnetic field in the solar corona

from the main axis sideways down to the chromosphere (Maekai; 2010).

Figure 1.10: a) Cut from an image recorded in Eimission by the BBSO (Big Bear Solar Ob-
servatory) showing dark filamemsominences and b) a dark filament with barbs
recorded in kk emission by the BBSO.

The plasma which forms the prominences is kept in equilibrily the magnetic field
against gravity. Observers often distinguish between prente and filament. The term
prominence is used when it is observed above the solar lintirighkt structure in the
emission of hydrogen (see Fig. 1.10a) and helium. When wbdayn the solar disk a
prominence appears dark and is also called a filament (seelFifa). The dark ap-
pearance of prominences iratbn the solar disk is due to the absorption of the incident
radiation from the photosphere by the cool filament matéBalanki et al. 2006). Be-
cause prominences and filaments appear ferdnt, it was not realized in the beginning
of their observations that they are one and the same phemamanthe thesis | will use
both terms synonymously.

Filaments are formed above photospheric inversion lingg g&tween opposite mag-
netic polarities along a so-called filament channel, whsakeffined as the volume in which
the filament will form and live. A necessary condition for filaments to form is that the
horizontal filament magnetic field has a component along thgN¥artin 2000). Chro-
mospheric fibrils (horizontal fine threads of plasma disiiglol over the solar surface) are
often aligned with the surface horizontal field. Conseqgyetite fibrils cannot be normal
to the PIL (filament channel) in sections where filaments noasnf It is possible that a
filament channel exists without being filled with chromosphenaterial (Martin 2000).
Another condition for the formation of prominences is théstence of closed magnetic
field arcades across the filament channel which connect thestp polarities (Martin
1990). The sense of rotation of the obligdg fibrils relative to the PIL or to the filament
axis defines the chirality of the filament (see Fig. 1.11).idglby, this sense of rotation is
also shown by the barbs. The two senses of chirality areccdkatral and sinistral (see
Fig. 1.11). Fig. 1.10b shows an example of a filament with ssad chirality. Chirality
is correlated with the sign of the magnetic helicity of thempimence flux tube. In gen-
eral, negative magnetic helicity dominates in the nortihemisphere of the corona, while
positive helicity dominates in the southern hemisphergtde® et al. 2003). In a similar
way, the sense of the chiralityftegrs in the two hemispheres. Studying the chirality of
2310 filaments, Pevtsov et al. (2003) found that almost 80%h®filaments follow the
hemispheric helicity rule.
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Sinistral chirality Dextral chirality

Figure 1.11: Sketch illustrating the chirality rule of filamts. The configuration from the left
hand side is dominant in the southern hemisphere while teerom the right hand
site is dominant in the northern hemisphere. The arrow sgoits the spine of the
prominence while the lateral lines stands for the barbs.

Prominence foot points are rooted in the chromospheregwndst of the prominence
mass resides in coronal heights. The mechanism by which #gnetic prominence
structure is filled with cool plasma is still unclear.

The magnetic field plays a key role not only in the formationhef filament but also
in its evolution and disappearariesiption. Instabilities in the magnetic field can trigger
eruptions of prominences which may evolve as coronal massiens (CMES).

1.5.2.2 Observations

Prominences were observed long before the spacecraft esta,diiring solar eclipses.
The reddish color of prominences in these observationsdédalthe Hr (1 = 65628 A)
emission of the prominence plasma (see Fig. 1.12).

21992 Roger Ressmeyer - Starlight

Figure 1.12: Crop of an image taken during an eclipse fromL19&ich shows a prominence
(httpy/www.company?.coffimeadg¢gallery11b.html).

Many of the prominence observations are made in this wagéigsee Fig. 1.10) and
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in the EUV (extreme ultra violet) wavelength of He )l £ 304 A). At 304 A | filaments
appear dark because of He Il self-absorption.

In contrast, the brightness of the prominence with respettte background when ob-
served @-limb is due to the emission of the prominence plasma or tetlagtering of the
radiation emitted from the solar surface (see Fig. 1.13p fHgion which surrounds the
prominence and where the temperature gradient is very figin (prominence tempera-
tures to coronal temperatures) is called prominence toneot@nsition region (PCTR).

Figure 1.13: Composition of images of the same prominenserobd in diferent EUV (extreme
ultra-violet) wavelengths. From left to right at waveldmgt = 1314, 304 A, 171A,
193A. The images were recorded by AIA onboard SDO (www.th&siay.org).

In some cases, the prominences can be observed in EUV emlsss of ionized
iron at 1 = 171, 193, 131 A. These lines corresponds to equilibrium txatpres of
T =0.6, 1.2,10- 1C° K, respectively (Parenti et al. 2012). In these wavelengihsmi-
nences appear dark also when observed above the limb. e background is in these
observations provided by coronal emission. An explanatioime prominence emission
for the low line intensity at these wavelengths has beemgiyeAnzer and Heinzel (2005)
who propose two responsible mechanisms. One mechanismad#forption of a fraction
of the coronal radiation from behind the prominence (wheseobed along LOS). The
second explanation is the low emission from the promineretenal (Parenti et al. 2012)
in these hot coronal EUV lines.

Labrosse et al. (2010) proposed two models of the promingingeture which can ex-
plain observations in UV-EUV wavelengths. In one model gt@minence has a cool core
surrounded by a thin transition layer which is hot enoughnit & the EUV spectrum.
The second model assumes that the prominence is structureothermal threads with
different temperatures some of which are hot enough to emit &UV-wavelengths.

The prominences have been classified from their first obBeng Secchi (1875) di-
vided them into quiescent and active prominences. PetR?X)l8eparates prominences
into five types: eruptive, tornado, quiescent, sunspeiteel or active. Tandberg-Hanssen
(1963) introduced a classification based on relative intiesof spectral lines from promi-
nences observed in emission above the solar limb (Tandbangsen 1977).

Another classification of the prominences is based on theatlon and on the strength
of the magnetic field. This classification distinguishesvactegion (AR) filaments (see
Fig. 1.14, upper right image) and polar crown prominencegymetic field configuration
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(dextral or sinistral), structures (as observed at limb)H{dike or horizontal threads (see
Fig. 1.14, bottom images) (Chifu et al. 2012).

Figure 1.14: Diferent types of prominences. Images on the left side images igeorded SOT
onboard Hinode, top right image by BBSO, bottom right imageEhT (Extreme
ultraviolet Imaging Telescope) on board the SOHO (Solar Haliospheric Obser-
vatory) spacecraft.

The strength and the dynamics of the magnetic field has signifimpact on the
morphology and lifetime of the prominences. The magnetid fie the active region is
stronger and more dynamic than in quiet Sun regions. As aecu@ce, it is observed
that the lifetime of the prominences above active regiostaster than those which form
in a weak magnetic field. This is the background for the ctasdion in active and qui-
escent prominences. AR promineng#sments can last from a few hours to days, while
quiescent prominences can last for weeks (Gosain and Sdanf610).

The dimensions of prominences can vary significantly. Quéesprominences can
reach 18 km in length, 16 km in thickness and £km in height (Labrosse et al. 2010).
while the AR prominences are smaller and barely reachki®in height (Filippov and
Den 2000).

The typical temperature of prominences is substantiallyelothan typical coronal
temperatures in which the prominence is suspended. Tyteicgleratures of prominence
plasma spans between 6000 K and 80000 K (Anzer and Heinz8) 200

Itis considered that the temperature varies between thybatlalso along each thread,
which makes the determination of the temperatuff@adilt. According to Park et al.
(2013) the most common way to calculate the temperatureeirctine of a prominence
is by measuring the absorption width of a spectral line. Zation and excitation pro-
cesses of the atoms in the prominence plasma depend on tpertnre. Besides the
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thermal contribution to the line width one has to take intocamt the non-thermal broad-
ening which might be due to unresolved LOS (line-of-sightions induced by waves
or turbulence (Labrosse et al. 2010). In this case, the opplth is given by:

A [2kT
Alp = — | — + &2, 1.16
D=7 m +& ( )

whereAlp is the observed line width is the diagnostic wavelength at restjs the ion
temperaturem is the mass of the ion arglis a non-thermal turbulent velocity. Using
observations of emissions from igatoms of diferent mass, e.g., ddand Ca Il, and
applying formula (1.16), Park et al. (2013) found tempeaedibetween 410° and 2- 10*

K and non-thermal velocities (NTV) between 4 and 11 ki $Jsing even more spectral
lines, Parenti and Vial (2007) derived NTV inside a promiceeat diterent temperatures.
The temperature was considered to be the LTE emission tetuperof the observed
line. They covered the range betweerf 40d 25 - 10° K. The analysis was performed
for a quiet-Sun region (considered as reference region)wadlifferent locations of a
quiescent prominence. From their analysis, Parenti antl(2@07) found that in the
quiet region the turbulent motions are increasing with terajure and reach a peak in
the transition region al = 6 - 10° K. They decrease at larger altitudes and coronal
temperatures. The prominence velocities were found to Werldhan those found in
quiet-Sun regions fol = 6- 10° K. There was also a fierence in between the two
locations of the prominence studied. While at one locatio&plasma showed an increase
of turbulence motion between-30* K < T < 2- 10° K, the velocity remained almost
unchanged in the other region.

Using the observations from Parenti and Vial (2007), Anzet Heinzel (2008) de-
rived the PCTR temperature of the prominence along a 1D pithfibugh the prominence.
Assumptions of their model are a constant electron pressube entire system and the
minimum temperature of.2- 10* K in the center of the prominence. A fit of the theoret-
ically calculated DEM with the observed one yields a widtloofy 1.9 - 10* km for the
prominence along LOS.

The electron densities vary along the prominence and betwé@kerent types of
prominences. Most of the prominence densities obsenatievealed values between
10° and 10! cm™3 (Labrosse et al. 2010).

Using the line-ratio technique, Parenti and Vial (2007wt densities at two dier-
ent locations on a quiescent prominence of the order-v6%- 3.6-10° cm .

Observations show that the plasma which forms a promineneery dynamic. It
is continuously entering and exiting the filament on a timalesshorter than the fila-
ment life time (Martin 1998). Flow velocities normal to th®©B in a prominence have
been derived by tracking plasma irregularities. The lifvsight (LOS) velocity can be
obtained through Doppler shift measurements, which hasligasvantage that the bulk
spectral shift is proportional to some average of all véiesialong the LOS. Labrosse
et al. (2010) reports of observations by the tracking metbfocbunter-streaming flows
of about 5 - 20 km 3. From the Doppler shift method, values-6f5 km s* have been
obtained. Analyzing ki time-sequence images, Chae et al. (2008) observed halzont
flows in a prominence at a speed of 10 knhwhich after a few minutes became vertical
flows with a velocity of 35 km .
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1.5.2.3 Models

There are many models which are trying to explain the foromaéind evolution of the
prominences. Some models assume that filaments are supbgree nearly force-free
flux rope which stretches horizontally above the PIL. Oneheféarly models has been
described by Kuperus and Raadu (1974). Their model is eagntvo-dimensional
with a magnetic field arcade bridging the PIL. At elevatedwdes, the arcade field ends
in an x-point which suspends a plasmoid above. The plasnscadjain surrounded by
a magnetic arcade which prevents the plasmoid to lift (dcegasfield). The filament
plasma is thought to reside in the upwardly bent pockets@ptasmoid magnetic field
such that it cannot sink down to the surface. The system sbatthree magnetically
well separated regions: a low density zone of the bootstreqda field in the corona,
a high density plasmoid above the x-point and a low densitgde below the x-point.
In the plasmoid region the magnetic field is closed and in herddel of Kuperus and
Raadu unconnected to the photosphere while above and detdilaeiment, the magnetic
field is closed and connected at the photosphere. The fielasisdlly force-free except
for the vicinity x-point.

van Ballegooijen and Martens (1989) have demonstrated heWuaperus-Raadu con-
figuration can be obtained through surface motion combinéu steady reconnection at
the x-point above the neutral line. The surface motion isralmoation of shear along the
neutral line and convergence towards the neutral line teegelthe required reconnection
rate. The consequence is the formation of a helical flux tulbiemis able to support the
prominence. This process is illustrated in Fig. 1.15.

(e)

Figure 1.15: Schematic of flux cancellation in a sheared miigfield taken from (van Balle-
gooijen and Martens 1989). The rectangle represents p#regfhotospheric plane.
The dash line represents the PIL. (a) Initial potential fi@ sheared magnetic field
produced by flows along the neutral line; (c) the magnetiasksincreased further
due to flows toward the neutral line; (d) reconnection preduong loop AD and a
shorter loop CB which subsequently submerges; (e) overliops EF and GH are
pushed to the neutral line; (f) reconnection produces thediéoop EH and a shorter
loop GF which again submerges (van Ballegooijen and Mart689).

The initial magnetic field has a simple unsheared arcadeguoation and is located
normal to the PIL (see Fig. 1.15 a). By applying a foot poirgahacross the PIL the
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1.5 The magnetic field in the solar corona

necessary field component along PIL is generated. An additimonverging motion to-
ward the PIL then leads to reconnection and the formation@bsed helical flux tube
detached from the surface (see Fig. 1.15 b). The shear nsatiear quiescent promi-
nences are considered to be due to thied@ntial rotation. The newly created small loop
below the flux tube may eventually submerge because itsgstnavature and converging
foot points which will give rise to a downward magnetic temsi van Ballegooijen and
Martens (1989) proposed that by siphon flow cool plasma sparted along the helical
fields and forms the prominence. Increasing shear will ecda#ime magnetic pressure due
to an increased field component along the PIL, which causesritire arcade system to
flare. Sudden eruptions can only be modeled by a three-dioraisystem (Mike and
Lee 2006).

1.5.3 Coronal Mass Ejections (CMES)
1.5.3.1 Introduction

Probably the first observation of a coronal mass ejection neesrded in 1860 by G.
Tempel during a total solar eclipse. Even if the method adréiag was a simple drawing,
Eddy (1974) concluded that the pictures show a major cotomasient. In 1975, Hildner
et al. (1975) were the first who used the term “coronal massiejf¢. A CME is a
sudden release of plasma which caries a frozen-in magnexi@fid which propagates
and expands from the Sun into the interplanetary space (#esathen 2004).

A typical CMEs has a three-parts structure which compriskemding edge (LE), a
dark cavity and a bright core (llling and Hundhausen 1986h ekample of a typical
coronagraph observation is shown in Fig. 1.16.

2000/02/27 08:18

Figure 1.16: A typical three-parts structure of a CME. Fegadapted from
http;/sohowww.nascom.nasa.gov.
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The bright core

The core is usually associated with plasma material exp&itan the active region
flares or prominence eruptions. The cool prominence plasni@en often swept away
with the CME and forms an amorphous high-density core molessrat the center of the
CME cloud.

The dark cavity

This part has a circular or semi-circular shape surrounttiadpright core. The cavity
is often interpreted as an expanding helical flux tube, whahits extremities connected
to the solar surface.

The leading edge

There are alternative explanations given in the literaforethe leading edge of a
CME. One of them considers the leading edge being shapedehyaitkground coronal
magnetic field lines filled with plasmas which piled up by adghor compression wave
at the forefront of the CME. Another interpretation is thia¢ bverlying arcades of the
erupting flux rope are stretched resulting in a compressidgheocoronal plasma on the
outer side of the field line, thus producing a local densityssrtement (Chen 2011).
The source site of CMEs are regions with closed magnetic fibleke free magnetic en-
ergy has been accumulated and is released during an erupimtinerefore not surprising
that the occurrence of CMEs is strongly correlated with theber of sunspots (Gopal-
swamy 2010) and with the solar magnetic activity. Oftenythee also associated with
the sources of flares in active regions. The CME-flare relaidnowever not a one-to-one
relation and several studies have shown that sometimes #aeeproduced well before
or after a CME. Also, some CMEs are not associated with a fliaed.aThe statistical
correlation between sunspot numbers, flares and CMEs iglexpin Fig. 1.17.
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Figure 1.17: Daily CME and soft X -ray flare rates comparechvdiaily sunspot number taken
from Gopalswamy (2010).

During the minimum activity of the Sun, CME sources are distied over all lati-

tudes. As the activity of the Sun increases, one can obsemeference of CME occur-
rence at equatorial latitudes (Webb and Howard 2012).
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1.5 The magnetic field in the solar corona

CMEs are visible in optical wavelengths by Thomson scattgeoif the sunlight at the free
electrons of the plasma cloud. Since the scattering crag®sas small, the intensity

of the scattered light is several orders of magnitude belandirect sunlight. Carefully
designed instruments are required to limit the internattecaf the direct sunlight of the
instrument so that CME clouds becomes visible.

Since the Thomson scattering cross section per volumemopronal to the electron den-
sity, the intensity of the scattered light allows to estientte CME mass. Vourlidas et al.
(2010) calculated the density, mass and kinetic energyvaraethousand CMEs during
Solar cycle 23 (from 1996 to 2009) using data from the SAASCO instrument. The
values for the CME mass spans betweed(’ kg and~ 102 kg, the average electron
column density varies between10' cm2 and~ 10 cm2 and for the energy between
10 J and 16°J.

The speed of CMEs just after launch varies from about somem &k to very rapid
CMEs with 3000 km st (Gopalswamy 2010, Webb and Howard 2012). The speed listed
in CME catalogs and calculated by some authors is often thedspf the CME projected

on the plane of sky (POS)which underestimates the real 3D speed. It was observed that
during minimum solar activity, slow CMEs tend to be accdiedan the interplanetary
medium to 400 km g, the speed of the ambient solar wind. In contrast, at maxisoim

lar activity, CMEs often start at high initial velocitieséthen tend to be decelerated. This
is probably a consequence of an interaction with the solady&W). It is well known
that SW velocities vary with the solar cycle. At minimum sdativity, we have a distinct
slow SW of around 400 knt$in the solar equatorial plane embedded in a dilute fast SW
of about 700 km & at higher latitudes. The slow solar wind plane coincides lie
interplanetary current sheet. At higher solar activitg turrent sheet warps so that slow
and fast SW is found at almost all latitudes. When a CME isas#d into interplanetary
space it encounters a drag force from the ambient solar whidhadepends on velocity
difference so that the CME velocity approaches the SW speedi{Qa@ys).

1.5.3.2 Observations

A strong development in CME observations started with theda of dedicated space-
craft missions. The first undebated evidence of a CME wasraditan 1971 by coro-
nagraph observations on board OSO-7 (Orbiting Solar Obsamny) (Webb and Howard
2012). Many other missions like Skylab, P78-1, SMM (SolaxMaum Mission) fol-
lowed with a continuous improvement of the space and timeluéen of observations,
(see Webb and Howard 2012, and references therein). In 119896 enission was launched,
SOHO (Solar and Heliospheric Observatory) with the contehASCO (Large Angle
and Spectrometric Coronagraphs) C1, C2 and C3 instrumBnie¢kner et al. 1995).
Since 1998 only the C2 and C3 coronagraphs have been opggsaatthhave covered the
solar corona from 2.2 to 32R Another set of coronagraphs presently recording the solar
corona in white-light are on board the STEREO (Solar TergddRelations Observatory)
spacecraft. The STEREO instrument suite comprises thesotme coronagraphs COR1
and COR2 and thefBaxes heliospheric imagers HI1 and HI2 (Howard et al. 2008a)
These four instruments cover a field of view from 1.4 to 330 Rg. 1.18 displays a se-

5The plane of sky (POS) is the plane perpendicular to the alids of a telescope as seen in a recorded
image.
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STEREO COR1

Figure 1.18: A series of historical CMEs observations rdedrwith diferent coronagraphs dur-
ing recent decades illustrating the progress in coron&giagtrument taken from
Schwenn et al. (2006).
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1.5 The magnetic field in the solar corona

ries of historical and recently observed images of solasmairmass ejections. The series
clearly demonstrates the progress made over the yearsalvirgsthe fine structure of
CME clouds.

Data from ground-based coronagraphs can be used complmyenthe space-based ob-
servations. For example, the coronagraph MK4 of Mauna Ldar &bservatory (MLSO)
takes polarized brightness images of the solar corona &vernutes but it can observe
only during day time and with clear sky. The MLSO coronagrapb a field of view from
112 to 29 R,. Itis the only coronagraph which can observe the coronaaedb the
solar surface as. 12 R,.

Chen (2011) classifies the CMEs in two categories, “narravd ‘aormal” and identifies
for each of them a certain source mechanism. He define narMizsGs those with an
angular width (AW) of 10 degrees and less and with an elonjetelike shape. They
are mostly observed to be launched in coronal holes whemadgmetic field is open. He
proposed that the CMEs are caused by reconnection of colmoasg which migrate or
emerge into the coronal holes. In contrast, normal CMEs ansidered to be produced
by flux-rope eruptions which produce the common three partsire (see Fig. 1.16).
The CMEs which propagate along the Sun-observer line, reftiveard or away the ob-
server are called halo CMEs. A halo CMEs may produce a geoetiagstorm if two
conditions are fulfilled: the CME reaches Earth and its mégrield has a southward
component (Gopalswamy et al. 2007) facilitating in this wlag reconnectiofi with the
dawn side of the Earth’s magnetic field.

Another important parameter is the dawn to dusk electrid fidlich depends on the solar
wind velocity and the southward component of the CME magrfetid (Gonzalez et al.
1994). As a result of the reconnection, the CME particlegreimto the magnetosphere
and increase the total particle energy of the ring curferithe perturbations in the ring
current which surrounds the Earth will lead to the geomagis&rm perturbations on the
Earth’s surface (Bothmer and Daglis 2007).

Besides coronagraphs, the recording of the solar radiosemniss also used to detect
CMEs. According to Gary and Keller (2004), the radio emisd0CMEs is due to ther-
mal free-free emission, plasma emission and gyro-emis3iba observations of thermal
free-free emission (bremsstrahlung induced by scattesfnglectrons at ions) in radio
wavelengths gives information about the temperature améléttron density in the CME
cloud. The imaging of CME radio emission atffdrent wavelengths reveals the three
part structure of a CME (leading edge, cavity and core) at¢sm $n white light (Bastian
and Gary 1997). The observations of CMEs in radio frequencéa be obtained from
space-based and ground-based observatories. Radio afises\have the advantage that
a CME can be monitored right from the time it is launched orsttiar disk while it is still
hidden behind the occulter in white light observations (Basand Gary 1997). Other ad-
vantages according to Bastian and Gary (1997) are that chdiervations are sensitive to
a broad range of temperatures and are sensitive to emigsimmbn-thermal electrons.

SMagnetic reconnection can be defined as change in the topofdfe magnetic field lines (Schrijver
and Siscoe 2009).

"The ring current is an electric current flow of a torus shapead Earth in the equatorial plane (Daglis
1999).
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1.5.3.3 CME models

The huge plasma cloud of a CME, at some distance from the Symeaah a size which

even exceeds the Sun. The processes relevant for strucau@ME on much less vis-

ible scales of a few 1000 km are still the object of specutetioThe number of source
models has grown with the number and resolution of CME olagrms but also because
a physical idea for the source process was required for theigg number of attempts

to numerically simulate CME eruptions. The goals of thesausations was to identify a

source mechanism from the acceleration or the shape of 8tespaption CME cloud.
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e Flux cancellation model

The concept of flux cancellation was initially introducedetglain the formation
of a flux rope and of the prominences (Amari et al. 2010). Basechagnetograms
and Hr observations, Martin et al. (1985) defined flux cancellaasrthe mutual
disappearance of fiierent polarity flux at the inversion line.

As mentioned in Section 1.5.2.2, in numerical studies of@s®f force-free equi-
libria, van Ballegooijen and Martens (1989) found that flaxcellation at the neu-
tral line together with a strong shear of the coronal magrfetid above will give
rise to the formation of a flux rope (FR). These FRs can supgporninence ma-
terial as a result of the helical configuration of their magnéeld. If magnetic
flux is continuously convected to the neutral line and diszpp (see Fig. 1.15) the
prominences will rise when this configuration eventuallygs equilibrium.

Linker et al. (2003) have simulated an MHD model of the enpirecess from the
initiation of a CME to its propagation through interplangtapace. They start
with a spherically symmetric solar pre-eruption configiratconsisting of a hel-
met streamer surrounded by a solar wind on open field linesKge 1.19a).

=L

Figure 1.19: MHD simulation of a helmet streamer eruptidggered by flux
cancellation taken from Linker et al. (2003). The stripesveh
projected field lines at subsequent stages of the eruptionlai
tion.

In order to trigger a CME, they apply a shear flow at the surtdoeag the inver-

sion line which enhances the magnetic energy of the streatust like in the van
Ballegooijen and Martens (1989) model, Linker et al. (20@®lied a surface flow
component toward the inversion line to mimic the flux caratedh. A flux rope

builds up as a consequence of the continuous flux cancellatioch enhance the
magnetic pressure in its interior.

During the erupting phase a current sheet was observedrtodbcoronal heights



1.5 The magnetic field in the solar corona

below the flux rope (see Fig. 1.19c) and a certain percentafe onagnetic energy
is transformed in kinetic energy allowing the plasma in the-flope to move out-
ward into the SW as a CME. From the analysis of the time ewvahudif the system,
Linker et al. (2003) could see how fast the streamer becomstble in depen-
dence of the strength of the surface motion.

Linker et al. (2003) extended the calculations in order W@gtigate the subsequent
propagation of the CME to 1 A.U.. They could reproduce thetation of a shock
wave in front of the CME.

Breakout model

This model by Antiochos et al. (1999) assumes a preexiskisyametric quadrupo-
lar potential field with three neutral lines in the photosghéelrhe configuration is
shown in Fig. 1.20a.

Figure 1.20: Field lines at fierent stages of the breakout model taken from
Antiochos et al. (1999). The field is symmetric about the axis
of rotation and the equator, so only one quadrant is showe. Th
photospheric boundary surface is indicated by the lighy grad.
Magnetic field lines are colored (red, green, or blue) adogrd
to their flux topology. The two types of blue field lines indiea
unsheared field (light blue) and low-lying (dark blue) fielct
is sheared later in the simulation. (@) Initial potentialgmetic
field. (b) Force-free field after a shear o8n The field lines
shown correspond to those in (a) and are traced from the same
footpoint position on the photosphere as in (a). (c) As apbbue
for a shear of 3/8. (d) As above, but for a shear of2. Figures
adapted from Antiochos et al. (1999).

It has a central arcade (blue) at the equator and two morelescat higher lati-
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tudes symmetrical to the equator (green field lines). Theedso a bootstrapping
polar flux overlying the entire three arcade structures (gtklines in Fig. 1.20)
(Antiochos et al. 1999). In order to determine the energyhefdystem required
to drive a CME, Antiochos et al. (1999) simulated the exmtajprocess by two
different methods. One is by calculating a sequence of foreeefyailibria adapted
to an increasing shear of the photosphere near the equatsetond method uses
an ideal 2.5D MHD code with identical initial and boundaryhddions as the first
method.

The force-free field code calculates iteratively the minimenergy state for each
given value of the surface shear. As the shear increasesyitivaum energy field
configurations shows an increasing amount of flux from therramcade to recon-
nect with the outer bootstrapping flux until the latter isiieshy used up and allows
the equatorial arcade flux to break through into the intewgtary space. In the

Figure 1.21: MHD solution after a shear of (g)8, (b) /4 , (c) 3r/8, and (d)
n/2 . The field lines shown are the same as those in Fig. 1.20.
Figures adapted from Antiochos et al. (1999).

ideal MHD calculations the plasma is kept in hydrostaticigrium with a given

temperature and density. The values of plasma beta in theipatational box are
below unity near the bottom boundary, but much higher thaty urear the null

point at the top of the equatorial arcade. As photosphenmbary condition a
slow continuous shear motion was applied with latitudinafite as in the previous
experiment. The MHD solution for each shear phase are showigi 1.21 a,b,c,d.
Since in ideal MHD reconnection cannot occur, the shearfripeinnermost ar-



1.5 The magnetic field in the solar corona

cades just enhances their magnetic pressure and makes tbenngsize pushing
the bootstrapping field upwards. The interface between pipesing flux system
evolves from a null point to a single extended current sheet.

According to observations, CMEs are more common at the sttemwltiple flux
systems which supports the breakout model. Some CMEs tedd®/ prominence
eruptions could be well explained by this model (see Forbat 2006, and refer-
ences therein). Lynch et al. (2005) performed a 3D MHD sitmaeof the breakout
process. As initial magnetic field they consider an elorgjaipolar active region
embedded in a background dipole field (see Fig. 1.22 - upfigr le

t=350035

Figure 1.22: Time evolution of the breakout model with figlikek
from a meridional plane. Figure taken from Lynch et al.
(2005).
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Using resistive MHD, they allow the sheared inner flux andoerlying restraining
flux to reconnect. The plasma parameters are consideredicghyesymmetric.
The initial plasma beta is less than one in the entire contipmi@ domain. The
shear motion applied has no horizontal divergence so teatdihmal component of
the magnetic field at the surface remains constant duringlation (Lynch et al.
2005). As a result of the imposed shear, the magnetic preessareases above
the neutral line and pushes up the arcade field lines. Coas#dguthe null point
is distorted into a thin current sheet (see Fig. 1.22 - midijkbt). The model
allows magnetic reconnection at the moment when the nuiitpmirrent sheet is
compressed to the scale of the numerical grid. As a resule@mection, the
expansion of the flux rope increases rapidly until the fluxerbpally erupts.

Emerging flux model

From active region observations it was found that the enmegyef new magnetic
flux was well correlated with the occurrence of flares and CNMki ¢ and Lee
2006).

The emerging flux as a trigger mechanism for CMEs was propbgedhen and
Shibata (2000). The basic idea of this model is that the riggaration of the mag-
netic field topology as a consequence of the emerging flux raagecthe initiation
of a CME. The authors tested their model with a 2D resistivelMdtmulation. The
initial setup consist of a flux rope which supports the pramice material. The
flux rope is embedded in a 2D arcade. The emerging flux has tpgusarity to
the overlying arcade field and breaks through the photospdighter at the neutral
line or asymmetrically in one of the two polarity regions.tihe model, the contri-
bution of gravity force is neglected, the temperature issabgred uniform and the
resistivity depends on the local current density. The caméijons of the two cases
are sketched in Fig. 1.23. If the flux emergence occurs synioaby inside the

@»@ »@
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(a) N (b) )%\ (d)

Figure 1.23: Diagram of two configurations of CME triggeribg emerging flux
adapted from Chen (2011). (a,b) Emerging flux inside the &lam
channel cancels the pre-existing loops, which resultsénntsitu de-
crease of the magnetic pressure. Lateral magnetized pdeasmariven
convergent to form a current sheet; (c,d) Emerging flux detghe fil-
ament channel reconnects with the large coronal loop, wigshlts in
the expansion of the loop. The underlying flux rope then rases a
current sheet forms near the magnetic null point Chen (2011)
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filament channel (see Fig. 1.23a) it reconnects with thedaréi@ld below the flux
rope as shown in Fig. 1.23a. The consequence of this smé&l isznnection will

be a ditusion zone of magnetic pressure below the flux rope alongtivéliorma-
tion of a current sheet and inward motion of the plasma (asriovFig. 1.23b) into
the difusion zone. The flux rope eventually moves upward and finatigdyces the
CME ejection. In a second setup, Chen (2011) consider theefloerging asym-
metrically on one side of the neutral line. It reconnectwite overlying field as
shown in Fig. 1.23c. The reconnection now occurs at one fl&tikeoarcade. The
simulations show that this procesdistiently destabilizes the system so that again
the flux rope is rapidly ejected.

Leake et al. (2014) developed an alternative 3D MHD model tiixaemergence
event. In their model, a twisted flux rope rises from belowgbdace and encoun-
ters a dipole-arcade field above. In order to catch detailseoémergence process
properly, the model includes the convection zone, the gpitergchromosphere
and the corona as separately simulated layers. In thfesretit simulations with
the same initial field geometry they vary the strength of tbeoal preexisting
arcade field. Fig. 1.24 shows the evolution of the emergingridpe towards erup-
tion.
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Figure 1.24: Simulation of an eruption of a coronal flux rogleein from Leake et al.
(2014). The horizontal slice shows the vertical magnetid fa¢ the
surface. The gray lines originate on the bottom boundaryrepasent

the field of the initial dipole configuration. The blue line® gart of
the emerging flux rope (Leake et al. 2014).

The flux tube rises from the convection zone to the surfacepantlly reconnects
with the overlying arcades. Initially, the reconnectioredmot influence the emer-
gence of the flux tube. As the flux tube continues to emergbduinhto the corona,
the flux of the overlying arcade is partially canceled by thatmuous reconnec-
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tion with the emerging field. As the reconnection betweenhibetstrap flux and
the rising flux tube continues, the acceleration of the flypermcreases. The flux
rope however in the simulation rises only until it reachesupper boundary of the
computational box (see Fig. 1.24) due to inadequate boyratarditions. Leake

et al. (2014) assumes that in a more realistic scenario tkedjpe will erupt and

evolve into a CME.



2 3D reconstruction in the solar
corona

In this Chapter, we will present and apply two main methodsider the 3D reconstruc-

tion of solar phenomena. One method is called Multi-viewpBre Stereoscopic Re-

construction (MBSR) which for the 3D reconstruction usesghinciple of stereoscopy.

This method was developed initially for two views by Berntiéster. We have extended
and applied the method for three view reconstructions. esmopy is a method based
on geometry which uses images taken froiedent view directions. It is widely used
for the reconstruction of coronal loops, prominences aff@émint parts of coronal mass
ejections. An application of the MBSR is presented in ChapteThe second method
which can be used for the 3D reconstruction of coronal losfike non-linear force-free

field (NLFFF) extrapolation method. We have extended anédesis method in order to

be able to find a good agreement between the modeled and etisaeagnetic field. The

extended field extrapolation method is called S-NLFFF anatésented in Section 2.5.
The tests of the new method are presented in Chapter 5.

2.1 Introduction

The measurement of magnetic field in the corona is not an @&y We discuss here
only two methods to indirectly determine the coronal maigretid.

A method which yields a quantitative estimate of the cordietd is the extrapolation
from solar surface field observations. It is based on thenagsan of a force-free coronal
field and requires a nonlinear boundary value problem to hedo

The second method to constrain the coronal field is the steogc reconstruction of
EUV loops which are assumed to be aligned with the coronal.fi€he 3D reconstruc-
tion of these loops mainly constrains the geometry of themal field. The method is
somewhat restricted to the vicinity of active regions wheeeEUV loops are mostly ob-
served. Yet, this is valuable information because actigres supply most of the coronal
magnetic flux through the solar surface.

Each of the two approaches have their limitations. EUV lo@pepscopy does not
yield the magnetic field strength but only the shape of sorfiendew, individual field
lines. However, it provides observational constraintsth@a magnetic field at altitudes
well above the photospheric surface and therefore coultl seele to stabilize the ex-
trapolation at these altitudes. The three-dimensionatgsgeopic reconstruction is prone
to some typical errors, basically of geometrical origin whiee view angle between the
two stereo projections is small and where the loop tangewistéo become orthogonal to
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the epipolar plane normal. The epipolar planes define tha leconstruction geometry
(Inhester 2006, Aschwanden 2011).

One of the shortcomings of the NLFFF method is the fact trabthundary conditions
for the extrapolation are often incomplete and contamuhaii¢h errors (see Section 2.4).
As aresult, there is an obvious misalignment between thegolated and observed field
lines. In a study which compared the results from extrapmiavith observations, a typi-
cal discrepancy between the orientation of reconstructeddibes and extrapolated field
lines was found to be about 20 degrees (De Rosa et al. 2008y.uBe of these discrepan-
cies between models and observations, we propose and tstratfield reconstruction
method which combines the conventional NLFFF extrapatatwith 3D data from indi-
vidual loops as they can be obtained from stereoscopic séaartion. In Section 2.5.1 of
this chapter we describe our approach and in Chapter 5, themethod is tested using
boundary values and simulated loops from a known forceffede.

2.2 Stereoscopy

2.2.1 Introduction

Stereoscopic reconstruction is used in many fields likereseging, medicine, cinematog-
raphy, etc., and the level offficulty can difer according to the object which has to be
reconstructed. A stereoscopic reconstruction needs \aigans from at least two view
directions. The reconstruction can be performed for pliket-curve-like and surface-like
objects. The reconstruction of polygonal surfaces is glpiaeduced to the reconstruc-
tion of the edges and corners. This is not possible for cusegthces. An example of
difficult surfaces to be reconstructed are human faces whereeaas more information
from the images like texture, colors and the direction dftigources.

In solar physics if two simultaneous viewpoints are not adde, one can make use
of the solar rotation to perform stereoscopic reconstouctiThe reconstruction can be
achieved from a pair of images from the same view point buiffreént timestg, t,).
The separation in time has to be short enough so that intringie variations of the
reconstructed object can be neglected. This method igioatation stereoscopy. Promi-
nences being a rather stable structure which can sometasief®t months (Kuperus and
Tandberg-Hanssen 1967) are a suitable phenomenon faprabstereoscopy. This does
not apply to its small scale structures. Coronal loops, enatimer hand, have a much
shorter life time, from hours to days (Lenz 1999), which nietgt severely the time be-
tween the two images used for the reconstruction.

With the launch of the STEREO spacecraft, stereoscopicsnaction started to be
highly used for solar phenomena. Usually it was performedhfthe two view direc-
tions provided by the telescopes onboard STEREO. As theedregiveen the spacecraft
increased, stereoscopic reconstructions could be pegfbfnom three view directions,
where the third view was supplied by other spacecraft, BQHO or SDO.

In the ideal case, from a projected pair of curve-like olgdam the Sun (e.g. coronal
loops or the outer edge of prominences) we can obtain a uBiQueirve as a result of the
intersection of their backward projection on the Sun (Inde2006). Two-view directions
are stficient for a 3D reconstruction from an ideal data set. The fiseave than two
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views brings more accuracy to the reconstruction if the deganoisy.

The leading edge projection of a CME in the images is usechireconstruction of
the CME surface. Their reconstruction, however, yieldsr@ewhich is not necessarily
located on the true 3D surface because in the images thecpooj®f different locations
of the 3D surface (Inhester 2006) is recorded (see detakpthmations in Chapter 4,
Section 4.2.5). Here, if more views are available, the retraction lies closer to the real
3D object.

The three main steps for stereoscopic reconstruction argifetation, matching and

reconstruction. The basis for all stereoscopic reconstme is the epipolar geometry
(Inhester 2006).

2.2.2 The epipolar geometry

The epipolar geometry defines the geometry of stereoscepanstruction. It is inde-
pendent of the object to be reconstructed, but depends dnttivesic parameters of the
recording instruments (Hartley and Zisserman 2003). Utegepipolar geometry, the
reconstruction can be reduced from a 3D problem to a set ofr@blgms. The elements
which define the epipolar geometry are (see Fig. 2.1) (Iein&g06):

Figure 2.1: Orientation of epipolar planes in space anddkpactive epipolar lines in the images

for two observers (e.g., space craft) looking at the Sunur€igaken from Inhester
(2006).

e The stereo base lines the line between the two observers
e The stereo base angles the angle subtended by the two view directions

e The stereo base planes the plane defined by the two observers and the Sun’s
center.
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3D reconstruction in the solar corona

The epipolar planeis the plane uniquely defined by a 3D object point to be re-
constructed and the positions of the two observerdte@ant 3D object points to

be reconstructed may lie onfférent epipolar planes but share the same stereo base
line.

The epipolar linesare the projections of the epipolar planes onto each of the ob
server images. For e.g., the ra),[ M] throughM, in image 1 lies on the epipolar

plane described by = (O, 0,, M). Since ray D,, M] lies on the planer, the
projection pointM, in image 2 is found on theepi-line' from Im2 of Fig. 2.2)
intersection line between the epipolar planand the plane of image 2 (Fig. 2.2).

epi-line
epi-line A\

Figure 2.2: Sketch of the point correspondence on an epifiok A point M; from Imy; back-
projects to a ray in 3D space defined by the observeai@ M;. This ray together
with the line connecting observer, @ith observer @ define the epipolar plane The
projection of this epipolar plane on the imagelmill be imaged as a linegpi-line).
The 3D point M which projects to Mmust lie on this ray, so the image of M in the
second view must lie oapi-line of Imy.

The epipolar lines constrain the search of correspondimgt a stereo image
pair to a search along a line and not on the entire image pldakléy and Zisser-
man 2003).

e The epipoleofimage 1, for e.g., is the intersection between the stease bne and
the prolongation of the epipolar lines from image 1.

The epipolar coordinate system is defined in the epipolamgdxy in which all the trans-
formations are performed in order to obtain the 3D locatibthe reconstructed object.
Identification and matching
After the object to be reconstructed was chosen, one hasrtectly identify the
projection of the 3D object in both images. For solar phenmmgoops, prominences,

lepi-lineis the short-hand for epipolar line.
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2.2 Stereoscopy

coronal mass ejections) which might be the object of a 3Dnsiraction, one often has to
process the images in order to find the correct corresporeddfor example, a common
image processing step is the background subtraction. Sweceften observe optically
thin lines in EUV angbr coronograph images, the image brightness measures ike em
sivity integrated along the line of sight. With the backgrdusubtraction, we remove
some of the contributions from other sources than the one av¢ te reconstruct.

Two corresponding points from two images may not have exdb# same bright-
ness. After the images were “cleaned” from background dmutions angbr noise, an
automatic way to find a match point in image 2 of a point fromgena, is to parse along
the epipolar line in image 2 and to calculate the intensiffedence between the point of
image 1 and each point from the epipolar line of image 2. Teesponding point will be
found when the intensity fference is a minimum. Another way to find a corresponding
point is by visual inspection using the epipolar constralifite process, in both cases, has
to be reversible, i.e. it should be independent on weathademify a point in image 1
first and search for it in image 2 or vice versa. The choice efdbrresponding points
from the images used for reconstruction is called tie-pognt

2.2.3 Reconstruction

A 3D reconstruction requires a camera model which descth®esamera optics. A sim-
ple camera model is flicient for the long focal-lengths optics used in solar physia

/BD object

Optical axis

X

Figure 2.3: Sketch of a simple camera model.

Fig. 2.3 we present a simple camera model which relates thgernoordinates( y) of
an object relative to the optical axis to angfeandy of the ray from the observerto the
object,

p_ VXY (2.1)

tang = © = ~———
tany = )X( , (2.2)

wheref is the focal length of the instrument. Here,y are expressed in the same units
as the focal length. Hence a single image only gives us tleetithin anglesd, y), not the
distance of the object. The distangehex coordinate and thgcoordinate are dependent
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2 3D reconstruction in the solar corona

on the two orientation angles:

p = ftang, (2.3)
X = pCOSy, (2.4)
y=psiny. (2.5)

We assume that the optical axis is directed to the Sun’s getheorigin of our 3D
coordinate system. The Sun’s rotation a®iprojects to they axis of the image 2.4. This

Image planes"2 /

7

(X, i

Figure 2.4: Sketch of the projection of the solar disk on thade plane, its rotation axi@ and
the epipolar plane. The distanggis the distance of the object along the epipolar line

(disparity).

orientation is chosen in most solar observations. We censi@D object poinAr which
projects to the image coordinates (X, y). The unit vectoheodbserver is defined by
r
F=—. 2.6
rl (20)

The x axis on the image must be perpendiculaftand tor
. Qxr
e —_—

< Al (2.7)
They axis on the image must be perpendiculagtandr
& =T x8&. (2.8)
The anglep between the optical axis and the ray to the object is
tang = I(1 - ff) Ar| \/(éfo)zf (§/Ar)2 2.9)
r| =71 -Ar r| =71 -Ar
and the angle, A
tany = & Al ) (2.10)
e - Ar

Here, all unit vectorg, &, & are known from the telescope position. In order to sim-
plify the problem, we can replace the projective geometryhaydfine one. The ffine
geometry considers all the rays to be parallel and it can bd uden the distances are
very large compared to the focal length (like for the diseabetween the Sun and the
STEREO telescopes). In Eq. (2.9) the denominator is thdaceg bylr| — 7 - Ar — |r]|.
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2.2 Stereoscopy

2.2.3.1 Stereo case

In general, for performing stereoscopic reconstructioosiftwo vantage points the sepa-
ration angle between the two view directions should de\séfigciently from 0° or 180°
so that the images contain independent information. Closkdse limiting angles, it is
often easy to identify corresponding features in both insagée more the viewing angle
deviates from O or 180°, the identification of the same feature in both images starts
become more diicult. However, the geometrical errors of the reconstructiecrease
and reaches a minimum when the stereo base angle appro@chi@stester 2006).

Our task is to findAr from the image coordinate pairg;(y;) and ., y,) of two
images. The first step is to find the epipolar plane of the dbj#dée label the planes
by the distance, which is the distance from the Sun’s center to the intersegtoint
between the epipolar plane and the solar rotational@xsee Fig. 2.5).

A

Q

Sun’s center

)
Figure 2.5: Sketch of the intersection between the epigp#are and the solar rotation axs

The epipolar planez] is defined by
(2) = (XX = ZQ + a1 (r1 — ZQ) + aa(r2 — 20Q); a1, a7 € R} . (2.11)
The normal vector to the epipolar plane is
N2 = (r, — Q) x (r, — zQ) . (2.12)

Given the image coordinates; (y;) of an object in two imageis=1, 2, we can find the
labelz of the respective epipolar plane by defining

di oC Xié)q +yiéyi - ff, (213)

as the ray of unknown length from the observéo the object which has to lie in the
epipolar plane.
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2 3D reconstruction in the solar corona

0=di-n(2 (2.14)
=di'(r1—ZQ)X(r2—Zﬁ)
=di-[rixro—2zr+r2) x Q] or
- di-rixrsp _
di-(ri+r)xQ
Note that the length ad; does not matter. If this formula does not give the sarfoe
d; andd, then the image coordinates, (y;) and (., y») do not correspond.
After we have determined the epipolar plane of the objeat athe 3D reconstruction
reduces to a 2D problem. The origin of our 2D coordinate systethe epipolar plane

is at the intersection between the epipolar plane and thés Sotation axis, i.e. zQ.
Rewriting Eq. (2.12) we get fokr the following expression:

(2.15)

Ar = a’]_F]_ + a2F2 + Zf! , (216)
Fi=ri—2Q, (2.17)
wheref; is the observer’s position in the epipolar plane.
From the decomposition & (see Appendix for details) we obtain two equations for
a1 andas,.

~ i
r. —_—
IFil e
which can be solved far; anda,. For positions close to the heliographic equanﬁ,r, >

0 and the second and third term in the square brackets onghehand side can be
neglected if &ne geometry is assumed. Then approximately

log
f/

=&+ —=Fi(1- éé)] (@11 + aof2), i=1and?2 (2.18)

IF
Fr-

aj ~

% : (2.19)

v

2.2.3.2 Reconstruction errors

The instruments have finite resolution and therefore thg@eétaordinatesy y) are also
uncertain. This at first has an impact on the calculation efgpipolar plane parameter
in Eq. (2.15). For a typical arrangement of the STEREO spatfiedoth in the ecliptic
plane at approximately the same distangdérom the Sun, we have:

ryXro~ 2r2.sing, (2.20)
(r1+r2) x Q ~ 2re.cosf/2)e, (2.21)

whereg, is normal to (1 + ) andz is the ecliptic normal direction. The spacecnaftis
positioned at approximately 1 A.U. from the Sun arid the angle between the spacecraft
at the Sun center. Sin@& ~ z || (r, X ry), we can simply derive the error imfrom Eq.
(2.15) assumingl, = —ff; to lowest ordergd ~ oxe, + dys, is the error ind:

OYiZ-(ruxry)

07 ~ |— —| .
102 ffi-(ri+ry)xz

(2.22)

50



2.2 Stereoscopy

The error for the reconstruction af in the epipolar plane is best shown from the sketch
2.6.

pointing error

\\/

5 T depth error

W, 0

Figure 2.6: Sketch of the reconstruction errors in the daipglane.

If we consider an errafx expressed in the image coordinates,

ow _% lsc
sinG/2)  f sin@/2)’
I ow 0% Tsc
ointingerrorst ——= ——— | 2.24
P J cosg/2) f cosE/2) (2.24)

depth error= (2.23)

sincesw/rsc = 6%/ f corresponds to the angular error. Note that the depth ereonati-
cally increases i becomes small while the pointing error decreasés—f 180°.

2.2.3.3 Reconstruction of loops

The reconstruction of loops filers from that of a single point because a loop typically
intersects a range of epipolar planes (Fig. 2.7). Hence giheeanent in the epipolar
plane parametez cannot be used to check the correspondence of the object itwth
images. Rather we can use the range of the epipolar pararwieered by a loop. This
range should be identical from both images if a loop is ideticorrectly in the images.
However, in practical measurements, the foot points ofeemot be determined exactly
because one of the foot points either lies behind the hoffrzon one view direction or is
immersed in bright EUV moss structures on the solar surfatk, the epipolar parameter
Zmax Of the loop top can be used.
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2 3D reconstruction in the solar corona

7Z

~N 7/,
\W

Figure 2.7: Sketch of epipolar planes intersected by a loop.

Another problem with loops which intersect some epipolaeditwice (typically E-W
oriented loops) is that even if the loop itself is identifiedrectly in both images, its two
legs may be mixed up. The back projection of a loop from its itwages often gives two
possible solutions from the intersection of the two prog@csurfaces (Fig. 2.8). One of
the solutions is the correct one and the other solution iallyscalled a “ghost” loop.

\ 7.
\ \/ .’
\/ Ve 7
s s D
s ,7\ - \
7 - \  projection
- -, N
P -, \ surface
-, \ \
\ \
\ \
\ \
\ \

Figure 2.8: Sketch of the projection surfaces.

Error estimate of the reconstructed loop curve follow ireese the error estimates of
a single point reconstruction, except that the error volhaseto be projected tangentially
to the loop. It turns out that the error often is largest atitlog top where the correct and
the “ghost” solution come close, i.e. in the epipolar plapg (for downward bent loops)
or Zmin (for upward bent loops), respectively. Here, the loop ptges are parallel to the
epipolar line in the respective image and the disparity, (e position along the epipolar
line) is less well determined.

2.3 Multi-view B-spline Stereoscopic Reconstruction (MBR)

Due to localization errors of the curve projection in the gas, the stereoscopically re-
constructed 3D curve often needs to be smoothed by fitting @d@imomial or spline

52



2.3 Multi-view B-spline Stereoscopic Reconstruction (MBS

curve. We have developed a method in which the B-spline (segdd 2.26) fit is embed-
ded in the reconstruction. Instead of calculating pairwesmnstructions from multiple
views which have to be somehow averaged finally, our methallesto reconstruct a loop
curve from its tie-pointed image projections on two or maemsg directly. It is designed
to yield a 3D B-spline as approximation to the reconstrutdeg curve, the projections
of which optimally matches all tie-points in the images. fhis no need to arrange the
tie-points from diferent images pairwise on identical epipolar lines alonddbp which
would be necessary for a point-by-point reconstruction ofilave. No association of tie
points in diferent images is necessary. After the tie-pointing stepreéhenstruction is
performed using all tie-points from all images in one go. Tdoal error depends only on
how well the tie points are positioned and the 3D reconstnatesult is approximated
by the 3D spline curve which projects closest to the tie-fmaimthe images.

2.3.1 B-spline curve

A B-spline (base-spline) curv&s) is a piecewise polynomial curve constructed of base
splinesBik(s) (de Boor 1985). The final shape of the curve is determined éighis

gi to eachB;x. These weights can geometrically be interpreted as coptioksq;, i =
Nmin; Nmax. FOr a given polynomial ordék, a B-spline curves(s) is defined as a linear
combination of control pointg; and B-spline (basis-spline) functions:

Nmax

(9= > B9 - (2.25)

i=Nmin

Each base splinB; is made up of piecewise polynomial segments of degrard
has a limited support ofd, s.,«.1]. They are constructed recursively as follows:

e Forthe cas& = 0 we have

aMQZF.wSﬂasm

0 otherwise

e Fork > O we recurse
Bik(S) = mk(9)Bix-1(S) + (1 — M1k(8)Bisrk-1(9) . (2.26)

MK(S) = ———, § < Sk (2.27)

S+k— S

For an extended curve, the range of curve parameisrdivided into N intervals
se [s,S.1] wherei = 0,N. Each interval §, s.1] is influenced byk + 1 base functions
Bik, Bi-1k ..., Bi_kkx and is therefore influenced Iy 1 control pointsyi, Qis1, -..., Qi—k-

In our model we use cubic B-splines with= 3. The intervals have unit length. From
the recursive formula (2.26) we can build the resulting polyials inside each interval.
For the fixed interval §, s + 1], the curve can explicitly be written as polynomial of
oc=S-5

1 4 1 0)( s

1 5, sy -3 0 3 0ff gz
c(s)_é(l oi o o}) 3 6 3 0| q. | (2.28)

-1 3 -3 1 di
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2 3D reconstruction in the solar corona

Cubic B-splines are continuous functions and have two naotis derivatives. The
B-spline curve which fits the tie-points should also béisiently smooth. This require-
ment is also justified by the physics of loops. They repres&gnetic field lines and the
magnetic stresses will straighten field lines as much aslges3 he spline curve has to
satisfy therefore two constraints: a minimum distance &data points and a ficient
smoothness. Our multi-view reconstruction is thereforgeldeon a least-squares evalu-
ation of the distances between tie-poirts in image | and the projectioR; - c(s j; q)
of the reconstructed 3D cunags) onto imagej on the one hand and the integrated sec-
ond derivative of the curve representing its lack of smoes#isnon the other hand. The
least-squares code minimizes

Smax 2

Z Z IPj-C(S,j:q)—xi,,-lzwf Ij—sz-c(s;q)lzds (2.29)

imagesj tie—point i Smin

with respect to the node pointg. The second term ensures a smooth regularized curve
c(s) depending on the weight The curve parametess; in Eq. (2.29) are defined as the
values ofs for which the functiorP; - c(sj; ) — X;;| reaches its minimum value

5, = argminP; - ¢(s; g) - xi 1. (2.30)

Through this side-constraint, the problem to minimize Ej29) is nonlinear. The prac-
tical solution of Eq. (2.29) and Eq. (2.30) proceeds itggdyi In each iteration step we
solve the linear least-squares problem Eq. (2.29pfassumings ; given. Next, given
the new spline curve defined by control poigtsve have to readjust the curve parameters
s,; of all tie-points in all images using Eq. (2.30).

Instead of calculating pairwise reconstructions from iplétviews which have to
somehow be averaged finally, our code is capable to recansigrpointed curves using
two or more views directly. Itis designed to yield the optimmatch to all tie-points which
an average of pairwise 3D reconstructions usually doescaioeze. There is no need to
arrange the tie-points fromftierent images at pairwise equal position along the loop. No
association of tie points in fferent images is necessary. The program has a widget which
displays the images and helps to identify, match and tiefbe structures. After the tie-
pointing step, the reconstruction is performed using alpints from all images in one
go. This way we obtain a more direcffieient and robust reconstruction which combines
the calculations of a smoothing spline directly with theomrestruction.

2.4 3D modeling of the magnetic field through extrapola-
tion

The modeling of the magnetic field in the solar corona is fmssinder certain assump-
tions. As mentioned in introductory chapter, plasma betagjinformation about which
force dominates in a certain part of the solar atmospherehdrcoronag < 1 which
means that the magnetic pressure dominates over the plassspe and also over grav-
ity and the kinematic plasma flow pressure (Wiegelmann arldiida2012). Under
these assumptions, stationarity of the plasma requireswest order the vanishing of
the Lorenz-force:
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2.4 3D modeling of the magnetic field through extrapolation

ijxB=0, (2.31)

which implies that the current densitys parallel to the magnetic fiel.
Inserting Ampere’s law (Eq. 1.1) in the expression of thedmarforce (Eq 2.31) we
obtain

(VxB)xB=0. (2.32)

The magnetic field which satisfies Eq. (2.32) together withdblenoidal conditionV -
B = 0) is termed the force-free field approximation. Eq. (2.323 inon-linear equation
(Wheatland et al. 2000). We can rewrite it by introducingt¢berent-to-field ratiar as

VxB=aB, (2.33)
BVa =0. (2.34)

The divergence applied to Eq. (2.33) gives Eqg. (2.34) whatls us thair is constant
along any field line but can vary across the magnetic field.
The force-free parameter,can be set in three filerent ways:

1. Potential field modelThe simplest approachas= 0. In this caseB is the potential
field (Wiegelmann and Sakurai 2012). We can write the magfietd as a function
of the scalar potentiad,

B=-V¢. (2.35)

A potential magnetic field model for the coronal magneticdfiean be derived
from Gauss theorem, e.g., using the LOS photospheric miagretti component
as boundary condition (Wiegelmann and Sakurai 2012).

Shortcoming of the model

Potential field is the magnetic field with the lowest magnetiergy for given nor-
mal boundary conditions. It excludes any current. In antraprocess, the corona
requires free magnetic energy which a pre-eruptive pakfidld cannot supply
(Wiegelmann and Neukirch 2003). The field lines of a poténtiagnetic field dif-
fer from the observed coronal loops especially near actig®mns (Wiegelmann and
Sakurai 2012).

2. Linear force-free field (LFFF) model

The second approach is to define the force-free parameterEgs. (2.33) and
(2.34) as a constantftierent from zero in the entire corona. The calculation of a
LFFF magnetic field model requires the solution of a Helntheljuation instead
of a Laplace equation for the potential field. Again a scataurgary condition,
e.g measurements of the LOS photospheric magnetic fieldifiteiesnt. The force-
free parameter is a priori unknown but it can be tuned to fit best with obseaoret
(Wiegelmann and Sakurai 2012).

Shortcoming of the model
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2 3D reconstruction in the solar corona

The assumption of constaatin the computational volume is not consistent with
observations. Approximate values@tan be calculated from surface vector mag-
netograms byr ~ V X Byiz/Brert. Changes ofr were seen for example, in active
regions. Wiegelmann and Neukirch (2003) tried to fit the ropti force-free pa-
rametera by comparing individual LFFF model field lines with corondagma
structures. They found that the optimal valuexofaries from positive to negative
values in the same active region.

3. Nonlinear force-free field (NLFFF) model

The nonlinear force-free field (NLFF) model is defined by E(33) and (2.34)
with @ = a(r).

To model the coronal magnetic field using nonlinear force freld extrapolations,
one needs as input data surface observations of all threpatants of the mag-
netic field. Since a couple of years, observations from variobservatories and
spacecraft provide photospheric magnetograms of the fatimatic field vector.
These data can be extrapolated into the corona by solvinghnear boundary
value problem based on the assumption of a force-free cbfietc (NLFFF ex-
trapolation). Diferent and competing numerical procedures are in use tcettukl
boundary value problem (Schrijver et al. 2006, Inhester\&i@helmann 2006).
The most commonly used methods to produce NLFFF field modelhé corona
are the Grad-Rubin method, the magnetofrictional methatithe optimization
method (Schrijver et al. 2006).

Shortcoming of the model

Even though the comparison between potential field, LFFF MibEFF models
shows that the NLFFF model best fits with observations, samaktions still exist
for this model. For the nonlinear force-free field (NLFFF}repolation to be ap-
plicable, we require a more or less stationary coronal magfield which needs
some degree of local force balance. The low beta value indlene distinguishes
the Lorentz force as the dominant force and stationarityireq its absence. The
vanishing ofB x (V x B) is a strong constraint for the coronal field but the extrap-
olation problem is still ill-posed and the resulting fi@ds more dected by errors
in the boundary data, the higher the altitude above the seirf&hese errors have
multiple causes ranging from mere measurement errors gbhib&ospheric field
to the ambiguous orientation of the observed transversg ¢é@mponent (180
ambiguity, Metcalf et al. 2006) and the absence of the asddones plasma in the
small height range between the photosphere and the base cbitbna.

2.4.1 NLFFF optimization method

The optimization method has originally been proposed by &laed et al. (2000) and
extended by Wiegelmann (2004), Wiegelmann and Inhestd0)20adesse et al. (2011).
The essential approach is to minimize a scalar cost funékpmhich consists of a num-
ber of termd., quantifying constraints the final solution should satisfy.
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2.4 3D modeling of the magnetic field through extrapolation

The first two terms from the functiond],; are:

1 I(VxB)xBP .
L, = — R 2 e, 2.36
1=y [ W 236)
1
L, = —fwf|v-B|2 d’r . (2.37)
V v

The force-free and divergence-free conditions are salisfiehe termsL; and L, are
minimized to zerows is a weighting function introduced in order to handle thenomkn
lateral and top boundary. The computational box has an iphgsical domain and a
boundary layer with a certain thickness. The weighting peterw; varies smoothly
and monotonically from unity on the boundary of the innersbgl domain to zero at the
outer boundary of the domain (Wiegelmann 2004).

The next term from the functional; is

La=5 [ (BB - diagery?) - (B~ B T (2.38)

whereB,ys is the observed field on the photospheric boundary suea@do(r) are es-
timated measurement errors for the three field compongatg, y, zonS. The estimated
erroro(r) of the line-of-sight (LOS) component of the photospheragmetic fieldB| os
is set to unity since in our test calculatioBsps is measured with high accuracy. For
the the transverse fieB,.ns the estimated error is typically much higher and the ratio
Ox/0; = 0x/oy = Byand MaxBuang. It €ven may be set to infinity if at the position
the transverse field has not been measured at all (Wiegelarahimhester 2010, Tadesse
etal. 2011).

To this end, the functional to be minimized is

3
Lot = ) énlan . (2.39)
n=1

The regularization parametefs are free parameters and control the relative influence
of the termd.,. These parameters could vary between zero and infinity. Hgedngean
multiplier & allows to tune how closely the model field matches the boynaeeasure-
ments. Since the measurements are often noisy and theneforesistent, a close agree-
ment betweerB and Byys at the photospheric boundary by a large valug&ois likely
to prevent term&.; andL, to be iterated to small values. A study using observed vector
magnetograms showed that the Lagrangean multigliatso influences the speed of the
magnetic field relaxation during the iteration.

In our code the Eq. (2.39) is minimized by means of a Landwebgation by taking
the functional derivative of Eq. (2.39). Introducing thentauous iteration courtt, we
obtain an iteration equation for the magnetic field (Wiegeatmand Sakurai 2012):

OLior faB ; faB ; B
- — .F,d — .F,d — -Fsdr, 2.40
ot flvat 1H‘§2Sat 2r+§358t 3dr (2.40)
oL,
hereF, =
whereF, = —=
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is the variational derivative df(B)
The Landweber iteration then reads

3
B—B-u ZgnFn . (2.41)
n=1

This iteration reducesgy at each iteration step when the step sizes chosen small
enough. The code automatically reduces the stepsizthis condition is not met. The
iteration is stopped ifi reaches a lower threshold value, here set td.10

2.5 3D reconstruction of coronal loops

Two major approaches have been employed to derive the 3@ stiaqpronal loops. The
stereoscopic approach is geometric as described in SetBamnd makes use of at least
two different views of the same coronal loop. Since the launch of TeREO space-
craft a number of authors developed methods to perform thed@nstruction of coronal
loops. The first reconstruction of the 3D shape of corongbsofsom an active region
using stereoscopy was achieved by Feng et al. (2007). As wedleeady said in a pre-
vious section, one of the steps in stereoscopic recongtrustthe visual identification of
the same loops in both images. In EUV images often we see tissiem from a bundle
of loops which makes this step quitefttult and from a visual inspection often multi-
ple correspondences of the same loop seem possible. Thesmpagvided by existing
instruments do not have ficient accuracy to identify a single loop uniquely. This was
the reason why Feng et al. (2007) used linear force-free déelichpolations to help with
the identification in this reconstruction step. Calculgtif-FF magnetic field models for
different values o#& for the active region studied, they used the proximity to ahthe
model loops to determine a correspondence. The loop pairsifto be closest to a pro-
jected model field line were chosen for the stereoscopior&aaction. In another study
by Aschwanden et al. (2008) the 3D geometry of 30 loop strestwere derived. The
authors could identify and select seven complete loops &&kgments of loops. They
derived the maximum and minimum height of the loops, themation angle of the loop
plane of each complete loop and circularity and coplanafitpops. The results from the
3D stereoscopic reconstruction together with DEM estisatam the loop brightness at
different EUV wavelengths were used by Aschwanden et al. (2008 rive the electron
temperatures and densities for these coronal loops.

Another method which was used to derive the 3D shape of cbloops makes use
of Doppler shift measurements. Syntelis et al. (2012) udgd¥l Enages in diferent Fe
wavelengths from the Hinode spacecraft to trace the loopg@test. Using a geometrical
model, they calculate the 3D structure of the coronal loopmfobservations from a
single view direction by including Dopplershifts obsenaddng the loop. In their model
they assume that the loops are stationary, each of themnliasfixed plane and they
carry a divergence-free, field-aligned plasma flow alongnth&Vith these assumptions,
the 2D loop trace from EUV images and the Doppler shifts althregloop, they could
derive the inclination angle between the loop plane and dballsolar vertical. They
also made a comparison between their result and a field lome & linear force-free field

58



2.5 3D reconstruction of coronal loops

extrapolation. The mean inclinationftdirence between the direction of the reconstructed
loops and the linear force-free model field lines was arouh® 1 4.5°.

Another way to get the 3D shape of coronal loops is based oexinapolation of the
magnetic field. As we have already mentioned in Section Betpotential and LFF field
extrapolations often disagree with the observations,jtikbe study of Wiegelmann et al.
(2005) or Syntelis et al. (2012). A better though not perfedietween the model field
and the observations is achieved for nonlinear force-fedd {(NLFFF) extrapolation. In
a study by De Rosa et al. (2009) field line solutions of variduEFF extrapolation meth-
ods (see Section 2.4) have been compared with 3D loops iteeotesl by stereoscopy.
In Fig. 2.9 we show a comparison of the 3D loops reconstruttted STEREO with
selected field lines from an NLFFF extrapolation.

Figure 2.9: Comparison between coronal loops and NLFFRpstation; Figure reproduced from
De Rosa et al. (2009). The surface colour shows the field Hocoraponent from
MDI/SOHO.

The box represents the computational domain for NLFFF nisthdnside the box,
the colored lines from yellow to red correspond to field linesonstructed with the best
NLFFF extrapolation solution identified by the analysis &melloop color code depends
on the local misalignment angle between the NLFFF extrajpolaolution and the ob-
servations. Yellow stands for a misalignment angle of lesst5 degrees and red for
more than 45 degrees. All field models obtained complied thighboundary data within
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2 3D reconstruction in the solar corona

reasonable error but only few model field lines reproduceddbps reconstructed from
stereoscopy. Even though the studffeted from the fact that the loops from stereoscopy
were not well located above the magnetogram area which igaitpe boundary condition
for the extrapolation, the study shed some light on theagr nature of the extrapolation
problem: measurement errors as they are probably unaveidabtate-of-the-art mag-
netograms can easily degrade the quality of the extrapola@sult, especially at higher
altitudes above the solar surface.

25.1 S-NLFFF: A method which combines MBSR and NLFFF

In this section, we present the extension of the NLFFF vianat method such that be-
sides the boundary data, additional loop data, e.g. olidmoen a three-dimensional
stereoscopic reconstruction, is also taken care of. Wetltigllnew method S-NLFFF
where the S stands for stereoscopy. We add a new term to thER&ptimization terms

which constrains the magnetic field to be aligned to thespdadbtained. The loops are
represented by 3D functiorg's) where the loop parameteiis scaled to the geometrical
length along the loop and indéxdentifies diterent loops. The new term has the form

1 IB x t;|?
L, = ds, (2.42)
) Z L dsJe O%i
where t; = % )
ds

Here,t;(9) is the tangent vector along thé loop and has unit length due to the scaling of
the loop parametes. The magnetic field in Eq. (2.42) is the field at the loop poiofs)
and by means of the cross product wifk) the termL, vanishes if the field is tangential
to the loop along its entire length.

Just as the boundary data above, the loop reconstructionatsayinclude errors.
These depend on the stereoscopic view geometry and may avglalong the loop. In
order to take account of these errors, we include a functig{s) which is a relative
measure of the estimated error of the tangent direc¢t{gpalong the loop.

With the new terml, added, the functiondl,,; becomes:

1 I(V x B) x BJ? 1
Ltot:flvawf% dr +§2vaWf|V‘B|2 dr

1 |BXti|2

ds. (2.43
i fcids 6 0% ( )

1 .
+ag fs (B — Bobg) - diag(ry?) - (B — Bob) dr + &4

For practical calculations, the magnetic field, its bougddata and the loop data
are given on discrete grids. The respective discretizetlfaostion contributions will
be named £ For the magnetic field and photospheric boundary data wessight
forward regular, equidistant Cartesian grid with nodes= (k«dh, k,dh k,dh) and grid
sizedh. Here k = (ky, ky, k;) is short-hand for a 3D multi-index of the grid indices along
the three axes (see Fig. 2.10). A complication with the nem te, arises because it does
not share the common Cartesian grid of the field and boundsey &f we discretized the
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2.5 3D reconstruction of coronal loops

B(x,y,2)

Figure 2.10: Sketch of a box defined by 8 neighboring grid fsaiq (black dots). A segment of
the curvec (dash dotted curve) cross this bdXr) is the interpolated field ants)
is the tangent in the point A.

loop parametes equidistantly bys — s; = jAsthe new variational term becomes

~ 1 B(ci(sy)) X ti(s))I?
DIy DT .

i

whereB(r) is the field interpolated from neighboring grid pointsonto a positiorr and
o2(s;) is the variance of the tangent vectds;) (we temporarily drop the loop counting
indexi).

We use the straight forward trilinear interpolation whistaiweighted average of the
valuesB(r) at the cell nodes of the cell which includes). The weight for each node
is a product ofx, y, zweights each of which is proportional to one minus the distan
c(s) — ri along the respective axis.

In order to perform the minimization of Eq. (2.43), we need fanctional deriva-
tives of the discretized twith respect to the field componerigry). For the conven-
tional terms, &, n = 1, 2, 3 these derivatives have been calculated in Wiegelmanrm§200
Wiegelmann and Inhester (2010). For the new term we find

ok,
F4,q(rk) - an(rk)
~ 2 dFa(s) | dB(ci(s))
_ZZiAS ~ 0g(s)  0Bg(r) As: (249

where dF(s) = B(Gi(9)) - (B(Ci(9)) - ti(9i(9) .
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2 3D reconstruction in the solar corona

for all three spatial componengisand all grid pointk. Note thatdF,, is the projection of
the localB normal to the loop tangent. For a linear interpolation inrégular Cartesian
grid which we use hereﬁ@/an(rk) is just the interpolation weight of field component
Bq(ry) in §(ci(sj)). This weight is nonzero only if the loop poia(s;) is located in a grid
box for whichry is one of its corners.

The minimization of & is then again performed by a Landweber iteration

4
Be—B-u ZgnFn . (2.46)
n=1

We will call L5, and t° the residual values of the cost function and its decomuositi
at the end of the iteration.

With £° > 0, the weightsg; in £ play an important role because they determine how
the residual value of §, is distributed among the individual term$’t In general, the
residual value of a singleft.can be reduced to very smaller values; ifs enhanced with
respect the othef;, j # i. However, the other terms;twill then increase depending on
how much the constraints represented by the discretizeusterand t; are in conflict.
This way, each of the £ obtained at the end of the minimization can be considered a
function of the whole set of weightg, ..., &}. The goal, of course, is to choose these
weights such that all £ are reduced to their lowest possible value.

Typically, a term £ which depends on observed data likednd t, cannot be de-
creased to zero but is bounded below by a “discretizatiaserio or “data-noise” level.
Inalogt® vs log L representation, the solutions fofféirents; andé¢; are then located
on a L-shaped curve with the two legs defining the two noisel$evThe optimum so-
lution is then located in the corner of the L-curve (Hanseh@@vhere log£” + log
is minimized. Generalized to several regularization tertims best choice of;, ..., &4 1S
obtained ify}; logL (&1, . . ., &) Is minimal.

There are, however, additional considerations. For exanft, ando introduced in
Egs. (2.38) and (2.42) represent realistic error estimatesnight want to tune the resid-
ual value of these terms to about unity. At these values, ttragolated field complies
with the observations to the order of the observationalrsrrd/ith any further reduction
of £3 and k4, we would try to adjust the fiel®(ry) to the data noise at the expense of
minimizing its divergence and Lorentz force.
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3 Instrumentation

In this chapter the used missions and their instruments eseritbed. For the eruptive
prominences described and analyzed in Chapter 4, we useéroiai the STEREO (Solar
Terrestrial Relation Observatory) and SDO (Solar Dynanbs&vatory) missions. From
the two STEREO spacecraft, we used images from the extranagiolet imager (EUVI)

at the wavelength of = 304 A. From the SDO mission, EUV images were provided
by the Atmospheric Imager Assembly (AIA) in several wavels. We used only the
images in the wavelength df= 304 A. The white-light coronagraph data was taken by
the SECCHI (Sun-Earth-Connection Coronal and HeliospHexiestigation) telescopes
package onboard STEREO.

3.1 Solar Terrestrial Relation Observatory (STEREO)
mission

The STEREO mission is composed of two spacecraft, named EUER (Ahead) and
STEREO B (Behind) (Kaiser et al. 2007). Their orbits aredwdntric with a period close
to an Earth year. Each year, the angle between them incrbgsgsproximately 44 to
45°. The spacecraft began to observe at the end of 2006. Figh8viissthe position of
the spacecraft A and B at thredf@rent times from their launch till present. The red and
blue dots represent the spacecraft STEREO A and B resplgctivee yellow and green
dots are the position of the Sun and Earth, respectivelyXTdrel y axes are drawn in the
heliocentric Earth ecliptic (HEE) coordinate system (Tlpson 2006).
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Figure 3.1: STEREO A and B position in a) 2008, b) 2010 and 420
(adapted from httpstereo-ssc.nascom.nasa yavere.shtml).
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The Sun-Earth-Connection Coronal and Heliospheric Imgagson (SECCHI) pack-
age of optical telescopes is mounted onboard each of the TeREO spacecraft. The
SECCHI package incorporates fiveffdrent instruments, which cover a field of view
from the solar surface to almost 1 A.U. in the plane of the Jkye five instruments are
divided in three categories. The first category consist efektreme ultraviolet imager
(EUVI) which observes the chromosphere and the low coraméhd second category of
instruments are the concentric, Sun-centered coronag(&dR1, COR2) which record
images from the inner and outer corona. Their field of vievgemfrom 1.4to 15 R The
third category consist of two heliospheric imagers (HI12HWvhich are &-axis white-
light coronagraphs. They take images of the interplanetpace from 15 to 215 fRon
the respective Earthward side of Sun (Howard et al. 2008broposite image from
data of all instruments is presented in Fig. 3.2.

o

Figure 3.2: A composite image (upper part) of all SECCHIrinstents recording a CME on 1
August 2010. In the lower part of the images we can see a megitidfin of the central
part of the upper half of the image. The images from the insémis are color coded:
the Sun in EUVI 304 A waveband is displayed in orange in thedheiaf the upper
and lower part of the image; the next outer layer colored @egrshows the imaging
with CORL1 followed by the blue layer, which shows the outerooa recorded with
CORZ2. The image colored in red in the upper part of the imagevstihe recording
from heliospheric imager (HI) I instrument and the outerebdhows the heliospheric
imager (HI) 11 (http//secchi.nrl.navy.mil).

The objectives of the STEREO mission are to understand ikiatian mechanism
of the CMEs, their geometry, magnetic topology and propaganto the interplanetary
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3.1 Solar Terrestrial Relation Observatory (STEREO)
mission

space (Kaiser et al. 2007).

Previous coronagraph instruments were limited for the gtigation of Earth-directed
CMEs, because in the first phases of the eruption these CMEs m@den by the oc-
culting coronagraph disk. This fact made itfdiult to measure their true velocity and
size (Thompson et al. 2010). The two view directions progitg the two STEREO
spacecraft opened the possibility for a 3D reconstructiarbgects and for tracking them
in the inner heliosphere till Earth.

3.1.1 Extreme Ultraviolet Imaging (EUVI) telescope

The EUVI telescope onboard STEREO A and B spacecraft imdge$un out to 1.7
R.. It observes the chromosphere in the emission of ionizedrmedt a wavelengtil =
304 A and the low corona in the emission of ionized iron atetdiferent wavelengths
A=171,195284 A (Howard et al. 2008b).

The EUVI instrument is a normal-incident Ritchey-Chrétielescope (see Fig. 3.3).
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Figure 3.3: The cross-section of the EUVI Ritchey-Chrétielescope with the light path (red
arrows), adapted from Howard et al. (2008b).

The mirrors are divided in four quadrants and each quadsaoptimized for one of
the four EUV emissions wavelengths. The telescope pupib&tipned right in front
of the primary mirror and is defined by an aperture mask whih d circular cut hole
like the one from the entrance filter (Howard et al. 2008b)e $patial sampling of the
instrument is 1.6 arcsguxel (Wuelser et al. 2004).

The radiation enters the telescope through an Aluminiumrfidthich blocks most of
the UV, visible and IR and which keeps the solar heat out ofdlescope. The transmitted
radiation continues through an aperture selector to ongedfiour quadrants of the optics,
encounters the primary and secondary mirrors which aregdediwith a narrow-band
coating for one of four EUV lines. The radiation will passdabgh another Aluminium
filter which will remove the remaining visible and IR rad@ti(Wuelser et al. 2004). The
exposure time is determined by a rotating blade and the irmagsor is a CCD (charge-
coupled device) in the focal plane (Howard et al. 2008b).

3.1.2 Inner and outer coronagraph

The second type of instruments of the SECCHI package areottomagraphs. In order
to better suppress the scattered light, there are two cgraphs. The inner coronagraph
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(COR1) observes the inner corona between 1.4 and @Rompson et al. 2010) and the
outer coronagraph (COR2) observes the corona between @.23R, (Howard et al.
2008b). The inner coronagraph (COR1) is a Lyot internallguiting refractive corona-
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Figure 3.4: Optomechanical drawing of the inner coronag@@R1 onboard the STEREO space-
craft. Image taken from Howard et al. (2008b).

graph (Thompson et al. 2010). Fig. 3.4 shows the design sfitistrument. After the
photospheric light enters through the front aperture (Hdved al. 2008b), the objective
lens focuses the solar image onto the occulter (Thompsdn22£0). In order to elimi-
nate the largest source of stray light in the system, the tigtracted by the front aperture
is focused onto a Lyot stop and removed. The light which maseLyot stop encounters
a linear polarizer which extracts the polarized brightreégeal at three polarization an-
gles 0, 120 and 240 degrees. Another purpose of the polasizesuppress the remnant
scattered light (Thompson et al. 2010). A series of lendesus the coronal light, which
is filtered in the white light spectrum with a 22.5 nm wide bardth centered at the H
wavelength of 656 nm (Howard et al. 2008b).

The COR1 instrument takes images with a pixel size of 2048820ith 3.75 arcsec
pixel~! resolution. For this practical purpose the data is mostipéd to either 1024x1024
or 512x512 with a corresponding spatial scale of 7.5 or 18earpixet! (Thompson et al.
2010).

The outer coronagraph (COR2) is an externally occulted tpobnagraph. Just like
the inner coronagraph, COR2 provides polarized brightmeages at the three polariza-
tion angles, 0, 120 and 240 degrees, with a spectral filtecmtnansmits from 650 nm to
750 nm (Howard et al. 2008b). At full resolution, the outeraragraph provides images
of 1024x1024 pixels with a resolution of 14.7 arsec pikel
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3.2 Solar Dynamic Observatory (SDO)

The SDO (Solar Dynamic Observatory) spacecraft was lauhoh&ebruary 2010 and
takes high cadence and high resolution images of the entimdr8m an inclined geosyn-
chronous orbit (Lemen et al. 2012). The main objective ofrthgsion is to determine
the solar variability, how the Sun drives global change aod It influence the Earth
(Lemen et al. 2012). The SDO spacecraft carries onboare tiypes of instruments:
the Atmospheric Image Assembly (AlA) which observes thasatmosphere in various
wavelengths representative of temperatures in the rang©0® and 10K (Pesnell et al.
2012); the Heliospheric Magnetic Imager (HMI), which is idgeed to measure solar 0s-
cillations and the three components of the photosphericetagfield vector (Couvidat
et al. 2012); Extreme Ultraviolet Variability Experime\(E) instrument is designed to
measure the solar extreme ultraviolet (EUV) irradiance qu¢oet al. 2012).

3.2.1 Atmospheric Imaging Assembly (AlA)

In this thesis we will employ data from AIA and therefore wesdebe this instrument in
more detalil.

The Atmospheric Imaging Assembly (AlA) is an array of fouleszopes which ob-
serves the solar atmosphere in teffetent wavelengths (seven in EUV, two in UV and
one in visible light) (Pesnell et al. 2012). The lower coraanaged in five ionized iron
wavelengths and one emitted by He II. Each of the four telessbas a spatial resolution
of 0.6 arcsec pixel, afield of view 1.5 R and a CCD record camera of 4096x4096 pixels
(Lemen et al. 2012).
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Figure 3.5: A cross sectional view of one of the AlA telesctaken from Lemen et al. (2012).

The four AIA instruments are Casegrain telescopes adaptetigerve narrow band
passes in the EUV. A cross sectional view of one of the four fdi&scopes is presented
in Fig. 3.5. The four telescopes are not all identical. Tlokthe telescopes mirrors have
two different EUV band passes while the fourth one has a 171 A bandpasse half
and a broad-band UV coating on the other half. Also, eachunstnt has its own guide
telescope, which helps to stabilize the image on the CCD féreet al. 2012).
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4 Application of the Multi-view
B-spline Stereoscopic
Reconstruction method for the
analysis of two erupting
prominences

In this Chapter we present the application of one of the nu=thiescribed in Chapter 2,
namely MBSR (Multi-view B-spline Stereoscopic Reconstiat). We have applied this
method to two dierent events. The analysis and the results were publisheipapers:
“Low polarized emission from the core of coronal mass epedi where | am a second
author and “4D reconstruction of an eruptive prominencagiiiree simultaneous view
directions” where | am the first author.

For the first event which we will describe in Section 4.3, mytcibution was to re-
construct the 3D coordinates of a region from the core of a Cliviially, the polarization
ratio method (see Section 4.2.4) was applied for the 3D aaction of the CME event.
This method failed to reconstruct the CME core. TherefoeeNHEBSR method was ap-
plied. The reconstruction was performed from two view digats. For the second event
we have applied the MBSR method and we reconstruct for a giventhe entire top edge
of a prominence as a 3D curve. Moreover, we try to analyze irerdetail the evolution
of the prominence and the associated CME. In this case, welsed simultaneous data
from three satellites (STEREO A, B, SDO) to perform the restarction.

Before presenting the applications of MBSR method, we makevarview with the
previous work on 3D reconstruction of prominences and CMEs.

4.1 Previous work on 3D reconstruction of prominences

As we have already mentioned in a previous Chapter, befomaked “STEREO era” ,
scientists developed methods like rotation stereoscopynfidrad et al. 2011) from im-
ages of the same spacecraft but taken 10-20 hours aparctorsteucting the 3D shape
of loops and prominences.

After STEREO was launched it become possible to use cldsseraoscopy to derive
the 3D structure of some parts of the entire prominence asgiguwata from two view
directions. A method to visualize the stereo informatiors\daveloped by Artzner et al.
(2010). They used data from STEREO A and B in EUVI 304 A andteo T EREO-B
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4.2 Previous work on the 3D reconstruction of CMEs

images so as it would be seen from the STEREO A view directidrey then subtract
one image from the other. While the surface background ¢saupceminences and loops
will remain visible as elevated structures.

The technique developed by Gosain and Schmieder (2010)smelecof the approx-
imation that a filament is a 2D planar plasma sheet anchorétet&un. From the two
STEREO views, they determine the prominence width andniatibn with respect to the
solar surface. They compared the inclination angle witliptes results obtained by tie-
pointing applied to the same prominence by Gosain et al.qR00he angle dference
between the two methods amounted to around 10 degrees.

4.2 Previous work on the 3D reconstruction of CMESs

It is important to understand the 3D morphology of a CME bseaon one hand this
can be the starting point for the development of physical Qktitlels and on the other
hand knowing the morphology allows to derive the propagatimection, velocity and
expansion. One reason for which it is important to deterraerg precisely the 3D CME
shape is because CMEs can have a strong damagiecf en the spacecrafts or on the
astronauts or it can produces a geomagnetic storm (seedtHafbection 1.5.3) at the
Earth and it canféect radio transmissions or it can damages the pipe lines.

The first attempt of a 3D reconstruction is due to Crifo et #83) using the polar-
ization ratio approach (will be presented below 4.2.4). iBturned out to be impossible
to derive the precise 3D shape and propagation direction $ingle coronagraph images.
A rough guess of the propagation direction could be obtaired the projected shape of
the CME cloud (e.g halo and limb events) and from the locatibthe eruption site on
the solar surface if this could be detected. To improve thseptational constraints was
one of the goals of the STEREO mission launched in 2006.

The 3D reconstruction techniques still have limitatione tluthe final signal to noise
ratio, the limited spatial and temporal resolution and tiveted number of simultaneous
views (Thernisien 2011). Therefore a number of alternatiethods have been devel-
oped for the three-dimensional reconstruction of coronassrejections based on geo-
metric properties like forward modeling (Thernisien 2Q-d8ometric localization (Pizzo
and Biesecker 2004), mask fitting (Feng et al. 2012) or basgthgsical properties like
polarization ratio method (Moran and Davila 2004). Stecepy techniques can be used
to reconstruct dierent parts of the CME like its core or the leading edge. Soyfeidh
models were developed and combine twfiatent reconstruction techniques: center of
mass determination combined with tie pointing or inversmnstruction in combination
with forward modeling.

In the following, | will present some of the most common 3Damwstruction tech-
nigues for CMEs.

4.2.1 Forward Modeling

Some studies show (see e.g. Chen and Shibata (2000)) thatissant” - type of mag-
netic flux rope describes very well some observations oftiheet part structure of CME.
Motivated by Cremades and Bothmer (2004), Thernisien €aD6) developed a for-
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analysis of two erupting prominences

Table 4.1: Parameters of the GCS forward modelling

Name of the parameter Description
Angular width 2« The opening angle between the two “legs” of the model
h Height of the “legs ”
Aspect ration k The ratio between the minor torus radius @ (#11)

and the distance from the center of the Sun to the center
of the minor torus

Ne Electron density
¢,0 Longitude and latitude of the SR
v Tilt angle of the SR neutral line

ward modeling technique for such flux-rope like CMEs. Withitlparameterized model,
called the Graduated Cylindrical Shell (GCS) model, thesdtto reproduce the general
morphology and the electron density distribution of thelleg edge of these flux-rope
like CMEs. The GCS model consists of a tube-shaped body wittcbnes attached cor-
responding to the “legs” which connect the CME to the solafase (Fig. 4.1). The

CME Model
Skeleton\/"'
/

Figure 4.1: The graduated cylindrical shell model-from fiigen (2011); The heavy line on the
solar surface represents the orientation of the magnetitraidine at the site of the
CME eruption. Figure adapted from Thernisien (2011).

model has a set of parameters which can be fitted to the olts€ME shape (see Table
4.1) as seen in one or more coronagraph images and to the&iaal and orientation of
the CME source region identified in EUV images and surfacenmaagrams.

In order to use the parameters (see Table 4.1) which desitrdb&CS model the
following assumptions are made: the expansion of the CMbnsicered to be radially
along the symmetry axis of the model, the orientation of tkéSG@nodel is defined by the
source tilt angles (see Table 4.1) and does not change during the expansioa GiNHE,
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the angular widthd) (see the Table 4.1) is assumed to depend on the length obtinees
region neutral line (the relation betweermmnd neutral line is taken from a statistical study
by Cremades and Bothmer (2004)).

The GCS model also predicts the electron density distobudind generates the syn-
thetic images from a line-of-sight (LOS) integration of theomson scatter at the as-
sumed density distribution. This model density distribaotanalytically depends on the
distance from the surface of the GCS model. By comparisondst real and synthetic
images the model parameters can be manually adjusted in tordied the best match.
Thernisien et al. (2009) extended the technique in orddidw dor an automated param-
eter fitting if images from two view directions were used. Th€S model was applied
by many authors to determine either the kinematics and expauspeed of CMEs, their
flux-rope orientation and rotation either to study the 3Dletron and expansion of the
CME cavity (Thernisien 2011). However, not all CMEs exhibi¢ symmetric flux rope
shape assumed by the GCS model.

4.2.2 Geometric localization

This method was proposed by Pizzo and Biesecker (2004). HeoCME reconstruc-
tion method they use two or more coronagraph images and gpplyetric triangulation.
Along each epipolar line in an image pair intersecting theEXiey tie-point the leading
and trailing edge of the CME cloud. If these four points arejguted into the epipolar
plane, they define a 3D quadrilateral which bounds the CMEesire in the given epipo-
lar plane. This process can be repeated for a set of epiplalaep and dierent image
pairs. The resulting stacked 3D slices compose the boundihgne of the entire 3D
CME structure (see Fig. 4.2).

View_lon=+ 80 View_lot=+ 7 f View_lon=+ 0 View_lat=+ 8 | View_lon=- 20 View_lat=+ 70

Figure 4.2: The 3D reconstructed CME with geometric lo@dlon method; Fig. reproduced from
Pizzo and Biesecker (2004).

4.2.3 Mask fitting

The mask fitting method developed by Feng et al. (2012) idairto the geometric local-
ization technique but without the need to use epipolar @axelicitly. The 3D bounding
volume of multiple slices is constructed in a reverse wayaAisst step, the boundaries of
the CME are defined in each image used for the reconstruatiasks). In the next step,
a dense, rectangular grid is defined in the corona arounduhe EBach 3D grid point of

71



4 Application of the Multi-view B-spline Stereoscopic Restruction method for the
analysis of two erupting prominences

this mesh is projected onto the images. If the projectionthie¢ mask in all of the images
the grid point may lie inside the CME and is marked. If it faidshit only one image

mask, it is definitively outside of the CME cloud. This way tharked grid points create
a 3D convex polygonal volume which contains the CME (see #i8). In a final step, the
edges and corners of the 3D polygon are smoothed. The me#tmobleceasily extended
to multiple view directions.

10

Figure 4.3: The 3D reconstructed CME with mask fitting methe). reproduced from Feng
et al. (2012).

4.2.4 Polarization ratio

This method is based on the polarization properties of Tlhonssattering (Crifo et al.
1983, Moran and Davila 2004). It makes use of the fact thatptiarization of light
scattered at a free electron depends on the scattering anglsketch with the geometry
of the scattering process is presented in Fig. 4.4.

For coronal observations the polarized intensity is ugisaparated into the tangential
(Iy, i.e., parallel to the limb) and the radid} (from Sun center) components. According
to the Billings (1966) formula these two components can h#ewin terms of the local
electron densit\N, and the incident light intensityy from the Sun as:

I, = |0Ne;w[(1—u)(:+uD], (4.1)
=1, = 1 i [( - U)A + U] . (4.2)
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LOS

S POS

Y
Observer

Figure 4.4: A sketch with the Thomson scattering geometry.

whereo is the Thomson scattering cross sectioims the limb darkening cdicient and
A, B, C, D are functions of the local geometry depending on the afigleece Fig. 4.4):

A = cosQsirfQ, (4.3)

B = —%[1—3sian— C;fg?(l+3sir?9)ln %} , (4.4)
C-= g—cosQ— coiQ’ (4.5)

D= % 5+ S Q - C;fg(s _sifQ)In %} . (4.6)

From the two scattered intensity compondptndl,, we define the polarized bright-
nessl, = I — I, total brightnesdr = I; + I, and unpolarized brightneds = I+ — I,.
Since the radial and tangential directions depend on th#igo#n the coronagraph im-
age, a coronagraph typically measures three polarizedesiagthree dierent angles,
respectively-60° , 0° and 60. From this set of 2D images, after appropriate background
subtraction, one can compute total brightness, polarineduapolarized brightness im-
ages from:

4
Ip — 5 \/[(IO + lgo + |—60)2 — 3(|OIGO+ lol_60 + |60|—60)] s
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2
I+ = §(|o + lgo + 1_60) -

Through their dependence onandl,, the polarized and total brightness and their
ratior = I,/ly depend on the scattering angle. If the observed radiaticnseattered
from a single volume element, the ratio of polarized to uapgeéd brightness, = I/l
would uniquely yield the magnitude of the angieand therefore the deptthfrom the
plane of sky (POS) of the scattering element. But becausggipendence df, with siny
is quadratic, the method cannot decide whether the scajtetement is in the front or
behind the POS. In real observatiohsandl, result from scattering along LOS instead
from a single volume element. We therefore have to replage,ia Eq. (4.1)

Ne Sir? y[(1 — U)A + uB] — f Ne(l) sir?x(D[(L — wA(Q) + uB(]dl (4.7
LOS

sze(I)dISinz<X>[(1—u)<A> +u<B>],

Wheref Ne(l)dl is the column density and y >, < A >, < B > suitable averages over
the LOS. Since for a given distance of the LOS from the SuandB depend through
Q also ony, the factor of the column density could be expressed entaeh function of
<y >.

For each pixel from the 2D images, we can calculate the medsatior,,. This
measured ratio is independent of the column density but depends monotonically on
< ly] >. The original method by Moran and Davila (2004) requiresyamie image,
however, we are left with the ambiguity of the sign-of|y| >, i.e., ofd. This can be
constrained if two images are used. Still, since the metletarms only a single depth
estimate per pixel, it does not really return the 3D CME clduat rather yields a CME
plane more or less close to the central longitude of the CMEdtI

4.2.5 Stereoscopy

The most common parts of the coronal mass ejections usedei@oscopic reconstruc-
tion are the leading edge (Liewer et al. 2011) or just its pofargest distance from the
solar center, bright parts of the core (see e.g. Joshi ands$ava (2011a)) or the cloud’s
center of mass. Howard and Tappin (2008) used this methobtéanothe 3D position of

a central, north and south flank of the leading edge. The staaried leading edge of
the CME outer surface strongly depends on the view geomethynaost often does not
even lie on the CME surface. The visible leading edge is tbgption of the outer sur-
face forming the CME hull. For two viewpoints, the curve résg from a stereoscopic
reconstruction of the two visible leading edges approxamn#te intersection of the CME
hull with a plane normal to the mission plane of the two obsgyspace craft (see Fig.
4.5). Liewer et al. (2011) analyzed the position of the ti#apreconstruction relative to
the CME surface. Because the two spacecraft involved indbenstruction see filerent
parts as the leading edge the tie-point reconstructionlyi@lcurve somewhere above the
CME surface. Depending on the curvature of the CME surféeeréconstructed leading
edge lies aboUR[l/ cos(%)] of the real surface where R is the local curvature radius of
the CME surface in the mission plane of the observing spaafe cr
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V=

Figure 4.5: A sketch with the geometry of the intersectiompbetween the two visible leading
edges of the two view points.

Moreover, if the CME surface changes its shape and curvatiihetime, each edge
curve of atime sequence of such leading edge reconstrgatiag well represent fierent
parts of the CME surface (Chifu et al. 2012).

4.2.6 Local correlation tracking plus tie-pointing

For an automatic determination of correspondences betiveeimages, Mierla et al.
(2009) used a correlation-based approach. The normalizedlation between the in-
tensity variation from two subimages, one from each imagesaiculated for various
positions of the sub-images along the same epipolar lineen\the correlation cdi-
cient assumes a maximum at a certain pair of positions abpvedefined threshold, the
two image positions are used to determine an equivalent 8esmg center. Processing
the entire CME region of both images this way, a cloud of scatt) centers results which
are assumed to outline the CME interior area. The methoddwas feported to work well
if the angle between the view directions is small and locatedations can be expected
to be large. In this case, local 3D density variations in thdéEXloud may lead to large
normalized correlation cdicients for subimages centered on the correct positions. The
performance was found to be reduced as the angle betweerethéivections increased.
The normalized correlation ciient is defined as

Jy Ta(X+ £y + Dle(X + &,y + Q)déd?
\/ﬂ,\, 1Z(x+ &,y + )déds [ 13(x + &,y + )dédd

oas(X X,y) = , (4.8)

whereoap(X, X, y) varies between the limits [-1,1]a(X, y), 1s(X,Yy) are the total bright-
ness intensities of the two images; at image positigng,andx’, y', respectively, in the
epipolar coordinate frame, i.e., y is the common epipolardimate anc, X' are positions
along the epipolar ling. The integraIﬁN is executed only over a small subimagye
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4.2.7 Hybrid methods
Constraint on the mass calculation and tie-pointing

To find a fast estimate of the 3D CME propagation direction egldcity, one can de-
termine the center of mass of the CME cloud. Since in coramgwhite-light images,
the brightness is more or less proportional to the colummsitiealong the LOS (the dif-
ferential Thomson scattering cross section varies orle With scattering angle), the
projection of the center of mass is just the barycenter oirttagye brightness. From these
projections, the approximate 3D center is easily deterchini stereoscopy. Mierla et al.
(2009) and Mierla et al. (2010) have calculated the centerass of seven CMEs and de-
rived their latitude, longitude and distance from Sun. Urtlese assumptions, the total
mass of the CME as calculated from Billing’s equations (sge. £4.1) - (4.6)) should be
the same except for contributions close to the occulter vbawld not be equally visible
from both view directions. Colaninno and Vourlidas (200Bjaoned dfferent values for
the mass of the same CME from the two views of the STEREO spaitecThey ex-
plained the discrepancy by the small but not negligibletscaiy angle dependence of the
Thomson scattering.

Inverse reconstruction plus forward modelling

Using a hybrid model, Antunes et al. (2009) reconstruct th& bf the CME excluding
the leading edge and shock analyzing runnirfedgence images. For their hybrid model
data from at least two view directions of the CME are requirddithin this method the
authors tried to obtain the geometric shape and also thatgderishe CME. As a first
step in their reconstruction, they use the forward modei@aipnique to roughly fit the
CME shape. The fitted shape is used as an envelope of the CMitefeecond part of the
reconstruction in which they try to fit the density variattormatch the image brightness
only inside the CME envelope. It should be noted that for tmages, the 3D density
distribution obtained is not unique.

4.3 3D reconstruction of a CME core

4.3.1 Introduction

As mentioned in Chapter 1, the coronal mass ejections age ofiserved to have a three
parts structure: a leading outer edge followed by a darktgarid a bright core. Even
though a one to one correlation does not exist, the obsensliave shown that in many
cases prominence eruptions are the source of coronal nexg®es. In these cases, the
cold (T ~ 10* K) and denseN. =~ 10*° cm~3) material of the erupted prominence is asso-
ciated with the core of the CME. Poland and Munro (1976) oles®Hy emission in the
core of a CME cloud which had a prominence eruption as itsc&urhey have shown
that the Hr emission is much less polarized than the emission from thewsoding ma-
terial which is due to Thomson scattering at the free corelstrons. They used ground
based observations indHand He Il for the prominence analysis and coronagraph data on
board the Skylab spacecraft for the white light observatioithe outer corona. Because
the polarization in the core of the CME had a value two timeallnthan expected they
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4.3 3D reconstruction of a CME core

concluded that the emission was not entirely produced byriBom scattering and that
Ha scattering made some contribution to the scattered light.

We have studied a CME event on 31 August 2007 which shows atlpagch of low
polarized radiation in its core which was presumably caulisea Hr resonant scattering.

Ha emission occurs when the hydrogen electron relaxes frorthttee(n = 3) to the
second (n= 2) energy level. The wavelength of thexHadiation is 656.28 nm. The
probability of the electron to decay from the energy leveBrio n=2 and to excite k
emission is higher after ionization of the hydrogen follol®y a recombination rather
than by a direct excitation to leve=3. The ionization energy from the ground level
is 13.6 eV and the energy which an electron needs to be extdedthe ground level
to the third atomic level is 12.1 eV. The ionization state gfl@asma in thermodynamic
equilibrium is dependent on the density and temperaturetarah be obtained from the
Saha equation

| | 3/2
Nii 225 (ZﬂmeKBT) gXi/KeT (4.9)

Nj B ner h?

where N1, N; are the number density of the iong,is the atomic numben is the
electron masdj is the Planck constanKg is Boltzmann'’s constant, is the temperature
of the plasmay; is the ionization energy.

If we considerx = Ny, /Ny the ratio of the number of ionized hydroge¥, ) to total
number density of hydrogen atoms{ = Ny, + Ny, ) and we know that for hydrogen
ne = Ny, , the Saha equation becomes

3/2
X2 2 (M) o 136/KeT (4.10)

1—x:N_H h?

For a temperature of = 10000 K almost the entire hydrogen is ionized. At equilib-
rium, the radiative recombination rate of hydrogen per uaitime is given by (Hasted
1964):

v =Ne- Ny~ aa(T) = n3-aa(T), (4.11)

wherene, n, are the number density of electrons, respectively protodsa = 4.2-10713
cm?® st is the radiative recombination cieient for a temperaturé = 10000 K. For a
number density of the order of 48m™3, the recombination rate is = 4.2- 10®.cm3 s,
After recombination, the captured electron may occupy aneygy level and by means of
a further relaxation processoHadiation can be produced.

4.3.2 Observations

On 31 August 2007, the STEREO telescopes observed theamngdi® prominence which
triggered a CME with an interior void and a bright concemdatore. The separation
angle at 31 August 2007 between the two spacecraft, STERE@IBawas 28 degrees
(see Fig. 4.6).
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Figure 4.6: The position of the two STEREO spacecraft A anchBbAugust 2007
(adapted from httpstereo-ssc.nascom.nasa gdvwere.shtml).

For the analysis of the polarization degree from the CMEmbaswe used obser-
vations from the CORL1 telescope. The coronagraph COR1 wésséne solar corona
in white light in a 22.5 nm wide wavelength band centered athh line at 656 nm
(Thompson et al. 2010). It also has a linear polarizer whedords images at three dif-
ferent polarization angles: 0, 120, 240 degrees (see Qhaptés explained in Section
4.2.4, from these 2D data one can obtain the polarized lrégist (pB), total brightness
(tB) and unpolarized brightness (uB) for each pixel. Foeé¢hparts structured CMEs, as
observed on 31 August 2007, the core material can sometimésited back to a pre-
eruption prominence CME. For the CME from 31 August 2007, we dearly identify
the source prominence in the EUV images. Therefore, we eae the prominence erup-
tion with the help of EUVI instrument on board STEREO fromdtgliest stages on. The
He Il line at 304 A provides a good visualization of the proerine and we have used
the according image data for the identification of the pranoe source. At later stages
of the eruption, the dense prominence material evolvedthr@dCME core material. The
observations in EUVI 304 A show the prominence from 31 AuQ@17 starting to rise
at around 19:00 UT, the associated CME enters the CORL1 fielebafat 21:00 UT. The
simultaneous observations from the EUVI and the CORL1 instnt (see Fig. 4.7) show
that the prominence is co-spatial with the CME core.

Figure 4.7: Composite images on 31 August 2007, 21:05 UT &I 304 A and COR1 on-
board STEREO A (right image) and STERO B (left image) takemfiMierla et al.
(2011)
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This indicates that the prominence material is the sourdbefCME core (see Fig.
4.7).

4.3.3 Data analysis

The separation angle between the two STEREO spacecraftsalls to perform a 3D
stereoscopic reconstruction with the MBSR method. For tiedyais of the low polar-
ization patch observed on 31 August 2007 in the core of the @MEIsed data from
COR1 at 21:30 UT. In a first step the data was processed witthsgwep.pro, an IDL
(Interactive Data Language) program provided by the sofapackage, which calibrates
the raw images (divides by exposure duration, subtract€@i@ bias, converts the image
intensities from the recorded digital units to fractionsttoed mean solar brightness and
applies a flat-field correction). In order to remove the cat@treamers from the image,
we subtract a background image from each of the total andipethbrightness images.
The background images were obtained by extracting for eixethtpe minimum intensity
from all images over a 12 hours interval, centered at the @ftle eruption. In addition,
a median filter was applied to the resulting background imageder to reduce the noise.
Fig. 4.8 shows on a logarithmic scale the total brightnesRC@nages from STEREO A
and B after the background was subtracted. This procedws@plied to all three polar-

log(tB)

_57

Figure 4.8: The total brightness images expressed in mekm bdghtness from COR1 of
STEREO spacecraft A (left panel) and B (right panel) at 21230 The upper left
inserts are zooms of the CME core region from the same pdrgpec

ization orientations so that polarized and unpolarizedhiriess could be computed. Fig.
4.9 shows the ratio of the polarized to unpolarized brigssrabtained from the STEREO
A and B images. The ratio images are color coded and we carnedew polarization
patches (red) at about 1.5 Rlistance from the Sun center inside the highly polarized
CME emission (gray) bulb. In the upper left corner we show gmifecation of the region
with the low polarization patch.

One method proposed to derive the 3D CME shape is the pdianzatio method (see
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log(pB/uB) log(pB/uB)

Figure 4.9: The ratio pBIB of polarized to unpolarized light from COR1 of STEREO sgaaft
A (left panel) and B (right panel). The upper left inserts zmems of this region from
the same perspective. The green line represents the poojexdtthe 3D curve fit to
the patches location obtained from stereoscopic triatignla

Chapter 4.2.4 for the description of the method). To redail,Thomson scattering, the
ratio pB/uB is a function of the scattering angle between the incidgfttland the di-
rection towards the observer (see Fig. 4.4). With this mi@tion, we can estimate the
distance of the scatterer from the plane of the sky. Fromglesiatio observation alone,
we can however not decide whether the scatterer is in frobebind the POS. This am-
biguity can be resolved with observations from two view dii@ns as they are provided
by STEREO A and B. For each pixel in an image from STEREO A ance8pectively,
we obtain an estimate for the distance of the scatterer frenrdspective plane-of-sky
(POS). From the two positions on other side of the POS we @thesone which yields
a scattering center close to the scatterers derived frorthes view direction.

The resulting 3D distribution of scattering centers is @igpd in Fig. 4.10. In the
image, the view direction is from above the Sun’s north paiedhe STEREO mission
plane. The green dots represent the 3D position estimatasgeddrom the pixels of
the CORISTEREO A image, the blue dots are the equivalent from GSREREO B.
The best agreement between the point-clouds from STEREOdABawas achieved if
the CME scattering center was assumed in front of the POST&REO A and behind
the POS for STEREO B. Since the derived scattering centriiqus represent some
weighted mean along the respective line-of-sight, the attial extent of the cloud of
scattering centres in Fig. 4.10 probably represents a lwend of the true azimuthal
extent of the CME cloud. ldeally, the scattering centersadirelose to the meridional
barycentre plane of the CME cloud.

The features which do not match in this picture are the elmugatructures which we
will term the “horns ”. They have their origin in the low poized patches observed in
the COR1 A and B images (see Fig. 4.9). For a Thomson scagtedlume element,
a low polarized scattering polarization implies a locatianaway from the POS of the
observer. Since the horns can obviously not be matched byewdrachoice for the po-
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POS_A POS B

- STEREO_A

Earth

STEREO_B

Figure 4.10: PR reconstruction of the barycenter plane ® GME on 31 August 2007, 21:30
UT. The greefblue points are the reconstructed Thomson scatteringigasifrom
CORJYSTEREO A and B, respectively. The short red curve inside khedcrepre-
sents the reconstruction by triangulation of the regionrelh@v polarization patches
are observed. The view is from above the STEREO mission fl@m&LN). The
axes in the STPLN are the directions to the spacecraft gdb8TEREO A and B)
and their respective plane of the sky (POS A and B). The blaeki$ the projected
direction to Earth. Image taken from Mierla et al. (2011).

larization ratio method ambiguity, we conclude that thgpessive image signals were not
produced by Thomson scattering.

Since the polarization ratio method obviously fails to deli@e the position of the bright
core patch, we used the stereoscopic reconstruction m@B8R) to find its position.
A detailed description of the method is presented in Chapt&ection 2.3. The sepa-
ration angle between the spacecraft A and B of 28 degreessatlm easily identify and
tie-point corresponding features in both images. Howekiergeometrical errors are con-
siderable for such a small separation angle. The CORL1 tagditbhess images allow us
to identify and reconstruct a 3D curve on an approximatdlygipal axis along which the
core material is distributed. The reconstructed 3D curvktha respective reconstruction
errors are displayed in the Fig. 4.11. The projection of this/e on the spacecraft view
direction curve is overplotted in green on the polarizatatio images of COR1 A and B
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Figure 4.11: Stereoscopically reconstructed curve wighviirtical errors.

in Fig. 4.9. The blue dots represent the tie-points usedi®BD reconstruction. In Fig.
4.10 the curve is overplotted in red onto the scatteringresritom the polarization ratio
method. From the Fig. 4.10 we can observe that the 3D patabsisigned close to the
barycenter plane of the CME. In Fig. 4.11 we show the recaostd 3D curve enlarged.
The material of the bright core patch should be distributedenor less along this curve
with the error range indicated by the blue bars attachedeatinve.

4.3.4 Discussion

Low polarization of the sun light scattered in the coronalmadue to a number of reasons.
For example, by scattering at coronal dust particles wreshlts in the so-called F-corona
(Morgan and Habbal 2007). With the exception of the duss tefithe Sun-gazing comets,
this F-corona scattering changes only very slowly in tinypjdally by months. In our
analysis, therefore the contribution from the F-coronalbegely been removed by the
background subtraction of the primary image data. Anotbason for a low polarization
signal can be a position of a Thomson scatterer far away fhenOS. This assumption,
however, is in disagreement with the 3D stereoscopic renatgon of the low polarized
patch. The most probable explanation is that the emissam the core of the CME is
due to Hr resonant scattering (Poland and Munro 1976). In the casé/d<produced
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by prominence eruptions, the core material of the CME is lis@asociated with the
prominence material which is cooler and denser than thenebplasma.

In presence of a core patch each pixel of a 2D coronagrapheimegprds the LOS
integration of the totally scattered emission; the contitns from Thomson scattering
and Hx resonance scattering are superposed. Fig. 4.12 sketchediffierent scattering
sources may integrate up infidirent areas of a coronagraph image. Along a view direction

Figure 4.12: Sketch with the contribution of the radiatienarded by a coronagraph on the image
plane

which does not intersect the patch, we only have Thomsonesaaintributions which
integrate to a brightne®3c e of the CME cloud. In contrast, the observed brightness
Bpatch IN projection of the patch is a superposition of three ctuations from along the
LOS: the resonance scatteriBg,, plus the Thomson scatt®&;, from inside the patch
and the Thomson scatter froBy, outside the patch. Note that scatter contributiByf
may difer from By because the plasma density inside the patch is stronglyneatia
compared to the average CME cloud density. On the other haedgontribution of
Brh to Bpaich IS approximately the same asBgve. We therefore observe the following
brightness in the coronagraph inside the projection of tre patch:

thatch = tBHa + tBty + tB1p, (412)
PByatch = PBHe + PBriv + PBrh . (4.13)

From the total brightness data, we have found that the vdltleedotal brightness of
the Hx patch is about 10 times higher than that of the surroundingri@on scattering
cloud,tBpaich = 10 tBecme = 10tBry (in the Fig. 4.8, inside the black circleg(tBpatcr) =
—6.93 and inside the blue circleg(tBcye) = —7.90). From the observations tBc e
and using Billings (Billings 1966) formulas we are able ttireate the electron density
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in the CME. For an assumed depth along the LOS of IwR derive a density, of
2.6 - 10° cm3. From the computed polarization ratio we find a ratio of théapped to
the total brightness:

pB

_pB_ & _]05 =rmforatypical LOS through the CME
B 14 L’—S - lol = I'oatch fOr @ LOS through the bright core patch

The two values approximately reflect the contrast in thenmaton ratio in Fig. 4.9.

For Thomson scatteringy, = pBrn/uBry, should depend only on the distance from
the solar surface, hence we can assufje: rry = pBry/UBry, i.€. the same polariza-
tion ratio inside and outside the patch. ObviousBy, must be significant in Eq. (4.12)
over the Thompson scatter contribution simgg. differs considerably fromy. Insert-
ing the observed total brightness and polarization ratibs Eqgs. (4.12) and (4.13) and
eliminatingtBry,, we obtain the following relation:

tBre 8
tBry 1-18rn,

Hence from the brightness and polarization ratigs cannot be larger than18. This low
value of the intrinsic K polarization ratio agrees with low values obtained for ahoe
spheric measurementaWiehr and Bianda 2003). Moreover, the ratity,,/tBry cannot
be smaller than 8. Hence a large fraction of the radiatiomftiee core patch should be
Ha emission (Mierla et al. 2011).

Jefi¢ and Heinzel (2009) used 1D isothermal-isobaric modelsetivel an electron
density diagnostic for quiescent prominences. They hamsidered dterent tempera-
tures, pressures and geometrical thicknesses for each.nhodee white light emission,
they assumed a waveband of 10 nm and a geometrical dilutborfaf W = 0.416 which
corresponds to an altitude of 10000 km. The geometricatidiidactor has a dependence
of heightz above the solar surface as :

W(@) =1- w/1—%. (4.14)

For the time when we have applied the polarization ratio wetthe core of the CME
was at an altitude of 68 R,. At this hight we obtain a dilution factai(z) = 0.35 .

Jefi€ and Heinzel (2009) derived an equilibrium relation betwin electron density
ne and the ratio between ddresonant scattering and Thomson scattering. For typical
prominence temperatures in the interval from 4300 K to 15QQfis ratio has a weak
dependence with the temperature:

En n
¢ = 1.64b;W10 4T 3/2gl7534KT __=_ 4.15
EWL 3 Cm‘3 ( )

HereT is the temperature ana is the LTE departure cdiécient of then = 3 level of a
hydrogen atom which is defined as the ratio of the actual @djoul in the| level to the
theoretically expected population in LTB;(= (n;/n.)/(n;/n.) 1e) (Gouttebroze et al.
1993).

From our observation$By,/tBr, ~ 9.33. If we consider a temperature of 10000 K for
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the patch material, a geometrical dilution of 0.35 and theadeire factob; = 2.97, we
obtain an electron density in the, lyatchn, = 8- 108 cm3. This is nearly three orders
of magnitude of what we have estimated for the CME cloud detsi the patch (Mierla
et al. 2011).

4.4 4D reconstruction of a prominence-CME from two
and three views

4.4.1 Introduction

On 1 August 2010 three solar eruptions (prominences angJlaere observed at closely
located source regions and expelled within hours. A detdikt of events from that

day is discussed in Schrijver and Title (2011). The chainveinés was called “sympa-
thetic” eruptions by Torok et al. (2011) because in obsé@mat one can see how the
eruption of one prominence destabilized the magnetic cordtgn of its neighboring

prominence and caused it to erupt. The prominences covieeeedntire northern hemi-
sphere of the Sun (Fig. 4.13) which made them a global phenomaccording to the

definition of Zhukov and Veselovsky (2007).

www.helioviewerorg

Figure 4.13: Image showing the regions where erupting eveantur during 1 August 2010.
AR1+FR1 represent the region where first eruption flare and filareeiption oc-
cur; FR2 stands for second prominence eruption; AR2 stamdsctive region where
the second flare occurs; FR3 stands for the third flux ropetierupThe image was
recorded in Hell 304 A by the AIA instrument onboard SDO (whelioviewer.org).

Fig. 4.13 was recorded in He Il wavelength and shows the nsgidhere the events
occurred. Around 2:59 UT a flare followed by an active regitaniient eruption occurred
in the area marked with ARFR1 in Fig. 4.13. At 5:26 UT the prominence in region FR2
erupted accompanied by a flare in region AR2 (Fig. 4.13). @kedrupting prominence
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of this sequence started at 22:06 UT in region FR3. From tagncof three prominence
eruptions we have focused on the second eruption from rdgfR#y which was a high
latitude prominence spanning over abouf % longitude (see Fig. 4.14). The aim was
to reconstruct its kinematic evolution as closely as pdssiihe reconstruction errors
depend on the image resolution and on the angle betweendhbe syatft.

The CME was observed as a three-part structure in white-llgages. The bright core
corresponds to the prominence material observed prioterthption in extreme ultravi-
olet (EUV) images.

Figure 4.14: Images of the eruptive prominence taken frometdiferent views at 8:16 UT in 304
A wavelength; left image - STEREO B; middle image - SDO; righage - STEREO
A.

This sequence of eruptions formed a spectacular event wiashpreviously studied
by Joshi and Srivastava (2011b,a), Li et al. (2011), Térdk.e2011). Using STEREO
EUVI data, Joshi and Srivastava (2011b) analyzed the positieight and acceleration of
the reconstructed parts of the eruptive prominence fromondgR2. From the evolution of
the prominence kinematics they concluded that there wesetvases of the prominence
eruption. From the variations in latitude and longitudehs teconstructed features they
concluded that the prominence rotates during the risinggbbghtly around its propaga-
tion direction. Joshi and Srivastava (2011a) analyzed &hecity of the top point of the
CME core patch and of the leading edge of the CME. They fourxdmam velocities of
around 200 km'g for the top part of the CME core and 567 knt $or the leading edge
of the CME. Li et al. (2011) reconstructed the top point of pneminence from region
FR2. For the reconstruction they used data from one of theRElEsatellites and SDO
satellite. The authors used the 3D reconstructions to m@terthe position of dierent
parts of the prominence and derived the height, velocityaueleration for highest part
of the prominence and the projected speed of the CME front.

In terms of reconstruction, what is new in our approach isube of data from three
satellites (STEREO A, B, SDO) simultaneously. With our MBBRthod explained in

Chapter 2 we reconstruct for a given time the entire top edlfjeegrominence as a curve
which can give more information about the kinematics of trehpnence. Moreover, we
try to analyze in more detail the evolution of the promineand the associated CME.
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4.4.2 Observational data and the 3D reconstruction

In general, 3D stereoscopy requires images of the objea tedpnstructed from at least
two different view directions. In this study we use three view dioext employing EUV
observations from STEREO and SDO and coronagraph obsemgdtom STEREO.

For the prominence studied, the reconstruction was peddrifrom the moment of the
eruption at 5:26 UT until the subsequent CME escaped thedfeltew of the STEREO
CORL1 coronagraph at 10:35 UT. We could not perform the raoectson after 10:39 UT
because the CME left the COR?2 field of view of STEREO B so thdy onages from
STEREO A remained available.

For the 3D reconstruction of the rising prominence we used3®% A images obtained
by EUV telescopes of STEREO A, B and SDO. The EUVI field of viedimited to 1.7
R, (Wuelser et al. 2004) for STEREO and to 1.5 fer SDOQAIA (Lemen et al. 2012).
The STEREO observations are well synchronized taking iotoant also the travel time
of light from Sun to the respective spacecraft. The SDO dateesponding to a give
STEREO image pair was chosen as close in time as possibleawitiaximum time dis-
crepancy of 1 minute and 12 seconds. The data sequence wetedekith a 10 minutes
cadence for all three spacecrafts until the prominencéieftield of view of the STEREO
A EUVI telescope at 9:26 UT.

After 9:26 UT, the prominence could only be traced in CORIé¢mcoronagraph) and
COR2 (outer coronagraph) of STEREO. We used images from C@Raidd B with a

STEREO B EUVI/COR1 09:35:00 UT STEREO A EUVI/COR1 09:35:00

&
Ll R

Figure 4.15: Images of the eruptive prominence taken frolBFRHO B (left side) and STEREO
A (right side) at 9:35 UT.

5 minutes cadence to determine the 3D position of the cordfateading edge of the
CME produced by the prominence. A composite image of thagiprominence and of
the CME is presented in Fig. 4.15. On the 1 August 2010, tharaéipn angle between
the two STEREO spacecrafts was I38; between STEREO A and SDO, the separation
angle was 789° and between STEREO B and SDO,1@°. This means that SDO was
located approximately in the center between the STERECespait and limb events on
STEREO were seen close to the disk center in SDO. At theseatepaangles we per-
form the reconstruction from two views and also from thremwa simultaneously.

The 3D reconstructions for the prominence and the assodZE were performed us-
ing MBSR (Multi-view B-spline Stereoscopic Reconstrundi@escribed in Chapter 2.
For all structures investigated, we always tie-point tivésible upper edge. We choose
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not to follow very small scale structures of the filament @& #ize of a few pixels because
they are highly variable andfiiicult to trace in time. Both the prominence and the CME
core material are sficiently concentrated along a 1D axis so that the positioh@if top
rim is well discernible in the images for most of the time ahis well approximated by
the reconstructed curve. Note that the time series of theses can only reflect the mo-
tion normal to the curves. The physical motion of the plasnag mclude an additional
component along the reconstructed curve which we cannolves

In Fig. 4.16 we overplotted examples of the projection of3Bereconstructed curve and
the tie-points onto the images from STEREO A, B and SDO. A measf the recon-
struction error is the distance between the tie points aadegbonstructed curve.

Figure 4.16: Overplot of the projection of the 3D curve (gel) and the tie-points (green) onto
the EUVI images from a) STEREO B, b) SDO, ¢) STEREO A and ontoGOR1
images for the CME core in d) STEREO B and e) STEREO A and forGhte
leading edge in f) STEREO B, g) STEREO A.
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Using EUV 304 A image data from STEREO B and SDO we first reconsthe
prominence from 5:26 UT till 7:36 UT. For this period we usedyatwo views because
in the images from STEREOQO A the prominence is seen edge orasththfront leg of the
prominence covers exactly the rear leg. For this reasonpwiel ot clearly discriminate
the legs in the images from STEREO A. For the period 7:46 UT:56 & T we used
simultaneous data from all three spacecrafts. After 9:06 tbd prominence could no
more be properly identified in the AJSDO data because the projection of its upper
edge in the image was very close to the solar limb. Therefeeeysed again only two
views, STEREO A and B, from 9:06 UT to 9:26 UT. After 9:26 UTettop part of the
prominence had left the field of view of EUVI. The reconstroics are drawn in red in
Figure 4.17 until 09:26 UT.

Figure 4.17: The 3D reconstruction of the prominence fronvVEithages (red), the reconstruction
of CME core using COR1 images (blue) and the CME leading edgmef). The
reconstructed curves of the prominence and the CME coregtinterval: 9:30 UT -
9:45 UT) (top left panel); the reconstructed curves of ttepnence and core of the
CME for all times (top right panel) and of the prominence amddf the CME from
two different view directions (bottom panel).

For the determination of the spatial position of the core tredleading edge of the
CME, we used data from CORITEREO. Since there were no coronagraph data available
from LASCO CZ2SOHO, we could only use images from two space craft for thesion-
struction. For the first frames from 9:30 to 9:45 UT we used@ diatm COR1, the entire
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visible core structure (blue curves in Fig. 4.17 top leftgdaoould be reconstructed.

After 9:45 UT, we had to split the reconstruction of the CMEemto three parts,
namely the west and east extremities and the top becausgytia¢ sf the core material
became rather faint and the connection between these threeqould not be reliably
determined any more. In the top right panel of Fig. 4.17, thwe lourves represent the
3D reconstructions of the core of the CME at all availablessmThe last time when we
could discern the core signal was at 10:35 UT.

Since the distribution of the core material spread out vifitket we found it worthwhile
to present our reconstructions attdrent scales for ¢lierent times in order to display
more details. Thus the left panel shows the reconstructidy until 9:45 UT while the
right panel shows it on a ferent scale until 10:35 UT.

For the visible leading edge of the CME cloud the relatiopdietween the recon-
structed curve and the object to be reconstructed is leas cl@e visible edge is proba-
bly the projection of an extended 2D surface forming the CMIE Hror two viewpoints,
the curve resulting from a stereoscopic reconstructionamates the intersection of
the CME hull approximately in a plane normal to the missicamngl of the two observing
space craft. Liewer et al. (2011) analyzed the position eftidg+point reconstruction rel-
ative to the CME surface. Because the two spacecraft inddlvéhe reconstruction see
different parts as the leading edge the tie-point reconstrugtedds a curve somewhere
above the CME surface (see Fig. 4.18). Another limitatiothef LE reconstruction is
that we may reconstruct aftkrent part of the CME surface affidirent times. Therefore
the apparent motion of the reconstructed curve only intlyeeflects the physical motion
of the surface. Being ahead of the core material, the leaglilyg left the field of view

i
z STEREO B
./ STEREO A

Figure 4.18: Sketch representinffext of diferent apparent leading edges. The black croissant
shape is representing the CME hull. STERE® Apacecraft position is represented
in redblue, the dashed rays show lines of sight from the spaceseaing the ex-
tremes of the CME’s hull and the rédalue curves are the actual leading edge observed
in the images from STEREO/B. The green curve which lies at the intersection be-
tween the two view directions is the reconstructed leaddggeeurve.

earlier than the core and we could reconstruct the LE only 1@i25 UT. Two diferent
perspectives of the 3D reconstruction of the prominence flEdJV images (red curves)
and of the LE (green curves) of the CME are shown in the bottamepof Fig. 4.17.
The image on the left shows how the top and the trace (seeo8etd.3.1 for a detailed
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description of the term trace) of the structures evolve &edirthage on the right shows
more clearly how the structures are positioned with resfgeetich other. The green LE
curves shown in Fig. 4.17 are just an approximation to theenegtended CME surface.
As mentioned above, the reconstructed LE curve lies apprabgly in a meridional plane
somewhat above the intersection of the CME surface with aepteormal to the mission
plane of the two observing space craft. The CME surfacelagthto it may well have a
substantial elongation in east-west direction.

4.4.3 Data analysis and results

In general, prominences are dynamic structures and thegaatain considerable hori-
zontal motion along the prominence axis with speeds of s¢tens of km st (Martin
1998) even before their eruptive phase. It iffidult therefore to track individual fea-
tures of the prominence with time. From our reconstructise,reduce the distributed
prominence to a single 3D curve which represents the top fitheoprominence. The
kinematics we are going to determine is based on the evalofithis curve which does
not resolve the plasma motion along the prominence.

4.4.3.1 Height-time evolution

To characterize the kinematics of the prominence, the CME aad the CME leading
edge, we determined the poiBt,, of the respective reconstructed curve at the largest
altitude above the surface for each timeThese points are represented as blue dots in
the 3D reconstructions in Fig. 4.17, bottom-left panel. Tihee evolution of the radial
distance ofCy,, of the prominence (black points) and core of CME (red poifitah the
Sun center is plotted in Fig. 4.19.

3.5 X

Height(Rsun)

1.5F .

05:00 06:00 07:00 08:00 09:00 10:00 11:00

01 Aug, 2010
Time (hour:minutes)

Figure 4.19: Height-time evolution & of the prominence (black points) observed in EUVI
and CME core (red points) observed in CORL1.
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The continuity of the respective curves in Fig. 4.17 andGhg-heights in Fig. 4.19
suggests that the prominence and the CME core material vediccated. The promi-
nence rises slowly at the beginning of its evolution andrsrgjly accelerated only after
approximately 09:00 UT (see the Fig. 4.23). By this time,ttheof the prominence had
already reached an altitude of 1.5.”Rloshi and Srivastava (2011a) analyzed the evolution
of the same prominence. They also observed the two disthredgs of the prominence
eruption, but missed to mention that the transition to tiensified acceleration phase oc-
curred rather late, only when the prominence had alreadyheshan appreciable altitude
of > 1.5 R,. The prominence mass is therefore not accelerated by adep&dsive-like
event close to the surface but receives its main accelarhigh above the surface of the
Sun. The continuous acceleration at altitudes beyond 1.iS Bvidence of the magnetic
nature of the accelerating force. The height-time curve(gg of the leading edge is
displayed in Fig. 4.20.
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Figure 4.20: Height-time evolution @, of the CME leading edge.

We could see the leading edge only in the coronagraph imabesewt appeared at
09:10 UT for the first time at a heliocentric distance of 24 RBntil about 10 UT it rises
with an almost constant velocity of 1.5-1.8 Rr .

It is desirable to extend the kinematic description of thevedo more points than just
its top point. However, since we cannot easily identify peialong the prominence, the
CME core or the leading edge at successive times, we can etgyrdine the component
of the expansion velocity normal to the curve tangent froerttconstructed curves.

For this purpose, we determine local distances betweerutive at successive times
to describe the kinematics of the prominence and the CME. ciYe calculate these
distances as follows: Given a poig{s;) on the curvec; at timet; at a curve parameter
sj, we determine two parametegsands; on the curve;,; at timet;,; such that;,1(s;)
is the closest point o, to ¢i(s;) andci(s;) is the closest point on; to ¢.1(S;) (see
the sketch from Fig. 4.21). The final curve parameten curvec;,; which we associate
with ci(s;) is iterated betweemin(s;, s;) andmaxs;, s;) such that the lined.,1(s;), ci(sj)]
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Figure 4.21: Sketch showing a phase from the calculatioheflistances between two consecu-
tive curves g andci,1. The points; from the curveg; is the point which we want to
trace on the curvej,; the segmens;s; is perpendicular on the tangetrdt the curve
Ci; the segmens;s; is perpendicular on the tangerdt the curveg;, ;.

makes the same angle with the tangejﬁ@(sj) and dﬂscm(s’j) along the respective curve.
Note that, our construction could be reversed, i.e. usiagéme algorithm, we re-obtain
ci(s;) starting fromci,1(s;).

This way, we traced three poinjsalong the reconstructed curves of the prominence and
the CME core. One of these points initially agreed with, and two are initially located
equidistantly towards either side Gf,, along the curve. The traces are represented in
Fig. 4.17 as black dots and termed in the followi®g, prom, Cwest prom, Ceast prom and
Ctop_core, Cwest_corea Ceast_corea reSpeCtiVGW-

The height-time diagrams of the trace points are displayédg. 4.22.
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Figure 4.22: Height-time evolution of trace of the partstef prominence (dark colors) and CME
core (light colors).
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We can see that there is no significanffelience in the ris€, (Fig. 4.19) and
Ciop_prom (Fig. 4.22, black symbols). This can be also observed in tsitipning of the
pointsCiy, andCigp prom IN Fig. 4.17. As expected, the trace poiflg,sandC,es; 0N the
flanks of the prominence and CME core curves rise more sldvay the central section
of the respective curves, because their traces bend awaitffi@radial propagation direc-
tion. However, their speedsftikr considerably, with the western branch (green symbols
in Fig. 4.22) being significantly faster than the eastermbingblue symbols).

The discontinuity of the eastern and western trace pointagn 4.22 between the
prominence and CME core traces is artificial and due to thettfiat the trace points had
to be repositioned for the CME core traces.

4.4.3.2 Velocities of the prominence and the CME

The evolution of the velocities dEy,, and of the trace point€ip prom: Cwest prom and
Ceast prom are plotted in Fig. 4.23, respectively Fig. 4.24. The vejoof C,y, is obtained

500 F

E | % EUVI :
?4005- ¥ COR1 _
N E s
gsoog— HH _
i
e i i

0— Hs..zf,hlniﬂﬂfﬂ . _

05:00 06:00 07:00 08:00 09:00 10:00 11;00

01 Aug, 2010
Time (hour;minutes)

Figure 4.23: Velocity ofCyq, of the prominence (black points) and the CME core (red ppints

by numerical diferentiation from the height-time plot (Fig. 4.19) withoatgothing. The
enhanced noise for the coronagraph data (red dots) is & oétué coronagraph’s reduced
spatial resolution. The velocities Gfop proms Cwest prom @NACeast prom Were derived from
the trace point distances and therefore reflect an absaideity including an azimuthal
component and not just the radial component as foCihe

From both diagrams it is apparent that the transition fraawsb an accelerated rise of
the prominenceore material occurs close to 8:30 UT. After this time, triiabvelocity
of Ciop displayed in Fig. 4.23 increases almost linearly with agpnately 150 kms™
per hour until the end of our observations. The velocity eftitace point<,om in Fig.
4.24 shows more scatter. Within the scatter, the measuiledities of the prominence
trace points are almost as high as the velocitLgf,. However, as Fig. 4.17 reveals,
the trace points bend away from the radial direction and #iecity of the eastern and
western trace points obtain a considerable azimuthal caemgo Hence the prominence
material appears to spread out from a virtual center at abdigtance of b R, from the
Sun’s center.
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Figure 4.24: Velocity of the trace points of the prominence.

4.4.3.3 Propagation direction

We have defined earli€,, as the highest point of the structure. Its instantaneoesdir
tion from the Sun’s center changes in time.

70 :—l — +l EUVI T T T T l_ :l T T T T T IE
T e dis 5 phittyges
8 65F 41 @9 | ;
$ 65} . g7 .| } .
g o, Jwog g3Ff H) ]
3 60} . {H[ g8 | % {)
$ 1 T o | %

2 55F H“ i5 3 3 S0f ]
> f = = [
(= - o L
6 S0 . - 9 ¢ [
370 1, © 8 s} 3
A5F Firrtisiagapanaatsigs: E : :
05:00 06:00 07:00 08:00 09:00 10:00 11:00 40l =

09:00 09:15 09:30 09:45 10:00 10:15 10:30

01 Aug, 2010

Time (hour:minutes) Tim21(::3;~ri?n1u0tes)

Figure 4.25: left panel: variation of latitude (blue andagralots) and longitude (black and red
dots) of the prominenc€,, derived from EUVI images (black and blue points)
and from coronagraph images (red and green dots); right:paar@ation of latitude
(green points) and longitude (red points) with time for @, of the CME leading
edge derived from coronagraph images.

The heliographic angles of this direction®©f,,(t) are presented in Fig. 4.25. For the
first three hours, till 8:56 UT, the prominenCg,, maintains its initial direction except for
a slight deflection towards the equator by about 5 degredsr 856 UT, the direction of
Ciop Starts to be continuously bend away from the equator by albdegregfour and is
also changing its latitudinal direction. Recall that pti@©:30 UT,C,,, was derived from
the prominence material detected in EUV Helium Il line. Afe30, we traceCiyy(t)
from the CME core material observed in the white light cogmaghs (red symbols for
longitude, green symbols for latitude in Fig. 4.25, left pnstead. In this respect prop-
agation of the CME core material appears as a seamless gatiin of the propagation
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direction of the prominence material.

For theC,,, of the CME leading edge we see the same deflection away from the
equator and towards larger longitudes in the evolutio@gf(t) as for the core material
after about 9:15 UT (see Fig. 4.25).

4.4.3.4 Angular width

In order to characterize the angular span of the structweslefine an opening angle of
the prominence and the leading edge curves at given hetrocdistances to the distance
of Ciop. These distances are chosen to; = 19/20 |Ciopl, 18/20 |Ciopl, 17/20 |Ciopl and
16/20 |Cyopl for the prominence and the CME core curve. The angular widisare
defined by the heliocentric angle between the two intersest of the reconstructed
curve with the plan€,,, - X = r; (points A and B in Fig. 4.26).

B

top

AW

Figure 4.26: Sketch showing the selection of the angulathw(i@W). The orange circle represent
the solar disk and the black curvg)(is the reconstructed curve at a certain time.
Ciop from the curveg; is the highest point above the solar surface from the cefiter o
the Sun.rj, j = 1.4 is the selected point atftierent distances from th€p. The
perpendicular line at the segme@;{,0] passing through; intersect the curve; in
the points A and B. The angle AOB represent the angular witltheoreconstructed
curve.

Even though we had to split the CME core reconstruction fonesanstances into
three parts, the opening angles could be calculated foe thtesctures because we could
always find a unique pair of intersections for the selected
The evolution of these opening angles are plotted in Fig7 #o2 the prominence (ob-
served in He Il until 09:35 UT) and the CME core (observed intevhght after 09:35
UT). During the rise of the prominence, the opening angleewstby~ 8°. This tendency
of the opening angles can be also noticed in the 3D recorgtnuaf the curves (Fig. 4.17
- red curves).
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Figure 4.27: Variation of the opening angles of the recaiestd prominence and CME core struc-
ture at diferent distances from the solar center as given in the legend.

In contrast, the CME core material visible after 9:35 UT se¢orbe much more con-
centrated in angular extent with opening angles only abaliidls large as those observed
for the prominence. It might be that the bright CME core is matbible in the coro-
nagraph mainly by resonance scattering at neutral hydr@déesrla et al. 2011). This
discrepancy in angular width could then be explained by gingrconcentration of the
neutral hydrogen along the rising prominence, such thattmeentration drops below
visibility towards the ends of the structure. For a simikason, the coronagraph signal
might have faded away on some sections along the prominemsaféer 9:45 UT. Since
the Thomson scattering signal is proportional to the lotasma density, the Thomson
scattering signal should be much more persistent in time.

4.4.35 Rotation

Bemporad et al. (2011) analyzed the rotation of an eruptmgmence arc observed in
STEREO EUVI and COR about its direction of propagation. Thegla of rotation was
defined as the angle between the meridian plane throughniter o the filament between
the two filament foot points and the plane spanning the twogots of the filament and
the Sun center (see Fig. 4.28). The initial angle of rotatlmrefore characterizes the
orientation of the prominence in,Hmages before the eruption.

Let 6 and¢; denote the latitude and longitude of the prominence foattsoi= 1, 2.
The segmens defines the length between the prominence foot points ansetiyment
defines the projection of this length onto the meridian plarey are given by:
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s = R,[(cosH- Sing, — COSH, SiNg1)? + (COSH, COSP, — COSH, COSH1)? + (Sinbs, — sindy)?] Y2,
(4.16)

| = Ry[(COSH, Sing, — COSH; SiNg1)? + (COSH, COSPr — COSH, COSP1)? + (Sind, — sindy)? Y2 .
(4.17)

The rotation angle is obtained fromm= arccogl/s).

Figure 4.28: Cartoon presenting the Solar disk as blachegiftNS] define the meridian plane
and [AB] the plane defined by the foot points of the reconsédicurvec; which
intersects the meridional plane in Q. The angle betweenvibeptanes define the
rotation angle ) of the reconstructed curve.

After the filament eruption, the orientation angles of thanfient for various solar radii
ri can be calculated in the same manner if the filament foot paireg replaced by two
intersection points of the reconstructed filament curvénwhe heliospheric of radius.
We have adopted the method of Bemporad et al. (2011) for theatien of the rotation
angles of our prominengeore reconstruction. The calculated rotation angles ateul
in Fig. 4.29. For various heightswe chose the same radii as for the determination of the
opening angles.

In the first part of the eruption until around 9:20 UT, the pmoemce undergoes a slow
counterclockwise rotation. The angles at all four heigivshe similarly, so that the
prominence rotates almost rigidly. Around 9:25 UT, the pirmnce leaves the field of
view of EUVI but the CME core structure becomes visible in CIOR\t this time, the
prominence and the core material have the same angulataii@nabout 70 degrees with
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4.4 4D reconstruction of a prominence-CME from two and tiviea/s

respect to the central meridian plane. However, the couetstre seems to reverse the
sense of its rotation compared to prominence and incretssegation speed dramatically
until the core material is almost located in the meridiodahp. From the COR images
one can clearly see the rotation of the core structure (geetFi6). The reconstruction of
the twisted core material is shown in Fig. 4.17 (blue curvemfbottom left part). Joshi
and Srivastava (2011b) and Li et al. (2011) only observe atewalockwise twist. They
seem to miss the backwards rotation during the late stagée @fvolution.

100 -_l T T T T T |_-

[ sl . I

sof SEELEEITN I ;

N : z X x : ]
g [ L mzxlaegunccl i I .
o 60F { [ -
g | ]
T 40 il ]
o ]
g i
20 [ | % Orientation at 16/20 from the top I ]

L | + Orientation at 17/20 from the top 1 i

L | © Orientation at 18/20 from the top -

0 - | A Orientation at 19/20 from the top I .

-l I I I I L 1=

05:00 06:00 07:00 08:00 09:00 10:00 11:00

01 Aug, 2010
Time (hour:minutes)

Figure 4.29: Orientation angle of the prominence (befo8® QT) and CME core (after 9:30 UT)
with respect to a meridional plane centered on the resmestiucture.

4.4.3.6 Cavity

If the cavity of a CME is present then it is interpreted as titerior cross section of the
erupting flux rope (Patsourakos et al. 2010) (see Sectiat)}4.2

As described in Section 4.2.1, the prominence materiatiessin the bottom field-line
pockets of the flux rope. In this sense, the flux rope diaméteulsl approximately equal
the visible cavity size defined as the distance betwegpof the prominence and core
material andCy,, of the CME leading edge. The variation of this distance istptbin Fig.
4.30 (upper panel). In Fig. 4.30 (lower panel) we show thati@h between the radial
cavity size and the opening angle of the prominence as dedfibede. While the cavity
size is a measure of the radial thickness of the flux rope tleaiog angle of the CME
represents the azimuthal size of the flux rope. We observéitbse two parameters are
not well correlated in time. From the evolution of the opgnangle of the prominence-
core material we can see that the lateral size narrows waitl (see Fig. 4.27).

The distance between the top of the prominence and the kadige is observed to in-
crease until about 10:25 UT. A comparison of Fig. 4.19, 412s that the top part of
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the leading edge propagates with an almost constant sp@2@ & s while the promi-
nenc¢CME core gradually accelerates and reaches a comparalidé vabbcity only at
about 10:25 UT. By this time, the cavity has reached a sizeR]1. The increasing size
of the cavity represents a signature of the expanding flug.rop
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Figure 4.30: upper panel: Variation of the CME cavity sizéfmtime; lower panel: relation be-
tween cavity size and opening angle of the prominence-codifierent distances
from the Sun’s center.
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4.4.4 Discussion and summary

The eruption of the prominence can be described as a losedfdlance between the
magnetic pressure and magnetic tension in the corona (fulahal. 2010). The mag-
netic pressure forces tend to expand the magnetic configarat the upward direction
while the magnetic tension tends to restrain it downwardskgr et al. 2003). For the
prominence eruption studied, there could have been a camudgnetic reorganization
which made the prominence system lose its equilibrium.

One contribution to this reorganization could have beealloancellation of flux at the
photospheric inversion line below the main axis of the priance. As the flux cancels,
low-lying magnetic field lines lose their connection to tHeofmsphere and form a flux
rope. This flux rope supports the prominence material anti@8ux cancellation con-
tinues, it slowly starts to rise. We can observe this behawithe first part of the height
time profile of the prominence (Fig. 4.19, 4.22).

Another contribution to the reorganization may have beewlpced by the change of the
global coronal magnetic topology. As we have already mestioabove, the eruption
of this prominence is the second in a series of eruptions. efaption before may have
weakened the coronal magnetic tension at the prominerneavkith subsequently trig-
gered the fast eruption phase of the event analyzed here &P, 4.20). A similar
evolution was numerically simulated by Toérok et al. (201ijhvthe aim to model the
chain of prominence eruptions from 1 August 2010. They conéd the initial condi-
tions of the simulation in agreement to the observed magnato prior to the eruption
sequence. The initial configuration of the simulation isveha Fig. 4.31a. The coronal
field contains four flux ropes surrounded by magnetic arcadibe flux ropes (FR) are
numbered according to the eruption order. Flux ropes FRZ2Fi®lare embedded in a
pseudo streamer (green arcades) enveloped by a streamielifes), while FR1 is over-
laid by a streamer arcade. Flux rope FR2 is equivalent wighpfominence studied in
our analysis. By imposing a flow at the bottom boundary towhednversion line below
FR1 an expansion of this flux rope could be triggered. FRE sgawly to a critical hight
followed by a rapid acceleration. As the FR1 expands, it aesges the streamers of
FR2 and 3 (see Fig. 4.31b). This in turn triggers a reconoedietween the streamer
field lines of FR2 and FR3 and the field lines of the pseudo steeabove FR2. As a
consequence of the removal of stabilizing flux above FR2nthagnetic tension on FR2
decreases and the flux rope is allowed to rise. From simukaid T6rok et al. (2011)
shown in Fig. 4.31b, a counterclockwise rotation of FR2 migithe initial phase of the
rise encounter can be observed which we have found in oumaigms. One of the
conclusions of the Torok et al. (2011) paper is that the charuptive events is related
to the structural properties of large-scale coronal fieldrgp the eruptions.

The eruption of the prominence analyzed here was also recoted and analyzed by
Joshi and Srivastava (2011b) and Li et al. (2011). In botthesé papers, the authors
reconstruct dferent features of the prominence and they use only two viesctions for
their reconstruction, even though Li et al. (2011) analymedvent using data from three
satellites.

In this work, we make use of simultaneous data from thredlgeseand reconstruct
curves which represent the 3D location of the highest ridgaeprominence, the CME
core material and the leading edge. As explained in Chaptee&ion 2.3, with our new

101



4 Application of the Multi-view B-spline Stereoscopic Restruction method for the
analysis of two erupting prominences

Figure 4.31: Figure taken from Torok et al. (2011), showiregmetic field lines with fixed foot-
points and the normal component of the magnetic field at thteingplane, where red
(blue) depicts positive (negative) fields. Orange lineshglto the flux ropes, green
ones to the initial pseudo-streamer lobes, and pink onestiallly closed or (semi-)
open overlying flux. Panel (a) shows the configuration aftéral relaxation and
panels (b) - (d) show the successive flux rope eruptions armestfield evolution
(Torok et al. 2011).

method, we do not need to match individual tie-points ifiedent images but we directly
solve for the optimal spline representation of a 3D curvecWwhnatches the tie-points
in all images. We are convinced that our procedure yields eermaiable and precise
reconstruction compared to those of the previous authors.

Joshi and Srivastava (2011b) analyzed the evolution of ds#ipn, height and ac-
celeration of the prominence features and Li et al. (201¢stigates the prominence
velocity, using EUVI data. Joshi and Srivastava (2011a) enado an analysis of the
CME triggered by the prominence eruption. They derived tDg8sition, velocity and
acceleration of the top point of the leading edge and of thie obthe CME. With our
analysis of the CME core and the leading edge of the CME wendxtesir analyze. While
Li et al. (2011) found a maximum acceleration of around 40 frfar the top part of the
prominence, Joshi and Srivastava (2011b) only obtain amnaxi acceleration of around
11 m s2. We have obtained a maximum acceleration of 33 ffsr the prominence
Ciop as observed in EUVI data. Both authors noted the countdeafise rotation of the
prominence during the easy rise phase. From our analysi®welftwo phases of the
rotation: an initial slow counterclockwise rotation of theominence and a subsequent
fast clockwise rotation of the core material.

Due to the lack of a quantitative analysis, the evolutionhef tising prominence, its
core material and CME surface is often assumed to be seilasinit can be described
by a single scaling parameter which grows in time while thgnsic shape remains un-
changed. From our analysis we find that the evolution is musrernomplex. In future
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it would be desirable to relate details of the kinematic etioh to features of the coronal
field. Since we presume that the major driving force is of nedigrorigin, we expect that
such relations exist.

In our analysis we try to follow the evolution of the eruptibom the time of the
initial rise of the prominence until the CME core leaves tledfiof view of the COR1
coronagraph. The prominence and CME core material do ndvewo a self-similar
way. We calculate various parameters which charactere@bhcurves representing the
prominence and CME core location.

The prominence and the CME core were observed wiffedint instruments, the
EUVI telescope and the coronagraph, respectively, whigk BAghtly overlapping fields
of view. From our analysis we find a good continuity of the ehdiotion of the respective
top sections of the structures, and a continuous angle afiootabout the propagation
direction as the prominence leaves the EUVI field of view d&red@ME core comes into
sight of COR1. However the two structures are discontinuotizeir lateral extent. From
monitoring the opening angles we find that while the promaeespans over about 40
degrees, the CME core appears only about 10 degrees wide.

Using the method of Bemporad et al. (2011), we calculate obation at diferent
heights for the prominence and the CME core. We could seediffatent parts of the
structures rotate first rigidly but when the core materiakchees about 2 R its top part
rapidly rotates in reverse direction.

In the overall dynamic evolution we could distinguish twaaphs, a slow and an ac-
celerated rise of the prominenfGME core, the latter starting at about 8:30 UT. After
this time, this structure is accelerating gradually to sisegbove 200 km$ in roughly
2 hours while the leading edge seems to have been launched aame time, as the
prominencgore. It propagates from the beginning with a constant spé2a0 km s?.
During this second phase, we see an involved motion of theimenc¢CME core mate-
rial which is far from a rigid or a self-similar evolution. #&r 8:30 UT, when the major
acceleration sets in, the top part of the prominence stéststa be deflected in longi-
tude and after an intermediate bending towards the helpbiraquator, its propagation
direction turns steadily towards higher latitudes. The esamanges can be seen in the
propagation direction of the top section of the leading edgeugh somewhat less vig-
orous. It should be recalled that the LE curve cannot be &socwith a clear localized
ridge of plasma material, but is the result of the projectiban extended surface onto
two observing view directions. Hence changes in the LE cuonag also reflect intrin-
sic deformations of the surface. The evolution of the vesislructures of an erupting
prominence is therefore very complex. It is very probabé the accelerating forces are
largely to magnetic. The complex rotation of the prominemes be due to the presence
of helically twisted fields.
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5 Coronal magnetic field modeling
using stereoscopy constraints

In this chapter we will present the tests which we have peréal for the S-NLFFF
(Stereoscopic-NLFFF) method described in Chapter 2. Rartsthe text of this chapter
have been extracted from the paper “Coronal magnetic fieldetmg using stereoscopic
constraints”published in Astronomy& Astrophysics journa

5.1 Introduction

The S-NLFFF method has already been explained in Chaptee@ijof 2.5. It is an
extension of the Nonlinear Force Free Field (NLFFF) vaoiai method used for the
extrapolation of the magnetic field from the photosphere thé corona.

S-NLFFF minimizes a scalar cost functibg; = Zﬁzl L, (see Eqg. 2.39) which con-
sists of four terms §.quantifying constraints which the final solution shouldsfst The
first term t; (Eq. 2.36) corresponds to the Lorenz-force equation, tberskterm & (Eq.
2.37) corresponds to the solenoidal condition and the tema, 5 (Eq. 2.38) measures
the match with the observed photospheric vector magnetagrdhe last term which is
a new feature of our method,HEq. 2.42) constrains the magnetic field to be aligned
to some selected loops generally obtained from a three diimleal stereoscopic recon-
struction. The minimization of the functionalsis achieved by a Landweber iteration as
described in Chapter 2. At the end of the iteration procemsesresidual values of the
cost function will be obtained. We denote these values'ad+1...4. These indicate the
convergence of the iteration and are used in the next sg&idhto evaluate the S-NLFFF
performance.

5.2 Testing the S-NLFFF (Stereoscopic-NonLinear Force
Free Field) method

We test the optimization method S-NLFFF described in Chrdbtsing a semi-analytical
force-free field solution proposed by Low and Lou (1990).rthis field solution we cal-
culated various simulated input data for the tests. Thefssilations of Low & Lou has

been used by a large number of authors to perform tests of NldeEes, like (Wiegel-
mann and Inhester 2010, Valori et al. 2007, Thalmann et dl1The solution was de-
rived by Low and Lou (1990) by solving the Grad-Shafranovagun for an axisymmet-
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ric nonlinear force-free field in spherical geometry for alhthe magnetic field can be
expressed in common spherical coordinates as

1 (ﬁA 0A . ) (5.1)

~ rsing\ e _59 Qe
Here A s the flux function which is independent of the azinaliinglep. Q takes care of
¢ component oB which becomes force-free if Q depends only on A thh: (Low
and Lou 1990). The flux function then satisfies the Grad-3inafr equation

PA  1-p 62A dQ
6r2+ 2 Q—— , (5.2)

whereu = cosf. Low & Lou restrict to the special case= g—g ~ AY". The solutions are
of the form:

Q(A) = aAl*s | (5.3)
(.U)
rn

Ar,0) = (5.4)
wherea andn are constants and the scalar function P satisfies a nonhmadification of
the Legendre dierential equation (Low and Lou 1990)

d?pP >1+n
1- ﬂz) e n(n+ 1)P + & : pl2n _ g (5.5)

which has discrete eigenvalues since the boundaries ace fikena, are the eigenvalues
for parameten € N.

A value ofn = 1 anda = 0 corresponds to a linear dipole field.

In our and similar tests, the center of the spherical coatdisystem is placed below
the bottom surface of the computational box and, in ordereéalbthe symmetry, its axis
is tilted obliquely with respect to the edges of the compaiet box.

For our investigation we used two of the Low & Lou semi-aniaBftforce free field
solutions:

Case |: the depth for the center of the solution was chosdn=a0.3 times the edge
length of the computational box, a tilt angle®f= 0.6- /4 degrees and a multipole order
n = 1. The computational box has 64 x 64 x 32 grid points.

Case lI: the depth for the center of the solution was chosdn=a0.3 times the edge
length of the computational box, a tilt angle®df= 4 - n/5 degrees and a multipole order
n = 3. The computational box has 64 x 64 x 32 grid points.

For both Cases (I and 1l) we generate by numerical mininozreti t;...t 3 a discrete
reference field as the solution of the conventional NLFFmb[@m with the boundary data
from the analytical Low and Lou field solution. This field i®sé but not identical to the
analytic Low and Lou field. From this discrete reference field generate three (for Case
[) and ten (for Case Il) loops with a fourth order Runge-Kuttathod. During the loop
selection process, we encountered some problems whicmeall to be investigated in
the future. The problems is related to the reference felthitially, we tried to choose
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5 Coronal magnetic field modeling using stereoscopy coinssra

loops randomly, in order to have a large coverage in the ctomtipnal box. Unfortunately,
some traced loops show wiggles (see Fig. 5.1 for some exainptach are unlikely to
occur for the Low & Lou model field.

Figure 5.1: Examples of loops with wiggling.

The reason for these wiggles is probably numerical but cooldyet be explained
exactly.

In consequence, we chose only loops which does not presggtesi These loops,
termedconsistent loopswill be used as the source for the loop data in our new vanati
term, in order to simulate the 3D reconstructed loops froseokations.

We have made sure that we recover the reference solutiontfremew S-NLFFF
code if we use the correct surface boundary data of the referigeld and theonsistent
loopsin the L4 term. This test essentially proves that our discretizasaonsistent. The
angle between the loop tangents and the field solution st@uero in this case. Because
of the numerical roundderrors mainly from the loop tracing, the actual deviatioglas
we recover have an average of less than one degree and a maxetue of 2.8 degrees.
We will consider this maximum angle as atandard angle errowhich yields the upper
bound for the deviation with which we can determine the atignt of the field and the
loops.

When we apply our code to measured data, we cannot hope thatdéxy and loop
data are consistent. We therefore perform two further testiemonstrate that our code
can help to improve the results obtained with conventiortatb@olation calculations:

1) We reconstruct the Low and Lou solution in the case whebdlii®m surface data and
the loop data are not consistent.
2) We reconstruct the Low and Lou solution in the case whenabje data is consistent
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but the bottom surface data is contaminated by noise.

For both tests, we try to determine the optimum regulagzagaramete£, of our new
variational term 4. The relative magnitude of the other regularization patansé,, &, &3
has been determined before (Wiegelmann 2004) and is nogelan

5.2.1 Testing the method for Case |

In Fig. 5.2 we show the three componeritg, By, B,, of the Low & Lou magnetic field
of our choice of parameters.
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Figure 5.2: The three Cartesian components of the Low & Latlstic magnetogram used as
bottom boundary in the 64x64x32 pixels computational boxhe Top row shows
the By(left) and By(right) components, the bottom row thg(left) component and
an oblique view on thé, magnetogram with the three loops extracted for our tests

(right).

5.2.1.1 Inconsistent surface and loop data

In this test, we modified theonsistent loogoordinates by multiplying thecomponents
of ¢i(s) with 1.05, whereg;(s) represents the 3D loop position in terms of the loop param-
eters along its length aricstands for diterent loops (see Chapter 2, Section 2.5.1). Due
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to this manipulation, the angles betweend¢basistent loopand themodified loopsit the
same loop parametsdeviate by up to 20 degrees. Timedified loopslo not fit any more

to the boundary data and there is very probably no forcesfragnetic field which can
satisfy both input data exactly. Under these conditions afiderms £° can be iterated

to small values. Note also that if tzeeomponents of a magnetic field are enhanced in a
similar way, the resulting field is not divergence-free anyren It is therefore probable
that a magnetic field which fits the threeodified loopgliffers considerably from the ref-
erence field. In Fig. 5.3 we display the anglgs;) between the loop tanget(s;) of the

20F '
C Loop 1 + £, = 0.0001

—~ 15 _ + ¢, = 0.007
8 - + &, = 0.01
I - + £, = 0.1
() 10 n + =009
? - 54 -
o OF

O l

angles(6)

O 20 40 60 80 100 120
position along c;

Figure 5.3: The angle(s) between the tangent of teodified loops & 1, 2, 3 and the interpo-
lated magnetic fieIE(ci(sj)) at curve parametegalong the loop. The élierent colors
represent the angles for magnetic field models obtained dififerent regularization
parameterg, =0.9 (black), 0.1 (cyan), 0.01 (blue), 0.001 (green) and @QO@ed).

modified loop input data and the magnetic fi@deturned from the S-NLFFF code for
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various values of, and for each loop. The angles were determined by interpolatihg
given on the computational grid t)s;), wheres; is the loop parameter along its length.

Note that foré, = 0, we actually run the conventional NLFFF code and we obtain
the reference field as a result. In this case, the ary(sg just represent the amount
of modification applied to obtain theodified loops With &, increasing, we force the
returned field more and more to become aligned with the maklifieps so thad;(s;)
decreases. The angles vary significantly along the loop dfetehtly for diferent loops.
With &4 near unity, we can reduce the average angles for all loopsetbb&low one
degree. For th&, = 0.90 the maximum angle is 1.24 degrees for loop 1, 0.75 degoees f
loop 2, and 1.34 degrees for loop 3. To have a better view adéipendence of the angles
6; on the regularization parameter, we also show the decrdae ooot mean square
angle with&, for each loop in Fig. 5.4. The error bars have the size osthrdard angle
error determined above.
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Figure 5.4: Dependence of the root mean square ahgith &4 for eachmodified loopas shown
in Fig. 5.3.

This behavior is well reflected in the dependence pfdn the regularization param-
eteré, shown in Fig. 5.5 along with the variation of the other tern¥s tAgain,&, = 0
represents the reference field solution and the value& af this case can serve as refer-
ence values which can be achieved with the discretizatiohave chosen. As expected
from the improved angle(s;), the term £ decreases with increasig

However, the better we fit the loop data, the bigger the dpsarey with the surface
data as reflected injtand for large value$, > 1 also with the force-free and divergence-
free conditions in £ and . Hence with the choice afs, we can shift the emphasis
between the boundary magnetogram and the loop data if betimewnsistent with each
other. If¢4 is smaller than unity, we obtain a nearly force-free magrfetld as proven by
the only small variations of £ and £° with &, in this range. For values, > 1, the values
of £ and £ rise indicating that the field model increasingly deviatesf a force-free
and divergence-free solution. The optimal valu&oivhich minimizesy, logt; therefore
lies near unity. In Fig. 5.5, right panel, we show the depecdef}’ logt; from logé,.
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Figure 5.5: The left panel shows the dependence of {ogtilack), logt>’ (red), log s’ (green)
and logt;’ (blue) with logé, for correct bottom data and modified loop data. The
right panel shows the dependenceypiog £ with log &, for correct bottom data and
modified loop data. The position of the minimum is expectegi&id the optimal
value foré,.

5.2.1.2 Noisy surface data

In this test we use theonsistent loomata as input but we modify the boundary data
by random noise. It should be noted that a force-free fieldhatbe found for every
boundary condition and by adding noise to the boundary datary probably becomes
inconsistent with a force-free field above, even if we do moistrain the problem further
by additional loop data. The incentive of the test is to shbat adding the loop data
improves the field model we compute in the end.

In Fig. 5.6 we show the modified boundary data.

B[C]
I 00
-500 -375 -250 -125 0 125 250 375 500
60 60
50 50
w 40 w 40
x x
? 30 ? 30
> >
20 20
10 10
0 0
0 10 20 30 40 50 60 0 10 20 30 40 50 60
X—axis X—axis

Figure 5.6: The horizontal components of Low & Lou magnedogmodified by adding noise.
The vertical component is unchanged as in Fig. 5.2.

The noise added to tHg, andB, components of the magnetic field amounts to about
3% of the maximum absolute values in the respective compongris left unchanged
because typically the horizontal (or plane-of-the-skyjponents which are derived from

110



5.2 Testing the S-NLFFF (Stereoscopic-NonLinear Force Field) method

Hanle-dfect measurements are much less precise than the verti¢algaf-sight) com-
ponent determined by the Zeemadifieet (Foukal 1990).

We apply these input data to the S-NLFFF code as above andagainé, over a

wide range of values. Again we can force the field model sisfabltg to become aligned
with the loop data if we increasg up to unity (see Fig. 5.7, 5.8, 5.9).
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Figure 5.7: The angleg(s) between tangent of theonsistent loop i= 1,2, 3 and the interpo-
lated magnetic field(c(s)) at curve parametes along the loop. The dlierent colors
represent the angles for magnetic field models obtained dififerent regularization
parameterg, =0.9 (black), 0.1 (cyan), 0.01 (blue), 0.001 (green) and @Q@ed).
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Figure 5.8: Dependence of the root mean square of the afigletsveen the loop tangent and the
local field direction along each of the threensistent loopwvith &,.
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Figure 5.9: Plot of the initial loops (black) used as inputadand of output loops fafs = 0.9
(green), foré4 = 0.003 (blue) and fog,4 = 0.00001 (red).

In Table 5.1 we present figures of merit commonly used in tladuagion of nonlinear
force free field models. They are the vector correlation (MCuchy-Schwartz (CS),
the normalized vector erroEf) and the mean vector errogg) (Schrijver et al. 2006).
Vector correlation (VC) evaluates how well two vector fields correlated and is given

by

i Bi(&a) - by
(Zi 1Bin)R 3 Ibil?

VC = (5.6)

)1/2 '
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5.2 Testing the S-NLFFF (Stereoscopic-NonLinear Force Field) method

Table 5.1: The dependenceV€C, CS, E,, andE,, with &, for the analytical field 1.

& VC  CS E, E,
10.0000 0.9614 0.8981 0.3521 0.3598
5.00000 0.9647 0.9039 0.3392 0.3502
2.00000 0.9724 0.9153 0.3035 0.3286
0.90000 0.9844 0.9369 0.2321 0.2654
0.30000 0.9842 0.9351 0.2348 0.2699
0.10000 0.9842 0.9354 0.2348 0.2788
0.03000 0.9838 0.9348 0.2373 0.2713
0.01000 0.9836 0.9352 0.2382 0.2705
0.00300 0.9838 0.9342 0.2382 0.2735
0.00100 0.9834 0.9349 0.2389 0.2698
0.00030 0.9837 0.9345 0.2373 0.2698
0.00010 0.9835 0.9327 0.2400 0.2748
0.00003 0.9835 0.9323 0.2403 0.2761
0.00001 0.9833 0.9322 0.2412 0.2765
0.00000 0.9833 0.9319 0.2416 0.2775

Hereb is the NLFFF field model when the exact Low and Lou solutionseduias mag-
netogram input B(&,) is the S-NLFFF field model, when the Low and Lou magnetogram
perturbed by noise is used. Here, i sums over the N grid paintse computational
domain.

Cauchy-Schwartz (CS) metric evaluates only the angle lestvlee two vector fields
and is given by

Bi(&) - b
5.7
N Z Biibl N Z &7

whereN is the total number of vector element ands the angle between any two vectors,
Bi(£s) andby, at pointi. The CS metric is unity when the two vectors are parallel, -1
whenB;(&,) andb; are anti-parallel and CS is zero when the two vectors are erage
perpendicular to each other.

Two other metrics are the average vector noHEy) @nd the mean vector erroEy),
defined by:

:w (5.8)
2i IBi(&4)l
lbi — Bi(&4)l
Emn= . 59
NZ 1Bi(&4)] 69

E, = E,, = 0 means the two vector fields are identical.

In Fig. 5.8 the root mean square angle is shown between thetéogents and the
local magnetic field interpolated at the respective positia(s;). For the optimal value
&, = 0.90 of the regularization parameter, the root mean squarke asgvell below 1
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degree. The maximum absolute deviation of the local fielthftbe loop tangent is 2.1
degrees which is of the order of teandard angle erromtroduced above. These norms
also include angles close to the foot points where the figdtifapolated without the loop
data, i.e. fo, = 10°°, is varying heavily due to the influence of the noisy boundkata.
Therefore the root mean square angledpe 107 in Fig. 5.8 is strongly enhanced. The
field extrapolated from the noisy boundary data makes inchée an average angle of up

to 20 degrees with the consistent loop direction.
In Fig. 5.10 we display the dependence of the terfsnith &,.
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Figure 5.10: The left panel shows the dependence of foddlack), log £ (red), log 3’ (green)
and logt;’ (blue) with logé, for noisy bottom data and consistent loop data. The
right panel shows the dependencedpiog £;° with log &, for noisy bottom data and
consistent loop data. The position of the minimum is assutosdeld the optimal
value foré,.

Probably due to the influence of the boundary noise in theonsghot accessed by
the three loops, the extrapolated field there has largeigrecthan the standard field, so
that the terms £ and 5’ measuring the residual forces and divergence which aretabou
factor 7-10 larger than for the noiseless reference fielésé&lvalues hardly depend én
aslong ag, < 1 probably because the region influenced by the loops is smalpared to
the total computational volume. Definitely, for thefdrents, values chosen (Fig. 5.10),
different field solutions were produced (see Fig. 5.9). Theiatian however, has little
effect on the terms £, £3° and . This shows that small changes in the magnetogram
boundary produces filerent field lines at some distance from the surface. Thistsgtys
is only constrained by the new tern'tas shown by its variation in Fig. 5.10.

Also the boundary data ternfthardly depends ofy in this particular test because the
noise level chosen here is high and even Witk 0 a force-free magnetic field cannot be
fitted to the boundary data to make log irop below about-0.2. However, as expressed
already by the root mean square angle, we déectvely align the field along the loop
depending on how strongly we shift the emphasis onto the teop t, by varyingé,.
The optimalé, is again close to unity.

5.2.2 Testing the method for Case Il

For the second Low and Lou semi-analytical force-free fieldtson (see the introduction
of the Section 5.2 for the configuration of the field) we onlyfpemed the test for the case
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5.2 Testing the S-NLFFF (Stereoscopic-NonLinear Force Field) method

when a solution is perturbed by noise. We applied randomertoishe boundary data in
the same manner as for the analytical field 1. The noisy bayrdida together with the
consistent loopwere used as input to the S_NLFFF code fdfatents, values. The test
was applied only for the noisy magnetogram because it reptes case more close to the
real situation. We want to show here that, if we use more l@msa more complicated
configuration of the field, we still obtain good results asvehdelow.

In Fig. 5.11 we show the noisy boundary data anddbesistent loopsised as input for
S-NLFFF model for dierenté, values. For this test case we have choserctarsistent
loops
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Figure 5.11: The three Cartesian components of the Low & lymih&tic magnetogram The top
row shows theBy (left) andBy (right) components, the bottom row tBg (left) com-
ponent and an oblique view on tiB3 magnetogram with the ten loops extracted for
our tests.

We try to find again the best solution for the functiongl ith &4. For this test case
we varieds, in the interval 10° to 1. In Fig. 5.12, left panel, we plot the variation of each
term £ with &4 on a logarithmic scale and the right panel shows the samédéasum of
log ™.
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Figure 5.12: The left panel shows the dependence of fod#iack), log £ (red), log s’ (green)
and logt;’ (blue) with logé, for noisy bottom data and consistent loop data. The
right panel shows the dependenceyplog t;° with log &, for noisy bottom data and
consistent loop data. The position of the minimum is suppdseyield the optimal
value foré,.

Like in the Case I, the values of the force-free term$ @nd £5°) and boundary term
(£3) vary slightly with¢, and t4 decreases witlfy. The minimum value of; logt;°
from Fig. 5.12 (right side) again occurs at the optimum vdtue, = 0.9.

In Table 5.2 we display the output values of the force-fremt@ "), the divergence free
term (£7), the lower boundary term ¢) and the loop term ().

Table 5.2: The dependence df£t 2, £5’ and £ with eaché, for the analytical field 2.

& RS £y
0.90000 0.3401 0.1441 1.6179 0.0280
0.10000 0.3467 0.1463 1.5077 0.1918
0.01000 0.3582 0.1564 0.5180 1.2977
0.00100 0.3456 0.1538 0.4874 8.3740
0.00010 0.3430 0.1599 1.5189 16.4119
0.00001 0.3581 0.1654 1.4978 19.5104
0.00000 0.3518 0.1637 1.4976 0.00000

The quality of the extrapolated fiellis again measured by the figures of merit (5.6)
- (5.8) where as reference we use again the helehich is obtained from the exact Low
& Lou boundary values. The obtained values of the four tetS, CS, En, E,) as a
function of&, are presented in table 5.3. For= 0.9 we again obtain the best solutions
for these metrics.

Table 5.3: The dependenceV€, CS, En, andE, with eaché, for the analytical field 2.

& VC  CS E, E,
0.90000 0.9907 0.8512 0.2920 0.5224
0.10000 0.9884 0.8297 0.3253 0.5875
0.01000 0.9876 0.8338 0.3324 0.5762
0.00100 0.9872 0.8305 0.3527 0.6132
0.00010 0.9877 0.8386 0.3463 0.5901
0.00001 0.9876 0.8358 0.3505 0.6009
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5.2 Testing the S-NLFFF (Stereoscopic-NonLinear Force Field) method

The optimumé, = 0.9 can be found also in the evaluation of the angles betwesen t
loop tangents and the interpolated magnetic field at the pmapts. Fig. 5.13 shows the
root mean square of the angl@y (vith logé&, for each of the ten loops used as input.
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Figure 5.13: Dependence of the root mean square of the athpktsveen the loop tangent and the
local field direction along each of the teonsistent loopsvith &,.

Finally, we check whether the new term can help to improvertagnetic field model
beyond what we can achieve with the noisy boundary data alWeealefine three dierent
sub-volumes inside the computational b&\W, S\, S\4). SV is the union of the
smallest possible quadrilateral boxes around each lodp edges inx, y, z direction.
S\, 3 comprise the same boxes with edge lengths enhanced by a kaafioal 1.25 and
1.5, respectively. The edges of the smallest quadrilateraind one loop is defined as
% = ming(ci(s) - &) and similarly for they andz components.

Then the enhanced box8s/, j=1,2,3 are:

o] o 1, . 1, <
R = [0 5 (8 22+ 5 (58 52 5.0
o] o 1, - 1, .
Kinax = [ (lzax_ E( (l;x"' Xfrlu)n) ki + E( (121X+ XErl1|)n) ’ (5.11)

ki ={1,1.25 1.5} for j = 1, 2,3, respectively.

They  §hacandZ 7., edges are found in the same mannexhs %h.,. The
sub-volumeS V is given by

SVE = [ Kraod X s T X [Zois Zhad - (5.12)
In Fig. 5.14 we show the box&V; and how they are arranged relative to the loops.
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Figure 5.14: The average vectoffdrence between S-NLFFF and NLFFF output magnetic field
with log &,.

In Fig. 5.15, we display the average error of the extrapdlaeid
<6B>=<B(&)-b>, (5.13)

calculated inside the three sub-volum8&s\{ - black asteriskS\s - red asteriskS\4 -
green asterisk) for éierent values of,.
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Figure 5.15: The average vectoffdrence between S-NLFFF and NLFFF output magnetic field
with logé,.

Even if we have used ten loops, the improvement of the fieldehloglthe new term
is relatively small if the optimal value @f, = 1 is used. These ten field lines impact only
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a small subvolume (@6% ) of the total computational box. The reference field lieee
gain the extrapolation for ideal boundary data unpertutiyedoise. For this casé, can
be set to zero because the loop data is unnecessary for meadéry data. In Eqg. (5.13),
B(&£4) is the magnetic field model obtained from the S-NLFFF exitagion code when
the noisy magnetogram and the correct loops are used as input

For each of the boxes the error slightly decreases with@songé,. The improvement
with the new term is most pronounced for the smallest box arlg marginal for the
biggest box. We conclude that forcing the field into the rigiiection along the loop
improves the field only in the immediate neighborhood of thepl Moreover the term
£ 4 only influences the direction, not the magnitude of the magfield at the loop point.
Part of the errok 6B > is due to magnitude deviation betweR(¥,) andb.

5.3 Discussions and conclusions

We have proposed a new algorithm to improve the magnetic fireldel obtained from
force-free field extrapolations of photospheric vector netiggram data. The new feature
of the procedure is to incorporate the information of fieligrged loops obtained from
EUV image pairs and processed by stereoscopy to 3D curves.

If the magnetogram data is exact and the loop data are censiste find that the
algorithm produces the unique solution as expected. Inthi@sretical case, the correct
solution is also obtained even if the loop data is omittedmbst practical cases it can
however not be expected that the magnetogram data or thedoopstruction are with-
out errors. We have tested these situations in which the ta sets are not entirely
consistent. We found that for realistic error amplitudescae achieve a good align-
ment of the magnetic model field with the loop curves withcetiediorating the level of
force-freeness. If these errors are present, it turns atietlvhole set of force-free fields
is possible as solution with slightly fiierent fields at the lower boundary which deviate
from the magnetogram data within a typical measurement.emdhese cases the addi-
tional loop information constrains the solutioffiextively and from all solutions possible,
we obtain the one which is best aligned with the imposed |o@pss.

The conclusion that noisy data allows multiple solutionsrfall deviations are al-
lowed between the magnetogram data and the lower boundéng afodel field can also
be drawn from the results of the paper of De Rosa et al. (208@NLFFF codes pro-
duced model fields which closely matched the observed magreeh data, but they were
mutually diferent at larger altitudes andfidired from the 3D loop shapes derived from
stereoscopy. We attribute this deficiency to the ill-possdrof the boundary value prob-
lem: little noise in the magnetogram data may cause changés isolution especially at
larger distances from the surface. From our tests, thisisodstrated by the fact that we
can modify the solution within some bounds by choosirftedent values for the regular-
ization parametef, without much #ecting the force-freeness, divergence-freeness or the
boundary data error. The new variational term we introduakes use of this freedom in
order to align the model field with the loop shapes.

Using the regularization parametgy, we can allow either the magnetogram or the
loop data to gain more influence on the final solution withegmi§icantly afecting the
vanishing of the divergence or the Lorentz force. If bottadatms are properly normal-
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ized by their measurement errgy, ~ 1 turns out to be the optimal value. In the cases
tested, the angles of the local field to the field line direttould then be reduced to less
than a degree on average.
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6 Summary and outlook

The focus of this thesis is to study the reconstruction @edent objects in the solar
corona using data from fllerent spacecraft. The objects studied were prominences, co
nal loops and coronal mass ejections. We have used imagée iBWV wavelength
A = 304A and in white light (coronographic) from the SDO and tFEREO A and B
spacecraft.

With our MBSR method we performed a 3D reconstruction usiaig drom two and
three view directions. We have applied MBSR from two viewedirons to a CME core
which showed an exceptionally low polarization. With MBSR wientified the correct
3D location of the low polarized patch well inside the CMEidwvay we could exclude
that the bright core signal was produced by Thomson scagfelut it is consistent with
intense resonant scattering of the khe.

Another application of MBSR, this time using data from theg@cecraft, was the
reconstruction of an eruptive prominence, which trigger@ME. Using MBSR we could
see the evolution of these two phenomena. We analyzed theimlatics and morphology
within some limitations. One of the limitations was that aoethod is suitable for the
reconstruction of curve-like shapes, whereas the CME islamioous object bounded
by surfaces. We were therefore only able to extract the leisgading edge of the CME.
Another limitation relates to the use of data from a varyingiber of viewpoints. As the
MBSR code is written now, a loop has to be reconstructed agggion each curve section
which is seen from dierent numbers of view directions. In principle, this separais
unnecessary and it should be abolished in future versiotiseeafode.

Our third project aimed at an improvement of magnetic fieldlagolations of magne-
tograms from the solar surface using the shape informafioaronal loops reconstructed
by stereoscopy. Conventional extrapolation models of malrmagnetic field often show
a disagreement between the observed magnetic field andape shcoronal loops. With
our model S-NLFFF we try to reconcile the coronal magnetid firodel with observed
coronal loops by closely as possible. We have tested the Imottesynthetic magne-
tograms and loops with special emphasis on whether indensies in the magnetograms
could be compensated by the additional loop data.

Our algorithm still has to be applied to real data. An invgegiion of this kind is
underway. Applying our algorithm to real data implies thédeing steps:

1. processing the EUVI images from the STEREO/anthe SDO spacecraft. The
low spatial resolution of the STEREO telescopes makediitdit the to identify
coronal loops correctly in the images. On top of that, theérimsent noise adds
to the dificulty of loop identification. The images have to be cleaneanfithe
noise, contrast must be enhanced to have a balance in luitginbsere are some
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methods which can improve the quality of an image, like watvebnsform. We
are planning to apply a better image processing in ordert@mh better and easier
identification of diferent coronal magnetic loops.

2. 3D reconstruction of couple of active region loops using Multi-view B-spline
Stereoscopic Reconstruction method.

3. preprocessing the vector magnetograms provided by tla@ fiacecraft.

4. using S-NLFFF code to model the coronal magnetic field #ieh3D information
of loop curves and the vector magnetogram as input data.

Provided that all the data are available, we are confidehtt@avill be able to produce
a more reliable force-free magnetic field model for the cartiman with conventional
tools.

In many cases, a vector photospheric magnetogram and twidtaimaous solar EUV
images are not available. We therefore intend to modify @giecto also cope with the
case when the field extrapolation is constrained just bydbp projection from one EUV
image only. This is a more flicult approach since we will not have the full 3D loop
information available.
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A Appendix

In order to determine the position of the 3D object we neednd & anda, (see Eqg.
2.11) from the two distances (Fig. A.1) along the epipolar line in the respective image.
First we have the edge length of the similar triangles OAB@A®B’ from Fig. (A.1):

o AB _ (Ar-2z)-§

- — A.l
"= A0 [i-a-b (A1)

The distance from the observer to the Sun ceffiteand the epipolar directions in each
image@ are known from the position of both the spacecraft anthe epipolar plane
parameter (defined in Eq. 2.15). The image axis along theokgsipne is defined as

n(2) x r;

@) xri (A-2)

wheref(2) is the epipolar normal and is the spacecraft position.

Figure A.1: Reconstruction of a point with projective gedmén the epipolar plane. The vectors
Ar, zQ, f; all lie in the same epipolar plane marked by points B'CO.

From Fig. A.2 we can see that

[ S— (A.3)
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Figure A.2: Reconstruction of a point with projective gedmén the epipolar plane

is a small correction to the focal length where for typicasetvations/r; < 1/200.
The formula (A.1) takes account of fact th&tis not perpendicular té;. From Fig.
A.1 we have
a=(Ar —zQ) - f; (A.4)
b = (Ar — zQ) - & sing (A.5)
= —[(Ar - 20) - 8](& - T)

Inserting Eqg. (A.4) and (A.5) in Eq. (A.1) brings us to theléaling expression

: & - (Ar — 2
. S @A) (A6)
frfil - Fi(1 - &&)(Ar — z2)
Using Eq. (2.16), we can rewrite expression (A.6)
~ T 2 is 22 ~ o
Filgy =&+ £hi - ea)] (aaf1 + a2f) (A.7)

which is what we need to derive andas.

125






Bibliography

Amari, T., Aly, J.-J., Mikic, Z., Linker, J., 2010, Coronaldds Ejection Initiation: On the
Nature of the Flux Cancellation Model, ApJ, 717, L26-L30

Antiochos, S. K., DeVore, C. R., Klimchuk, J. A., 1999, A Mdfter Solar Coronal Mass
Ejections, ApJ, 510, 485-493

Antunes, A., Thernisien, A., Yahil, A., 2009, Hybrid Rectmstion to Derive 3D Height
- Time Evolution for Coronal Mass Ejections, Sol. Phys., 2B89-212

Anzer, U., Heinzel, P., 2005, On the Nature of Dark Extremiedvlolet Structures Seen
by SOHQEIT and TRACE, ApJ, 622, 714-721

Anzer, U., Heinzel, P., 2008, Prominence modelling: frorsated emission measures
to temperature profiles, A&A, 480, 537-542

Arregui, 1., Oliver, R., Ballester, J. L., 2012, Prominer@scillations, Living Reviews in
Solar Physics, 9, 2

Artzner, G., Gosain, S., B., S., 2010, A Technigue for RemgBackground Features in
SECCHI — EUVI He 1l 304 A Filtergrams: Application to the Fiteent Eruption of 22
May 2008, Sol. Phys., 262, 437-447

Aschwanden, M. J., 2004, Physics of the Solar Corona. Awndiutction, Berlin:Springer

Aschwanden, M. J., 2011, Solar Stereoscopy and Tomographigg Reviews in Solar
Physics, 8,5

Aschwanden, M. J., Wilser, J.-P., Nitta, N. V., Lemen, J. R08, First Three-
Dimensional Reconstructions of Coronal Loops with the SEPRA and B Spacecratft.
I. Geometry, ApJ, 679, 827-842

Aulanier, G., Torok, T., Démoulin, P., DelLuca, E. E., 2016¢rRation of Torus-Unstable
Flux Ropes and Electric Currents in Erupting Sigmoids, A8, 314-333

Bastian, T. S., Gary, D. E., 1997, On the feasibility of immagcoronal mass ejections at
radio wavelengths, J. Geophys. Res., 102, 14 031-14 040

Bemporad, A., Mierla, M., Tripathi, D., 2011, Rotation of arupting filament observed
by the STEREO EUVI and COR1 instruments, A&A, 531, A147

Billings, D. E., 1966, A guide to the solar corona, New Yorkcadlemic Press

127



Bibliography

Bothmer, V., Daglis, I. A., 2007, Radiation belts and ringreat, Berlin:Springer

Brueckner, G. E., Howard, R. A., Koomen, M. J., Korendyke MC, Michels, D. J.,
Moses, J. D., Socker, D. G., Dere, K. P., Lamy, P. L., Llehafig Bout, M. V.,
Schwenn, R., Simnett, G. M., Bedford, D. K., Eyles, C. J.,9,9Bhe Large Angle
Spectroscopic Coronagraph (LASCO), Sol. Phys., 162, 3374

Brun, A. S., 2004, D MHD Simulations of the Solar Convectiang and Tachocline, in
SOHO 14 Helio- and Asteroseismology: Towards a Golden Eut{igd.) D. Danesy,
vol. 559 of ESA Special Publication, p. 271

Cargill, P. J., 2004, On the Aerodynamic Drag Force Actingrmerplanetary Coronal
Mass Ejections, Sol. Phys., 221, 135-149

Chae, J., Ahn, K., Lim, E.-K., Choe, G. S., Sakurai, T., 200&sistent Horizontal Flows
and Magnetic Support of Vertical Threads in a Quiescent Rrente, ApJ, 689, L73—
L76

Charbonneau, P., 2010, Dynamo Models of the Solar CyclangiiReviews in Solar
Physics, 7, 3

Charbonneau, P., Christensen-Dalsgaard, J., Henningl.&sen, R. M., Schou, J.,
Thompson, M. J., Tomczyk, S., 1999, Helioseismic Constsaim the Structure of
the Solar Tachocline, ApJ, 527, 445-460

Chen, P. F., 2011, Coronal Mass Ejections: Models and THese®ational Basis, Living
Reviews in Solar Physics, 8, 1

Chen, P. F., Shibata, K., 2000, An Emerging Flux Trigger Maasm for Coronal Mass
Ejections, ApJ, 545, 524-531

Chifu, 1., Inhester, B., Mierla, M., Chifu, V., Wiegelmanh, 2012, First 4D Reconstruc-
tion of an Eruptive Prominence Using Three Simultaneous/\D&ections, Sol. Phys.,
281,121-135

Colaninno, R. C., Vourlidas, A., 2009, First Determinatmfrthe True Mass of Coronal
Mass Ejections: A Novel Approach to Using the Two STEREO \iewmts, ApJ, 698,
852-858

Couvidat, S., Schou, J., Shine, R. A., Bush, R. I, Miles, J.S&herrer, P. H., Rairden,
R. L., 2012, Wavelength Dependence of the Helioseismic aagndtic Imager (HMI)
Instrument onboard the Solar Dynamics Observatory (SDQ) Fhys., 275, 285-325

Cremades, H., Bothmer, V., 2004, On the three-dimensiamrdiguration of coronal mass
ejections, A&A, 422, 307-322

Crifo, F., Picat, J. P., Cailloux, M., 1983, Coronal tramése- Loop or bubble, Sol. Phys.,
83, 143-152

Daglis, I. A., 1999, The terrestrial ring current: origiosiation, and decay, Reviews of
Geophysics, 37, 407-438

128



Bibliography

de Boor, C., 1985, A practical guide to splines, New YorkiSger-Verlag New York Inc.

De Rosa, M. L., Schrijver, C. J., Barnes, G., Leka, K. D., &jtB. W., Aschwanden,
M. J., Amari, T., Canou, A., McTiernan, J. M., Régnier, S.alfhann, J. K., Valori, G.,
Wheatland, M. S., Wiegelmann, T., Cheung, M. C. M., ConlorA.PFuhrmann, M.,
Inhester, B., Tadesse, T., 2009, A Critical Assessment afliNear Force-Free Field
Modeling of the Solar Corona for Active Region 10953, ApJ6 68780-1791

Dere, K. P., Brueckner, G. E., Howard, R. A., Koomen, M. J.rdfmlyke, C. M., Kreplin,
R. W., Michels, D. J., Moses, J. D., Moulton, N. E., Socker,®, St. Cyr, O. C.,
Delaboudiniere, J. P., Artzner, G. E., Brunaud, J., GabAelH., Hochedez, J. F.,
Millier, F., Song, X. Y., Chauvineau, J. P., Marioge, J. PefiBe, J. M., Jamar, C.,
Rochus, P., Catura, R. C., Lemen, J. R., Gurman, J. B., NeMieIClette, F., Cugnon,
P., van Dessel, E. L., Lamy, P. L., Llebaria, A., Schwenn,Smnett, G. M., 1997,
EIT and LASCO Observations of the Initiation of a Coronal Bl&$ection, Sol. Phys.,
175, 601-612

Dikpati, M., Gilman, P. A., 2009, Flux-Transport Solar Dynas, Space Sci. Rev., 144,
67-75

Eddy, J. A., 1974, A Nineteenth-century Coronal Transi8&A, 34, 235

Feng, L., Wiegelmann, T., Inhester, B., Solanki, S., GanQWRuan, P., 2007, Magnetic
Stereoscopy of Coronal Loops in NOAA 8891, Sol. Phys., 285-249

Feng, L., Inhester, B., Wei, Y., Gan, W. Q., Zhang, T. L., Wakig Y., 2012, Morpho-
logical Evolution of a Three-dimensional Coronal Mass Eg@tCloud Reconstructed
from Three Viewpoints, ApJ, 751, 18

Filippov, B. P., Den, O. G., 2000, Prominence Height andivaltGradient in Magnetic
Field, Astronomy Letters, 26, 322-327

Fisher, G. H., Fan, Y., Longcope, D. W., Linton, M. G., Pevtsa. A., 2000, The Solar
Dynamo and Emerging Flux, Sol. Phys., 192, 119-139

Forbes, T. G., Linker, J. A., Chen, J., Cid, C., Kéta, J., lideA., Mann, G., Mikic, Z.,
Potgieter, M. S., Schmidt, J. M., Siscoe, G. L., Vainio, Ratiachos, S. K., Riley, P.,
2006, CME Theory and Models, p. 251

Foukal, P., 1990, Solar astrophysics, New York: Wiley-tatéence

Gary, D. E., Keller, C. U. (Eds.), 2004, Radio Observatioh€oronal Mass Ejections,
vol. 314 of Astrophysics and Space Science Library

Gary, G. A., 2001, Plasma Beta above a Solar Active RegiothiReng the Paradigm,
Sol. Phys., 203, 71-86

Gonzalez, W. D., Joselyn, J. A., Kamide, Y., Kroehl, H. W.,sRiker, G., Tsurutani,
B. T., Vasyliunas, V. M., 1994, What is a geomagnetic storlnGeophys. Res., 99,
5771-5792

129



Bibliography

Gopalswamy, N., 2010, Corona Mass Ejections: a Summary oéiReResults, in 20th
National Solar Physics Meeting, (Ed.) I. Dorotovic, pp. 2080

Gopalswamy, N., Yashiro, S., Akiyama, S., 2007, GBsstiveness of halo coronal mass
ejections, Journal of Geophysical Research, 112, A06112

Gosain, S., Schmieder, B., 2010, Estimation of width antinaton of a filament sheet
using He 11 304 A observations by STEREEMVI, Annales Geophysicae, 28, 149-153

Gosain, S., Schmieder, B., Venkatakrishnan, P., Chandr&r&ner, G., 2009, 3D Evo-

lution of a Filament Disappearance Event Observed by STERIEO Phys., 259, 13—
30

Gouttebroze, P., Heinzel, P., Vial, J. C., 1993, The hydnagmectrum of model promi-
nences, A&AS, 99, 513-543

Hansen, P. C., 2010, Discrete inverse problems insight dgdritams, Philadel-
phia:Society for Industrial and Applied Mathematics

Hartley, R., Zisserman, A., 2003, Multiple View Geometry@omputer Vision, Cam-
bridge:Cambridge University Press

Hasted, J. B., 1964, Physics of atomic collisions, Londamt&worths

Hildner, E., Gosling, J. T., Hansen, R. T., Bohlin, J. D., 89The sources of material
comprising a mass ejection coronal transient, Sol. Ph$s 3@3-376

Howard, R. A., Moses, J. D., Vourlidas, A., Newmark, J. Sgko, D. G., Plunkett, S. P.,
Korendyke, C. M., Cook, J. W., Hurley, A., Davila, J. M., Thpson, W. T., St Cyr,
O. C., Mentzell, E., Mehalick, K., Lemen, J. R., Wuelser,.JDRncan, D. W., Tarbell,
T. D., Wolfson, C. J., Moore, A., Harrison, R. A., Waltham,R{, Lang, J., Davis, C. J.,
Eyles, C. J., Mapson-Menard, H., Simnett, G. M., Halain,. JDefise, J. M., Mazy,
E., Rochus, P., Mercier, R., Ravet, M. F., Delmotte, F., Aareh F., Delaboudiniere,
J. P., Bothmer, V., Deutsch, W., Wang, D., Rich, N., CooperS&phens, V., Maahs,
G., Baugh, R., McMullin, D., Carter, T., 2008a, Sun Earth @ection Coronal and
Heliospheric Investigation (SECCHI), Space Sci. Rev.,, 536-115

Howard, R. A., Moses, J. D., Vourlidas, A., Newmark, J. Sgk&o, D. G., Plunkett, S. P.,
etal., 2008b, Sun Earth Connection Coronal and Heliosplharestigation (SECCHI),
3r, 136, 67-115

Howard, T. A., Tappin, S. J., 2008, Three-Dimensional Retmiction of Two Solar
Coronal Mass Ejections Using the STEREO Spacecraft, Sgk.PR52, 373—-383

llling, R. M. E., Hundhausen, A. J., 1986, Disruption of aauel streamer by an eruptive
prominence and coronal mass ejection, J. Geophys. Re1.0951-10 960

Inhester, B., 2006, Stereoscopy basics for the STEREO onissirXiv Astrophysics e-
prints:arXiv:astro-pf0612649v1

130



Bibliography

Inhester, B., Wiegelmann, T., 2006, Nonlinear Force-Fresgivtic Field Extrapola-
tions: Comparison of the Grad Rubin and Wheatland Sturramknfeliotis Algorithm,
Sol. Phys., 235, 201-221

Jefic, S., Heinzel, P., 2009, Electron Densities in Quiesceairiftences Derived from
Eclipse Observations, Sol. Phys., 254, 89-100

Joshi, A. D., Srivastava, N., 2011a, Kinematics of Two EngProminences Observed
by EUVI/STEREO, ApJ, 730, 104

Joshi, A. D., Srivastava, N., 2011b, Kinematics of Two ErgProminences Observed
by EUVI/STEREO, ApJ, 730, 104

Kaiser, M. L., Kucera, T. A., Davila, J. M., St. Cyr, O. C., Gathakurta, M., Christian,
E., etal., 2007, The STEREO Mission: An Introduction, Sp&ce Rev., 136, 5-16

Klimchuk, J. A., 2009, Coronal Loop Models and Those Anngyi@bservations!
(Keynote), in The Second Hinode Science Meeting: Beyonadery-Toward Un-
derstanding, (Eds.) B. Lites, M. Cheung, T. Magara, J. Mari&. Reeves, vol. 415 of
Astronomical Society of the Pacific Conference Series, fi. 22

Kuperus, M., Raadu, M. A., 1974, The Support of ProminencesEd in Neutral Sheets,
A&A, 31, 189

Kuperus, M., Tandberg-Hanssen, E., 1967, The Nature ofSQerg Solar Prominences,
Sol. Phys., 2, 39-48

Labrosse, N., Heinzel, P., Vial, J.-C., Kucera, T., Pareédti Gunar, S., Schmieder, B.,
Kilper, G., 2010, Physics of Solar Prominences: Spectragbostics and Non-LTE
Modelling, Space Sci. Rev., 151, 243-332

Landi, E., Young, P. R., Dere, K. P., Del Zanna, G., Mason, H.2813, CHIANTI-
An Atomic Database for Emission Lines. Xlll. Soft X-Ray Ingmements and Other
Changes, ApJ, 763, 86

Leake, J. E., Linton, M. G., Antiochos, S. K., 2014, Simwas of Emerging Magnetic
Flux. II: The formation of Unstable Coronal Flux Ropes and thitiation of CMEs,
ArXiv e-prints, 1402 .2645

Lemen, J. R., et al., 2012, The Atmospheric Imaging Assertif) on the Solar Dy-
namic Observatory (SDO), Sol. Phys.

Lenz, D. D., 1999, Energetics and Structure of MultispeS8ekar Coronal Loops, ApJ,
517, 497-509

Li, T., Zhang, J., Zhang, Y., Yang, S., 2011, Three-dimemzidReconstruction of an

Erupting Filament with Solar Dynamics Observatory and SEBRObservations, ApJ,
739, 43

131



Bibliography

Liewer, P. C., Hall, J. R., Howard, R. A., de Jong, E. M., Thaaom W. T., Thernisien,
A., 2011, Stereoscopic analysis of STEREBCCHI data for CME trajectory deter-
mination, J. of Atm. Solar-Terr. Phys., 73, 1173-1186

Linker, J. A., Miki¢, Z., Riley, P., Lionello, R., Odstrcil, D., 2003, Models Gbronal
Mass Ejections: A Review with A Look to The Future, in SolarndiTen, (Eds.)
M. Velli, R. Bruno, F. Malara, B. Bucci, vol. 679 of Americamdtitute of Physics
Conference Series, pp. 703-710

Low, B. C., Lou, Y. Q., 1990, Modeling solar force-free mationéelds, ApJ, 352, 343—
352

Lynch, B. J., Antiochos, S. K., de Vore, C. R., Zurbuchen, T. 2005, The Breakout
Model for CME Initiation in 3-Dimensions, in Solar Wind ”JOHO 16, Connecting
Sun and Heliosphere, (Eds.) B. Fleck, T. H. Zurbuchen, Hokte; vol. 592 of ESA
Special Publication, p. 297

Mackay, D. H., Karpen, J. T., Ballester, J. L., Schmiedey Alanier, G., 2010, Physics
of Solar Prominences: Magnetic Structure and Dynamicsg&gai. Rev., 151, 333—
399

Martin, S., 2000, Solar Prominence Formation, EncyclopediAstronomy and Astro-
physics

Martin, S. F., 1990, Conditions for the formation of pronmoes as inferred from op-
tical observations, in IAU Collog. 117: Dynamics of Quiesc®rominences, (Eds.)
V. Ruzdjak, E. Tandberg-Hanssen, vol. 363 of Lecture Nat&hysics, Berlin Springer
Verlag, pp. 1-44

Martin, S. F., 1998, Conditions for the Formation and Maiatece of Filaments (Invited
Review), Sol. Phys., 182, 107-137

Martin, S. F., Livi, S. H. B., Wang, J., 1985, The cancellataf magnetic flux. Il - In a
decaying active region, Australian Journal of Physics 928-959

Metcalf, T. R., Leka, K. D., Barnes, G., Lites, B. W., GeorfisuM. K., Pevtsov, A. A,
Balasubramaniam, K. S., Gary, G. A, Jing, J., Li, J., Liu, Wang, H. N., Abra-
menko, V., Yurchyshyn, V., Moon, Y.-J., 2006, An OverviewExisting Algorithms
for Resolving the 180 Ambiguity in Vector Magnetic Fieldsu&titative Tests with
Synthetic Data, Sol. Phys., 237, 267-296

Mierla, M., Inhester, B., Marqué, C., Rodriguez, L., Giss®t, Zhukov, A. N., Bergh-
mans, D., Davila, J., 2009, On 3D Reconstruction of Coronak$/Ejections: I.
Method Description and Application to SECCHI-COR Data,. $lys., 259, 123-141

Mierla, M., Inhester, B., Antunes, A., Boursier, Y., Byride P., Colaninno, R., Davila, J.,
de Koning, C. A., Gallagher, P. T., Gissot, S., Howard, R.Howard, T. A., Kramatr,
M., Lamy, P., Liewer, P. C., Maloney, S., Marque, C., McAteer T. J., Moran, T.,
Rodriguez, L., Srivastava, N., St. Cyr, O. C., Stenborg, T@mmer, M., Thernisien,

132



Bibliography

A., Vourlidas, A., West, M. J., Wood, B. E., Zhukov, A. N., ZD10n the 3-D recon-
struction of Coronal Mass Ejections using coronagraph, dataales Geophysicae, 28,
203-215

Mierla, M., Chifu, I., Inhester, B., Rodriguez, L., Zhukd¥,, 2011, Low polarised emis-
sion from the core of coronal mass ejections, A&A, 530, L1

Miki€, Z., Lee, M. A., 2006, An Introduction to Theory and ModefSGMES, Shocks,
and Solar Energetic Particles, Space Sci. Rev., 123, 57-80

Moran, T. G., Davila, J. M., 2004, Three-Dimensional Pateiric Imaging of Coronal
Mass Ejections, Science, 305, 6671

Morgan, H., Habbal, S. R., 2007, The long-term stabilityhaf visible F corona at heights
of 3-6 R_sun, A&A, 471, L47-L50

Parenti, S., Vial, J.-C., 2007, Prominence and quiet-Sasméa parameters derived from
FUV spectral emission, A&A, 469, 1109-1115

Parenti, S., Schmieder, B., Heinzel, P., Golub, L., 2012 tl@nNature of Prominence
Emission Observed by SDBIA, ApJ, 754, 66

Park, H., Chae, J., Song, D., Maurya, R. A., Yang, H., Parlp.YJang, B.-H., Nah, J.,
Cho, K.-S., Kim, Y.-H., Ahn, K., Cao, W., Goode, P. R., 201@mperature of Solar
Prominences Obtained with the Fast Imaging Solar Speetpbgon the 1.6 m New
Solar Telescope at the Big Bear Solar Observatory, Sol..P2§8, 105-116

Parker, E. N., 1975, The generation of magnetic fields irophkiysical bodies. X - Mag-
netic buoyancy and the solar dynamo, ApJ, 198, 205-209

Patsourakos, S., Vourlidas, A., Kliem, B., 2010, Towardensthnding the early stages of
an impulsively accelerated coronal mass ejection. SECQidevations, A&A, 522,
A100

Pesnell, W. D., Thompson, B. J., Chamberlin, P. C., 2012,Sdiar Dynamics Observa-
tory (SDO), Sol. Phys., 275, 3-15

Peter, H., Bingert, S., Klimchuk, J. A., de Forest, C., Gmrtal. W., Golub, L.,
Winebarger, A. R., Kobayashi, K., Korreck, K. E., 2013, $ture of solar coronal
loops: from miniature to large-scale, A&A, 556, A104

Petrie, G. J. D., 2006, Coronal Loop Widths and Pressuree$teights, ApJ, 649, 1078—
1083

Pevtsov, A. A., Balasubramaniam, K. S., Rogers, J. W., 2088ality of Chromospheric
Filaments, ApJ, 595, 500-505

Pizzo, V. J., Biesecker, D. A., 2004, Geometric localizatad STEREO CMEs, Geo-
phys. Res. Lett., 31, L21802

133



Bibliography

Poland, A. I., Munro, R. H., 1976, Interpretation of broaaht polarimetry of solar coro-
nal transients - Importance of H-alpha emission, ApJ, 209934

Priest, E. R., 1982, Solar magneto-hydrodynamics, Dohdréz. Reidel

Reale, F., 2010, Coronal Loops: Observations and Modelit@pafined Plasma, Living
Reviews in Solar Physics, 7

Schrijver, C. J., Siscoe, G. L., 2009, Heliophysics: Plagthgsics of the Local Cosmos,
Cambridge:Cambridge University Press

Schrijver, C. J., Title, A. M., 2011, Long-range magnetictplings between solar flares
and coronal mass ejections observed by SDO and STEREO, ph@aedes., 116,
A04108

Schrijver, C. J., De Rosa, M. L., Metcalf, T. R., Liu, Y., M&fhan, J., Régnier, S.,
Valori, G., Wheatland, M. S., Wiegelmann, T., 2006, NondinEorce-Free Modeling
of Coronal Magnetic Fields Part I: A Quantitative Companish Methods, Sol. Phys.,
235, 161-190

Schwenn, R., Raymond, J. C., Alexander, D., CiaravellaGbdpalswamy, N., Howard,
R., Hudson, H., Kaufmann, P., Klassen, A., Maia, D., Munoartihez, G., Pick, M.,
Reiner, M., Srivastava, N., Tripathi, D., Vourlidas, A., i@ Y.-M., Zhang, J., 2006,
Coronal Observations of CMEs. Report of Working Group A, &p&ci. Rev., 123,
127-176

Solanki, S. K., Inhester, B., Schussler, M., 2006, The solagnetic field, Reports on
Progress in Physics, 69, 563-668

Stix, M., 2002, The sun: an introduction, Berlin:Springer

Syntelis, P., Gontikakis, C., Georgoulis, M. K., Alissaakis, C. E., Tsinganos, K., 2012,
Study of the Three-Dimensional Shape and Dynamics of Coitao@ps Observed by
HinodgEIS, Sol. Phys., 280, 475-489

Tadesse, T., Wiegelmann, T., Inhester, B., Pevtsov, A.12Bbnlinear force-free field
extrapolation in spherical geometry: improved boundanadeeatment applied to a
SOLISVSM vector magnetogram, A&A, 527, A30

Tandberg-Hanssen, E., 1977, Prominences, in lllustratedsary for Solar and Solar-
Terrestrial Physics, (Eds.) A. Bruzek, C. J. Durrant, v8l.08 Astrophysics and Space
Science Library, p. 97

Thalmann, J. K., Inhester, B., Wiegelmann, T., 2011, Edimgahe Relative Helicity of
Coronal Magnetic Fields, Sol. Phys., 272, 243-255

Thernisien, A., 2011, Implementation of the Graduated i¢lical Shell Model for the
Three-dimensional Reconstruction of Coronal Mass EjestidpJS, 194, 33

Thernisien, A., Vourlidas, A., Howard, R. A., 2009, Forwaiddeling of Coronal Mass
Ejections Using STEREQGECCHI Data, Sol. Phys., 256, 111-130

134



Bibliography

Thernisien, A. F. R., Howard, R. A., Vourlidas, A., 2006, Mxtidg of Flux Rope Coronal
Mass Ejections, ApJ, 652, 763-773

Thompson, W. T., 2006, Coordinate systems for solar imatg é&A, 449, 791-803

Thompson, W. T., Wei, K., Burkepile, J. T., Davila, J. M., 8yr, O. C., 2010, Back-
ground Subtraction for the SECCKIOR1 Telescope Aboard STEREO, Sol. Phys.,
262,213-231

Torok, T., Panasenco, O., Titov, V. S., MikiZ., Reeves, K. K., Velli, M., Linker, J. A,
De Toma, G., 2011, A Model for Magnetically Coupled SympéthEruptions, ApJ,
739, L63

Vaiana, G. S., Krieger, A. S., Timothy, A. F., 1973, Idenation and Analysis of Struc-
tures in the Corona from X-Ray Photography, Sol. Phys., 32186

Valori, G., Kliem, B., Fuhrmann, M., 2007, MagnetofrictarExtrapolations of Low and
Lou’s Force-Free Equilibria, Sol. Phys., 245, 263—-285

van Ballegooijen, A. A., Martens, P. C. H., 1989, Formatiad aruption of solar promi-
nences, ApJ, 343, 971-984

Vourlidas, A., Howard, R. A., Esfandiari, E., Patsourakes,Yashiro, S., Michalek, G.,
2010, Comprehensive Analysis of Coronal Mass Ejection MassEnergy Properties
Over a Full Solar Cycle, ApJ, 722, 1522

Webb, D. F., Howard, T. A., 2012, Coronal Mass Ejections: éations, Living Reviews
in Solar Physics, 9, 3

Wheatland, M. S., Sturrock, P. A., Roumeliotis, G., 2000,@wtimization Approach to
Reconstructing Force-free Fields, ApJ, 540, 1150-1155

Wiegelmann, T., 2004, Optimization code with weightingdtion for the reconstruction
of coronal magnetic fields, Sol. Phys., 219, 87-108

Wiegelmann, T., Inhester, B., 2010, How to deal with mea®serd errors and lacking
data in nonlinear force-free coronal magnetic field modg, A&A, 516, A107

Wiegelmann, T., Neukirch, T., 2003, Computing nonlineacéofree coronal magnetic
fields, Nonlinear Processes in Geophysics, 10, 313-322

Wiegelmann, T., Sakurai, T., 2012, Solar Force-free Magrgelds, Living Reviews in
Solar Physics, 9, 5

Wiegelmann, T., Lagg, A., Solanki, S. K., Inhester, B., Wath 2005, Comparing mag-
netic field extrapolations with measurements of magnetp$oA&A, 433, 701-705

Wiehr, E., Bianda, M., 2003, Solar prominence polarimeN§A, 404, L25-1L.28

Winebarger, A. R., Schmelz, J. T., Warren, H. P., Saar, Xashyap, V. L., 2011, Using
a Differential Emission Measure and Density Measurements in &imedgegion Core
to Test a Steady Heating Model, ApJ, 740, 2

135



Bibliography

Woods, T. N., Eparvier, F. G., Hock, R., Jones, A. R., Wooka®., Judge, D., Did-
kovsky, L., Lean, J., Mariska, J., Warren, H., McMullin, @hamberlin, P., Berthi-
aume, G., Bailey, S., Fuller-Rowell, T., Sojka, J., Tobis®ka K., Viereck, R., 2012,
Extreme Ultraviolet Variability Experiment (EVE) on thel&8oDynamics Observatory
(SDO): Overview of Science Objectives, Instrument Desigata Products, and Model
Developments, Sol. Phys., 275, 115-143

Wuelser, J.-P., Lemen, J. R., Tarbell, T. D., Wolfson, C.Cannon, J. C., Carpenter,
B. A., Duncan, D. W., Gradwohl, G. S., Meyer, S. B., Moore, A. Savarro, R. L.,
Pearson, J. D., Rossi, G. R., Springer, L. A., Howard, R. Aosks, J. D., Newmark,
J. S., Delaboudiniere, J.-P., Artzner, G. E., Auchere, Buddet, M., Bouyries, P.,
Bridou, F., Clotaire, J.-Y., Colas, G., Delmotte, F., JeegiA., Lamare, M., Mercier,
R., Mullot, M., Ravet, M.-F., Song, X., Bothmer, V., DeutsdlN., 2004, EUVI: the
STEREO-SECCHI extreme ultraviolet imager, in Society obt®hOptical Instrumen-
tation Engineers (SPIE) Conference Series, (Ed.) S. Amesd M. A. Gummin, vol.
5171 of Society of Photo-Optical Instrumentation Engis¢&PIE) Conference Series,
pp. 111-122

Zhukov, A. N., Veselovsky, I. S., 2007, Global coronal mgestons, ApJ, 664, 131-134

136



Publications

e Mierla, M., Chifu, 1., Inhester, B., Rodriguez, L., Zhukay,, 2011, Low polarised
emission from the core of coronal mass ejections, Astronamy Astrophysics,
530, L1

e Chifu, I, Inhester, B., Mierla, M., Chifu, V., Wiegelmanh, 2012, First 4D Recon-
struction of an Eruptive Prominence Using Three Simultasédiew Directions,
Solar Physics, 281, 121-135

e Mierla, M.; Seaton, D. B.; Berghmans, D.; Chifu, I.; De Groéf; Inhester, B.;
Rodriguez, L.; Stenborg, G.; Zhukov, A. N., 2013, Study ofarfnence Eruption
using PROBAZSWAP and STERE(UVI Data, Solar Physics, 286, 241-253

e Chifu, 1., Inhester, B., Wiegelmann, T., 2015, Coronal nmetgnfield modeling
using stereoscopy constraints, Astronomy and AstropbySic7, 123

137






Acknowledgements

I would like to thank all my supervisors for their support, Bernd Inhester, Dr. Thomas
Wiegelmann, Prof. Dr. Sami Solanki and Prof. Dr. Karl-Hefalassmeier.

| am profoundly grateful to my supervisor Dr. Bernd Inhest&ven though our
research group had weekly meetings, Bernd was always relecirad available to discuss
any problem | had. He taught us how to tackle the problems fildfarent perspectives.
Dr. Bernd gave his insights from various scientific fields &wetbed us understand our
scientific issues. | genuinely am thankful him for his hugegrece with me, for extremely
careful reading of the papers and this thesis. For me, heisitidel of how to be a good
scientist.

Thanks, Dr. Thomas Wiegelmann for always being optimistid supportive during
my Ph.D. thesis and always being available to answer all tliestipns.

The research was conducted at the Max-Planck-Institut&d&tar System Research
(MPS) in Gottingen. | would like to thank MPS and especialig international Max
Planck Research School (IMPRS) for giving me this great dppdy to carry out my
Ph.D. studies in a professional environment. | would likehank the Director, Prof.
Dr. Sami Solanki, for ffering us a professional working environment where | had the
opportunity to model myself as a scientist. | am gratefultfoe support he féered me
during my stay here.

I would like to thank Sonja Schuh, the coordinator of the fdnétional Max Planck
Research School of Solar System Science, for being so omkalaays finding time to
help me.

Last but not least, | would like to thank my family who alwaygported me in ev-
erything | did. They were always there when | was in troub&pimg me overpass all the
difficulties.

This thesis in dedicated to my parents!

139






Curriculum vitae

Personal data

Name:
Day of birth:
Place of birth:

Education

02/2010 - 2014 :

102007 - 022009 :

10/2003 - 062007 :

10/2000 - 062005 :

lulia Ana Maria Chifu
19.07.1980
Bucharest, Romania

PhD student
Max Planck Institute for Solar System Research, Ger-
many
Technische Universitat Carolo-Wilhelmina zu Braun-
schweig, Germany

M.Sc (Environment protection, Atmospheric Physics
and Earth Science)
Faculty of Physics, University of Bucharest

B.Sc. (Physics)
Faculty of Physics, University of Bucharest

B.Sc. (Communication and Public Relation)
Faculty of Communication and Public Relation “David
Ogilvy”, The National School of Political and Adminis-
trative Studies

141



Curriculum vitae

Professional details

082007 - present:

02/2001 - 022002 :

12/2000 - 082003 :

Prizes

1912/2013

142

Research assistant at Astronomical ItestidfiRoma-
nian Academy, Solar Physics department, Bucharest,
Romania
Marketing research operator - Institute of marketag
search GFK, Bucharest, Romania
atfice manager, journalist at the nongovernmental or-
ganization Romanian Environmental Journalist Associ-
ation (REJA) - Perspective magazine, Bucharest, Roma-
nia

Stefan Hepites prize awarded by Romanian Academy,
Bucharest, Romania



