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Summary

A camera based on a customized Active Pixel Sensor (APS) has been designed, character-
ized, and qualified for application in space. The camera was optimized for its implemen-
tation in solar magnetographs, with the intention of being employed in the Polarimetric
and Helioseismic Imager (PHI) aboard the Solar Orbiter mission.

The designed camera has its control electronics implemented in a Field Programmable
Gate Array (FPGA). Optimizations added to the control electronics minimize the camera
noise at high readout speeds and under variable operating conditions such as temperature
gradients. In addition, the control module protects the image sensor against single event
effects (SEEs) caused by space radiation.

Characterization results of both image sensor and camera reveal their electrical and
electro-optical performances. Moreover, three radiation campaigns have allowed study-
ing the tolerance of the customized detector against ionizing doses, non-ionizing doses,
and single event effects. Radiation, especially non-ionizing doses, significantly increases
the dark current of the sensor and provokes smaller effects in other parameters. Post-
irradiation tests demonstrate that those effects can be partly overcome, thus not endanger-
ing the scientific accomplishments, if proper in-flight annealing and operating tempera-
tures are guaranteed. The implemented protection of the detector against SEEs success-
fully avoids permanent functional failures of the camera.

An application analysis shows how the camera characteristics as well as its combined
operation with the rest of the instrument units influence the polarimetric and timing per-
formance of the PHI magnetograph. This analysis results in both, a definition of the min-
imum camera requirements and an optimum strategy to jointly operate polarization, spec-
tral, and imaging modules. The instrument demands a resolution of 2048 × 2048 pixels,
fast readout, and large full well capacity from the camera. In turn, the challenging orbit
of the mission imposes harsh thermal and radiation environments on all onboard subsys-
tems. The camera electronics and APS sensor have surpassed these derived minimum
performances and operating conditions.

Solar Orbiter is a space mission that will study the Sun, the heliosphere, and how they
relate to each other. The spacecraft will approach the Sun much closer than any previous
space mission. The PHI magnetograph, as part of the Solar Orbiter payload, will measure
magnetic fields and gas flow velocities in the Sun’s visible surface: the photosphere.

Most of this work, including the requirements study, camera design solutions, and
radiation evaluation of the image sensor, can be either applied to future solar observatories
or directly used in other scientific cameras for space.

ix





Kurzfassung

Eine Kamera, die auf einem speziell entwickelten Active Pixel Sensor (APS) basiert, ist
im Rahmen dieser Arbeit entworfen, charakterisiert und für Anwendungen im Weltraum
qualifiziert worden. Die Kamera wurde für eine Implementierung in einen Sonnenmag-
netographen optimiert, insbesondere mit der Absicht später im Polarimetric and Helio-
seismic Imager (PHI) an Board der Solar Orbiter Mission zum Einsatz zu kommen.

Die entworfene Steuerelektronik der Kamera ist in einem Field Programmable Gate
Array (FPGA) implementiert. Optimierungen in der Steuerelektronik minimieren das
Rauschen der Kamera bei hohen Auslesegeschwindigkeiten und unter veränderlichen Be-
triebsbedingungen, z.B. Temperaturgradienten. Außerdem schützt das Steuermodul den
Bildsensor vor Single Event Effects (SEEs), die durch kosmische Strahlung verursacht
werden.

Die Ergebnisse der Charakterisierung von Bildsensor und Kamera offenbaren die
elektrische und elektro-optische Leistungsfähigkeit. Darüber hinaus ermöglichten drei
Strahlungs-Testkampagnen, die Toleranz des speziell entwickelten Sensors gegenüber
ionisierende Strahlung und nicht-ionisierender Strahlung sowie SEEs zu untersuchen.
Insbesondere nicht ionisierende Strahlung steigert den Dunkelstrom des Bildsensors erhe-
blich und bewirkt auch bei anderen Parametern kleinere Änderungen. Tests nach der Be-
strahlung demonstrieren, dass diese Effekte teilweise beseitigt werden können und somit
die Erfüllung der wissenschaftlichen Aufgaben nicht gefährden, insofern ein Ausheilen
von Defekten durch Erwärmen des Sensors (annealing) während des Fluges durchgeführt
sowie gewisse Betriebstemperaturen eingehalten werden. Der Schutz des Detektors vor
SEEs, der in der FPGA implementiert ist, kann ein dauerhaftes Versagen der Kamera mit
Erfolg verhindern.

Eine Anwendungsanalyse zeigt, wie die Kameraeigenschaften sowie ihr kombinierter
Betrieb mit den restlichen Instrumenteinheiten die polarimetrische und zeitliche Perfor-
mance des PHI Magnetographen beeinflusst. Diese Analyse führt zu einer Definition
der minimalen Anforderungen, die an das Design der Kamera gestellt werden und zu
einer optimalen Strategie, um gemeinsam die Module zur Messung von Polarisations-,
Spektral- und Bildaten zu betreiben. Das Instrument benötigt eine Auflösung von 2048 ×
2048 Pixeln, eine hohe Ausleserate und eine große Kapazität für Ladungsträger (full well
capacity). Aus der anspruchsvollen Umlaufbahn resultieren jedoch schwierige Umge-
bungsbedingungen hinsichtlich Temperatur und Strahlungsbelastung für alle Subsystem
an Board. Die Kameraelektronik und der APS Sensor haben die abgeleiteten minimalen
Anforderungen bei repräsentativen Betriebsbedingungen übertroffen.

Solar Orbiter ist eine Weltraummission mit dem Ziel, die Sonne, die Heliosphäre, und
ihre Verbindung zueinander zu studieren. Die Raumsonde wird sich der Sonne deutlich
näher als jede vorangegangene Mission zuvor annähern. Der PHI Magnetographen, der
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Kurzfassung

Bestandteil der Nutzlast sein wird, soll Magnetfelder und Strömungsgeschwindigkeiten
des Gas auf der sichtbaren Oberfläche der Sonne – der Photosphäre – messen.

Ein Großteil der Arbeit, einschließlich der Studie der Kamera Anforderungen und
verschiedener Konstruktionslösungen sowie die Bewertung der Strahlungshärte des Bild-
sensors kann sowohl bei der Auslegung zukünftiger Sonnenobservatorien als auch wis-
senschaftlicher Kamerasystem für die Raumfahrt angewendet werden.

xii



1 Introduction

Most scientific instruments in astronomy employ cameras. In contrast to commercial
imagers, scientific cameras normally demand exceptional performance and operate under
arduous conditions. Hence, they require special designs optimized for their needs and
meticulous characterizations, in particular, when intended for space applications.

Interplanetary space missions experience especially harsh radiation and thermal envi-
ronments that affect the performance of cameras and can endanger the fulfillment of the
mission’s goals. Image sensors are particularly susceptible to space radiation. Among the
main types of sensor technologies, charge-coupled devices (CCDs) degrade strongly when
exposed to radiation but they can be built with very high performance characteristics. On
the other hand, CMOS image sensors (CISs) – also known as active pixel sensors (APSs)
– are more robust in irradiated environments but their imaging performance is slightly
worse. Past missions have extensively used CCDs, yet they had to add dedicated protec-
tive shielding against radiation, e.g., Keller et al. (2007) or Sierks et al. (2011). As mission
orbits get more ambitious, the mass of the shielding has a higher impact on cost. At the
same time, CMOS imagers have significantly improved their performance characteristics
and, thus, become a veritable alternative for scientific imagers (Theuwissen 2008). To
date, very few scientific missions have employed this imaging technology. PROBA-2, an
ESA technology demonstrator that was launched in 2009, included the first APS cam-
era used for space solar observations. That camera was implemented aboard the SWAP
extreme-ultraviolet imager within the satellite payload (De Groof et al. 2008). The suc-
cess of this demonstrator reinforces the use of CISs for future missions. However, since
its heritage is limited, using this technology still requires passing specific qualification
processes. As for the camera electronics, severe changes of the environmental condi-
tions like, e.g., temperature variations, can degrade their normal functionality because of
deviations of components operational parameters.

Among the numerous cameras used in space science, a significant fraction is devoted
to solar observations. The Sun is a normal, middle aged star. However, it presents a
unique characteristic: the Sun is the closest star to Earth. As such, it is the only one on
which we can resolve spatial structures and analyze in depth fundamental astrophysical
processes. Moreover, the Sun provides almost all energy to Earth and influences life on
our planet. Therefore, understanding the Sun means understanding our major source of
energy.

The Sun is active and hence continuously changing. Atmospheric eruptions, irradi-
ance variations, sunspots, or the 11-years solar cycle are examples of solar activity that
produces phenomena such as aurora borealis, modifies the Earth’s upper atmosphere, and
threatens spacecrafts and polar-route aircrafts (Fig. 1.1). All solar activity emanates from
the Sun’s magnetic field (Stix 2002, Ch. 8). Much about how this field originates and

1



1 Introduction

Figure 1.1. Solar storm and impact on Earth: space weather. Sun’s eruptions massively release
plasma and charged particles into the solar wind that travels to the Earth. This shapes the Earth’s
magnetic shield (magnetosphere), creating a bow shock between Sun and Earth (top image). The
planetary magnetic field deflects the charged particles onto the polar regions, where they can
produce aurora borealis (bottom image). Note that objects are not drawn to scale. Source: Solar
and Heliospheric Observatory (SOHO), URL: http://sohowww.nascom.nasa.gov/home.html.

evolves, and how it forms the corona, is still unknown. In particular, current predictions
of solar eruptive events or duration of solar cycles do not properly match the observed
solar behaviors (Müller et al. 2012, Sect. 3.4).

To study the magnetic field on the solar surface, where it first manifests itself, we
use spectro-polarimeters that measure the polarization of solar light in specific spectral
lines. That polarized light contains imprints of the magnetic activity (Del Toro-Iniesta
2003, Sect. 1.3). Current solar polarimeters pursue four main performance characteristics:
temporal resolution to track fast evolution of magnetic fields, spatial resolution to sample
fine magnetic structures while covering large areas of the solar surface, accuracy to sense
small field gradients, and sensitivity to discern weak fields. These solar instruments can
be located either on ground or can be operated in space. Space observatories present
some advantages with respect to terrestrial measurements at the expense of cost, risk,
and development time. First, observations are not distorted by the Earth’s atmosphere.
Second, the whole spectrum, e.g. the extreme ultraviolet (EUV) region, is observable
because atmospheric absorption is not present. And third, spacecraft can get close to the
target and observe regions not visible from Earth. In consequence, contemporary solar
physics research pushes towards more challenging space instrumentation.

Cameras, together with polarizers and filtergraphs, accomplish an essential part of
the solar polarization measurements. The elevated temporal and spatial resolution that
polarimeters require translate into large image arrays and high frame rate cameras, hence

2



1.1 Objectives

into fast sensor readout schemes. This complicates the design of image sensor and camera
electronics as well as their synchronization with polarizers and filtergraphs. Particularly,
noise figures deteriorate as readout speed increases and temporal resolution depends on
the ability to synchronize the key subsystems. In addition, polarimetric accuracy needs
large signal capacity and moderate noise levels on the camera. Therefore, camera high-
speed design and instrument operation become critical.

The Solar Orbiter1 mission will observe the Sun from a heliocentric orbit that will
bring the spacecraft closer to the star than any previous space probe and it will provide
observations from high solar latitudes. This orbit imposes radiation and thermal require-
ments to the onboard instrumentation that are much more severe than those of past solar
observatories, e.g., Solar Dynamics Observatory (Drobnes et al. 2012) or Solar-B (Kosugi
et al. 2007).

Within Solar Orbiter, the polarimetric and helioseismic imager (PHI) is the magneto-
graph (spectro-polarimeter) that will measure magnetic fields on the solar surface. The
readout speed requirements of the PHI camera are well beyond the specifications of pre-
vious space solar magnetographs, e.g., Schou et al. (2012) or Tsuneta et al. (2008).

1.1 Objectives
This thesis seeks to match state-of-the-art space cameras with the needs of solar instru-
ments to develop a new camera able to expand the capabilities of future instrumentation.
It focusses on the particular case of the PHI magnetograph aboard the Solar Orbiter space
probe. The general goals of the work carried out by the author are:

(g1) Identify the instrument’s requisites and convert them into a set of camera specifica-
tions.

(g2) Define a strategy to jointly operate camera and the rest of subsystems within the
instrument. It shall guarantee the demanded performance.

(g3) Study image sensor options and support the development of an appropriate sensor
that fulfills the derived camera specifications.

(g4) Design and develop the digital control electronics of the camera to interface the
selected image sensor.

(g5) Characterize the performance of both image sensor and camera.

(g6) Assess the radiation tolerance of the image sensor as well as the hazards of radiation
on the camera electronics at the dose levels of the mission environment.

Several open questions arise from the above list of goals. Firstly, how does the camera
performance and its combination with polarization and spectrograph modules influence
the accuracy and temporal resolution with which the instrument measures the polarization
of the solar light, thus the magnetic fields in the surface of the Sun. Then, how significant
is the impact of the variable thermal and radiation environments of the mission on the

1http://www.solarorbiter.org/
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camera parameters, especially for recent technologies such as active pixel sensors. In
particular, drifts in the camera noise level can degrade the dynamic range and therefore
the scientific results. In that context, the primary contributions of the thesis and that are
the outcome of the author’s work follow:

(c1) Optimum strategy to synchronize camera, filtergraph, and polarizers. This strategy
defines the mode of operation of the instrument. It aims at guaranteeing the required
polarimetric properties while minimizing the overall measuring time. (c1) is linked
with (g1) and (g2).

(c2) Reduction of camera noise at high readout frequencies in variable radiation and
thermal environments. It assures that the noise performance does not exceed the
requirements even if environmental conditions change. (c2) is linked with (g4) and
(g5).

(c3) Protection of the camera against functional interruptions caused by space radia-
tion. It is implemented in the control electronics and corrects upsets affecting the
unprotected CMOS image sensor. (c3) is linked with (g4) and (g6).

(c4) Testing and analysis of radiation effects on custom CMOS image sensor. This as-
sesses how each sensor parameter degrades with radiation, as well as the impact of
that degradation on camera and instrument performances. (c4) is linked with (g6).

1.2 Outline
The remainder of the thesis is structured as follows:

Chapter 2 reviews the main concepts and literature of the subjects this work is based
on. It covers the scientific instrument (solar magnetograph), the subsystem (science
camera), the environmental hazards (space radiation), and the technology of the
camera control electronics (field programmable gate array).

Chapter 3 presents the Solar Orbiter mission and the set of environmental requirements
that its orbit inflicts on the PHI camera. The chapter introduces the PHI instrument
together with its major performance specifications. Based on those specifications,
the influence of every camera parameter is analyzed to define an explicit list of re-
quirements. Strategies to synchronize the camera with both filtergraph and polarizer
while maximizing the instrument’s outcome are proposed and discussed.

Chapter 4 uses the camera requirements derived in chapter 3 to study the state-of-the-art
of CMOS image sensors and evaluate the alternatives available to fulfill the camera
needs. Lastly, an image sensor solution is proposed, described, and justified.

Chapter 5 tackles the design of the camera front-end electronics and its interface to the
image sensor selected in Chapter 4. Following to the definition of specifications,
the overall camera architecture is presented, with the focus put on the digital con-
trol electronics. The critical parts of the design are discussed with emphasis on
optimizations to improve the overall camera performance. The limitations of the
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design are discussed and a couple of extra functionalities are proposed as solutions
to enhance the reliability and performance of the image sensor. The last section
deals with the impact of space radiation on the digital control electronics.

Chapter 6 describes the process and results of the camera and image sensor characteri-
zation. During this characterization, we pay special attention to the critical points
of the design introduced in Chapter 5 and to the minimum camera performance
derived in Chapter 3, as well as to the comparison of image sensor results with
the expected specifications from Chapter 4. After that, the space qualification of
the image sensor is discussed, focussing on the plan, development, and results of
the radiation tests. The last section compiles the characterization and qualification
results and compares them to existing scientific cameras.

Chapter 7 discusses the contributions and main results of the thesis. An outlook for
future camera applications is given.
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2 Background

Space instrumentation embraces diverse fields of study. Understanding any piece of the
development process necessitates an overview of the instrument’s concept and goals, its
subsystems, the environment it must withstand, and the technologies that make it work.

This chapter provides such an overview, together with definitions and basic concepts,
for the aimed camera development. First, solar magnetographs, as the type of instru-
ment in which the studied camera must operate, are introduced (Section 2.1). Second,
Section 2.2 covers scientific cameras, which are the targeted subsystem. The space envi-
ronmental conditions are considered in Section 2.3 and, finally, the technology employed
for the camera control electronics, field programmable gate array (FPGA), is presented in
Section 2.4.

2.1 Solar magnetographs
The solar dynamo, the magnetic field it produces, and its interaction with solar convection
are the source of all solar activity and that is causing the structure of the Sun’s magnetic
fields and its evolution in time like, e.g., the creation of sunspots, the activity cycle, erup-
tions, and the solar wind that fills our Solar System. The variations of the magnetic field
influence every object of the Solar System, including the Earth and space missions. There-
fore, by studying the solar magnetic field we may understand the dynamic activities of the
Sun, and become able to predict phenomena that have an impact on Earth.

Magnetometers measure strength and direction of magnetic fields. A necessary condi-
tion for a magnetometer to operate is that it has to be in contact with the field it measures,
i.e., it provides in-situ measurements. This condition cannot be satisfied in the Sun be-
cause of the inhospitable habitat it presents. Instead, all measurements shall be retrieved
from the emitted solar radiation. Fortunately, the solar magnetic field imprints its signa-
ture on the state of polarization of the emitted light via the Zeeman effect (Del Toro-Iniesta
2003, Ch. 8). When no magnetic field is present, the solar spectrum presents a set of ab-
sorption and emission lines. These lines appear due to atomic transitions, within allowed
energy levels, that occur after atoms absorb or emit photons. If a magnetic field is applied
to these atoms, most of the energy levels split, which results in a splitting of the previous
spectral lines. Moreover, light emitted at these split spectral lines, i.e. the part of the light
not absorbed, is now polarized, with its polarization state depending on the applied mag-
netic field. Magnetographs employ this principle to extract magnetic field information
from polarized light.

In consequence, magnetographs need capabilities to both, select individual spectral
lines and measure the state of polarization of light. These two features define them as
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Linear
polarizer

Linear
polarizer

Retarder
(δ)

Retarder
(ρ)

Retarder
(σ)

θ

(a) M = M(δ,θ) (b) M = M(ρ,σ)

45°

Figure 2.1. Polarization module: typical arrangements. The first option (a) presents a Mueller
matrix that is function of the retarder orientation angle θ and retardance δ. In the second case
(b), orientations are fixed but both retarders can vary their retardances ρ and σ. Both cases
assume that the light travels from left to right.

spectro-polarimeters. Spectral selection is achieved using a filter that blocks any input
wavelength except for the desired line, or part of it. Polarization measurement is harder
because photon sensors can only detect intensity, not polarization. Therefore, the polar-
ization information shall be converted into intensity through a process called modulation.
This conversion requires a polarization module, which allows selecting a specific state of
polarization, plus a detector that measures the intensity of that state. If an appropriate set
of polarization states is selected, their intensity differences contain the desired polariza-
tion measurement.

The Stokes parameters describe the polarization state of an electromagnetic wave as
the four elements vector ~S = (I,Q,U,V)T , with I representing the intensity, Q and U
the linearly polarized components, and V the circularly polarized radiation. This nota-
tion is especially convenient because the output of any optical system relates to its input
following

~S out = M · ~S in, (2.1)

with M being the 4 × 4 Mueller matrix associated with the optical system (see Shurcliff
1962, Ch. 8; Del Toro-Iniesta 2003, Ch. 4). Mueller matrices can describe any linear
change in the polarization state of light. The polarization module that selects a polariza-
tion state typically comprises one or two optical retarders plus a linear polarizer (Fig. 2.1).
A retarder is an optical element that divides the input beam into two orthogonal compo-
nents (fast and slow axis), adds a phase shift (retardance) between those components,
and reunites them back (Shurcliff 1962, Ch. 7). A linear polarizer selects the linearly
polarized part of the input light that is parallel to its axis. Changing either retardances
or orientations in the setups of Fig. 2.1, and restricting to the intensity Stokes parameter,
which sensors can detect, Eq. (2.1) leads to a set of n relations as follows

Iout,k = M1,1(δk, θk) · Iin + M1,2(δk, θk) · Qin + M1,3(δk, θk) · Uin + M1,4(δk, θk) · Vin, (2.2)

where k = {1, ..., n}, and M1,m(δk, θk) is the {1,m} component of the polarization module’s
Mueller matrix with configuration (δk, θk). If one can find, at least, four (δk, θk) combina-
tions that result in linearly independent equations like (2.2), then a modulation matrix O,
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2.1 Solar magnetographs

containing the M1,m components of each combination, can be built. A similar modulation
matrix can be defined with four (ρk, σk) combinations if the setup of Fig. 2.1 (b) is used.
The set of combinations is called modulation scheme, and the modulation matrix fulfills

~Iout =


Iout,1

Iout,2

...
Iout,n

 = O · ~S in. (2.3)

Provided that the combinations in the chosen scheme are linearly independent and
matrix O is invertible, the demodulation matrix D = O−1 allows retrieving the desired
Stokes parameters from the measured intensities as

~S in = D · ~Iout. (2.4)

Ideally, the retrieved Stokes vector after demodulation equals the input one as in
Eq. (2.4). However, in reality several noise contributions disturb this measurement. Del
Toro-Iniesta and Collados (2000) and Collados (1999) derive the optimum modulation
matrix in terms of noise propagated to the measured Stokes parameters, and define the
polarimetric efficiency as the vector ~ε = (εI , εQ, εU , εV)T , or ~ε = (ε1, ε2, ε3, ε4)T , with

εi =

(
n

n∑
j=1

D2
i, j

)−1/2

, (2.5)

where n is the number of combinations of the modulation scheme, and i = {1, 2, 3, 4}.
Higher efficiencies lead to lower noise contributions transferred to the measured Stokes
parameters through the modulation/demodulation processes. The ideal efficiency is ~ε =

(1, 1/
√

3, 1/
√

3, 1/
√

3)T (Del Toro-Iniesta and Collados 2000). Therefore, the signal to
noise ratio of the Stokes measurement can be increased in three ways: minimizing the
noise contributions, such as spurious polarizations or non-uniformities, increasing the
retrieved signal, and optimizing the polarimetric efficiencies.

Two options to modulate the input Stokes parameters as intensities are possible: tem-
poral and spatial. Spatial modulation acquires two or more modulated intensities Iout,k in
parallel, which requires the use of beam splitters and more than one detection area. The
main advantage is the speed, but it suffers from spurious signals coming from the detec-
tion areas non-uniformities or differences between detection systems. On its part, tem-
poral modulation consists of sensing the modulated intensities sequentially. This option
has the disadvantage of taking longer, which may blur the measurements due to temporal
evolution of the Sun, spacecraft or telescope jitter, or seeing induced image variations
for ground-based observatories. However, it minimizes the problem of detection dispari-
ties. Independently of the modulation option, the filter-detector configuration determines
whether the instrument takes two-dimensional maps of a defined field of view at a single
wavelength, which is then varied sequentially, or it takes intensity measurements in one
dimension and simultaneously all spectral information in the other. In the last case, the
intensity dimension can be shifted sequentially to scan spatial structures.

As a final step to turn polarization measurements into useful data, one shall post-
process the retrieved Stokes parameters to derive the magnetic field information and gen-
erate a magnetogram (Fig. 2.2). This operation is known as inversion. Whether the inver-
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I Q

U V

Magnetogram

Figure 2.2. Example of solar magnetograph output taken with the HMI instrument on 2nd Au-
gust 2012. The first four images represent the Stokes parameters (I,Q,U,V) of a solar active
region, sunspot, in a fixed wavelength of the 617.3 nm spectral line. Lighter shade of the gray
scale corresponds to higher values. In the intensity image (I) one observes the sunspot umbra
and penumbra, surrounded by the granulation of the quite Sun. The bottom image shows the
line-of-sight magnetogram obtained after inversion of Stokes parameters above as well as their
counterpart at other wavelength positions within the line. White color represents positive mag-
netic field, pointing out of the image, and black color negative one, pointing towards the image
plane. The magnetic field strength is clearly concentrated in the active region, located at the
sunspots and the surrounding plage, while the quite Sun’s magnetic field is very small along the
line of sight.

sion leads to a vector magnetic field (strength and direction) or to a longitudinal measure-
ment within the line-of-sight depends on the number of independent intensities (n) the
instrument can provide. A vector magnetograph is capable of measuring all four Stokes
parameters. Del Toro-Iniesta (2003), in Chapters 9 and 11, explains different inversion
techniques to process solar spectro-polarimeters’ datasets. Figure 2.3 summarizes how a
solar magnetograph works, from the physical source to the final results.

Table 2.1 lists some magnetographs that are presently used in space or at ground ob-
servatories. Newer instruments tend towards increasing spatial resolution to allow re-
solving smaller features on the Sun, even if it is at the expense of reducing the field of
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Figure 2.3. Summary of magnetograph operation. Polarized light from the Sun is collected by
a telescope, tuned to a single spectral line by a filter, and modulated by a polarization module
that encodes all polarization information in intensities (~I(~S )). These intensities are analyzed by
a demodulation stage to derive the Stokes parameters (~S out(~B)). The magnetic field vector is
determined by an inversion process.

view (e.g., CRISP or IMaX). In theory, ground and balloon-borne observatories produce
better spatial resolutions than space ones because they employ larger telescopes. How-
ever, space-borne telescopes are not affected by atmospheric conditions and, thus, do not
suffer from air turbulences or balloon instabilities. Most magnetographs employ visible
spectral lines, while only a few are working in the infrared and ultraviolet. The visible
lines usually provide a view of the lowest layer of the solar atmosphere (photosphere),
whereas infrared and ultraviolet lines normally make accessible the higher solar stratums,
e.g., the chromosphere. However, there are also chromospheric lines in the visible as well
as photospheric lines in the infrared and ultraviolet regions. The latter spectral ranges
are technically more challenging, apart from the wavelength dependency of the Zeeman
splitting (Sasso et al. 2006; Socas-Navarro et al. 2004).
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Figure 2.4. Basic architecture of a camera electronics. Depending on the specific image sensor
and camera design, some blocks may be optional, embedded in others, or just omitted.

2.2 Scientific cameras

Digital cameras are involved in many aspects of everyday life, ranging from mobile de-
vices or surveillance systems to professional photography or science. Regardless of its
application, all cameras share the same operating principle. Scientific cameras, especially
those used in astronomy, differ from the rest in the set of very demanding performance
specifications they must demonstrate, which regularly bring technology at its cutting-
edge. In particular, astronomical applications often require low noise, specific spectral
ranges, high sensitivity, and/or operation under severe environmental conditions.

The basic block diagram of a camera comprises two main parts: image sensor (IS)
and front-end electronics (FEE), also simply known as camera electronics (Fig. 2.4). The
image sensor converts the incoming light per pixel into electrical signals, whereas the
front-end electronics controls, clocks, and supplies the sensor, digitizes its analog data
outputs, manages the digital data stream, and communicates with the camera external
interfaces. Some cameras include analog pre-amplifiers before the analog to digital con-
verters (ADCs), while others hold the ADCs integrated into the sensor. The supply cir-
cuitry receives the main voltages from the external power interface and provides all the
required sensor supplies. It usually consists of DC/DC converters and digital to analog
converters (DACs). On its part, the digital control electronics generates all signals and
clocks the sensor requires, commands the supply circuitry, provides the sampling clocks
for the ADCs, acquires the digital image data, and is the data link to the external interface.
Depending on the type of camera and sensor, additional components may be required to,
for example, adjust the voltage level of the clocks.

Section 2.2.1 introduces the types of image sensors, explains their operating princi-
ples, and presents their strengths and weaknesses. Section 2.2.2 briefly comments on
possible FEE architectures and on the implementation of their main blocks. Finally, Sec-
tion 2.2.3 identifies the set of parameters that defines the performance and characteristics
of a scientific camera.
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2.2.1 Image sensors

Charge-coupled devices (CCDs) and CMOS image sensors (CISs) establish the two big
groups of digital detector technologies. In astronomy, CCDs have been the chosen tech-
nology since they delivered the first astronomical image in 1975 (Janesick and Blouke
1987). Only recently, CMOS sensors have overcome major performance difficulties to
become a serious competitor for scientific applications. Literature provides extensive re-
views of CCDs, see Janesick (2001) or Howell (2006), and CMOS imagers, see Bigas et
al. (2006) or Hoffman et al. (2005); as well as explicit comparisons between them, see
Magnan (2003) or Janesick et al. (2007).

The operation of an image sensor comprises five principal steps: convert photons into
electrons via the photoelectric effect (charge generation), accumulate those electrons in
every pixel during exposure (charge collection), convert accumulated electrons per pixel
into signal (charge to voltage conversion), read pixel values (readout), and, optionally,
translate them into digital numbers (DN). A CCD (Fig. 2.5, top) consists of an array of
pixels and an output circuitry. Every pixel includes a photodiode together with a storage
element (capacitor) to generate and collect photoelectrons during exposure. Once expo-
sure finishes readout starts, with charge being transferred vertically from row to row and
loaded into an output shift register, which in turn shifts the charge horizontally to get a
pixel by pixel output. This output feeds a charge to voltage conversion stage and an ampli-
fier. Finally, the stream of pixels exits the CCD chip and additional post-processing steps,
such as correlated double sampling (CDS) to reduce noise1 or analog to digital conver-
sion, follow. In case the CCD presents more than one output stage (shift register, voltage
conversion, and amplifier), charge is transferred in opposite directions for different array
areas, so that every pixel reaches its closer output. The basic architecture of a CCD can
be modified to optimize certain performance parameters, leading to particular CCD types
(frame transfer, interline, orthogonal transfer, etc.). Howell (2006) gives in Chapter 2 a
concise description of those types.

A CMOS image sensor (Fig. 2.5, bottom) shows a different approach to carry out the
same five basic steps. Every pixel in the array contains not only a photodiode plus a
storage element for charge generation and collection, but also the charge to voltage con-
version stage plus a buffer or amplifier. This means that the pixel complexity is higher
but the charge transfer step is by-passed. The readout phase simply requires multiplexing
the pixel values into a common bus followed by an amplifier. Whether there is a single or
several common buses, and the multiplexing is performed in one or more steps depend on
the specific design of the sensor. Since CISs complete a manufacturing process that bene-
fits from the advances of standard CMOS processes (Hoffman et al. 2005), it is possible to
integrate additional on-chip circuitry, such as CDS or analog to digital conversion. These
sensors are also known as APSs because most of them include an active amplifier within
the pixel. A common way of classifying CISs is as a function of their pixel architecture.
The variety of pixel architectures ranges from the simplest 3-transistors (3T) photodiode
pixel to the 4-transistors (4T) photogate, 5T, 6T, and so on. More transistors per pixel pro-

1CDS consists of sampling the reset, zero, level of each pixel just before starting every exposure. After
exposing, this reset level is subtracted from the read pixel value to reduce reset and kTc noise. In case the
sampled reset value is not taken just before starting the exposure, the process is called uncorrelated double
sampling, and the noise reduction is lower (Janesick 2001, Sect. 6.4).
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Figure 2.5. CCD and CMOS sensors: functional differences. Diagrams show the basic steps
required to convert photons into digital images in a CCD (top) and a CIS (bottom).

vide the sensor with additional features. For example, a 4T pixel allows on-chip reduction
of noise contributions, and a 5T pixel permits performing a global reset of the pixel array
(Janesick et al. 2002).

The spectral range in which a sensor can detect photons depends on the semiconductor
material used to manufacture its photosensitive area, and on its properties: mainly band-
gap and thickness. Silicon is the material used in CCDs, which results in a range covering
from ultraviolet (UV) to near infrared (NIR) (typically 300 − 1100 nm). Some particular
CCDs have been manufactured with other materials, for example Germanium, to extend
the range towards the infrared band. However, those fabrication processes present some
performance drawbacks (Janesick 2001, Sect. 1.2.2.1). CMOS imagers can be monolithic
or hybrid. Monolithic CISs are entirely manufactured using a CMOS process, therefore
their photosensitive area is Silicon. Hybrid CMOS sensors presents two separate layers
that are coupled together. The first layer contains the array of sensitive pixels without
any additional circuitry, whereas the second layer, the readout integrated circuit (ROIC),
includes additional CMOS circuitry, as in a monolithic CIS. Both layers are usually
connected pixel by pixel via indium bumps. This hybrid approach permits manufacturing
the sensitive layer with a material different to the Silicon ROIC (Beletic et al. 2008; Simms
2010). Hybrid sensors achieve good sensitivities at wavelengths beyond 10 µm.

Sensors can be either front- or back-side illuminated. In front-side devices, light enters
from the top part of the sensor, where electrodes, gate contacts, and other pixel circuitry
are placed. Therefore, the effective photosensitive area is reduced with respect to the
physical size of the pixel (fill factor is lower than 100 %). On the other hand, back-
side illuminated sensors collect photons from the bottom, thus presenting a 100 % of fill
factor and maximizing sensitivity. Manufacturing processes are more complex for back-
side imagers. In both cases, a coating can be added to the illuminated interface to reduce
reflectivity at certain wavelengths of interest.
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Table 2.2. Comparison of CCD/CMOS imagers: summary.

Advantages Disadvantages

CCD

Low noise Mechanical shutter
Good linearity High power cons.
Charge binning Radiation susceptibility
Long heritage

CMOS

On-chip circuitry Higher noise (typical)
Low power cons. Non-linearity

Radiation tolerance
Electronic shutter

Table 2.2 lists the main advantages and disadvantages of CCDs and CISs. In gen-
eral, charge-coupled devices show better performance with respect to noise and linearity.
Moreover, the charge transfer step allows performing binning in the charge domain, which
reduces the accumulated noise. Non-linearity is significant in CMOS imagers mainly be-
cause the charge to voltage conversion shows a dependence on the integrated signal level,
thus degrading the linearity of gain with signal (Janesick et al. 2006; Janesick 2007, Ch.
7). This dependence vanishes in sensors that isolate photodiode and sense node with a
transfer gate (Janesick et al. 2006). Noise in CISs presents a larger contribution from off-
set fixed pattern noise (FPN), i.e., pixels exhibit different offset levels, because each pixel
includes its own charge to voltage conversion, which leads to small differences across the
pixel array (Janesick 2007, Ch. 11). The operation of a CCD, especially the charge trans-
fer, requires relatively high voltages, thus a higher power consumption. Contrarily, CISs
work with standard CMOS low voltages. As for the shutter, scientific CCDs2 require a
synchronized mechanical shutter to block its exposure to light, whereas CMOS sensors
perform this operation electronically. Regarding radiation tolerance, CCDs are especially
susceptible because the charge transfer process is affected by radiation-induced traps that
reduce the transfer efficiency (Dale et al. 1993).

2.2.2 Front-End electronics
Three approaches are possible to implement a front-end electronics: single chip, discrete
electronics, or ASIC (Hoffman et al. 2005). All of them share the same basic function-
ality (Fig. 2.4), but differ in the concept. The first option consists of embedding all the
electronics on-chip together with the image sensor. It is only an option for CISs because
CCDs do not allow on-chip circuitry. This solution is compact and consumes low power.
However, it is difficult to optimize the performance of all on-chip components and the cost
is high. The discrete electronics approach is the most widely used in CCDs, where each
component is placed in a separate part of one or more printed circuit boards (PCBs). This
option allows individual choice of each camera component but usually results in higher
size, mass, and power consumption. Finally, ASICs permit to design the complete elec-
tronics on a single chip, so that the camera is reduced to two components. This solution

2Some special CCD types, e.g., interline CCDs, can provide an electronic shutter but they are not com-
mon in scientific applications because some specifications, such as sensitivity or resolution, are degraded.
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allows optimizing not only performance but also size, mass, and power. However, the
cost is much higher than the second approach, the development time is longer, and it is
less flexible. Loose et al. (2003) show an example of the third approach.

A/D conversion and digital control are the principal elements of the front-end electron-
ics. ADCs are characterized by their resolution in bits, maximum sampling rate, and noise
contributions. Conversion architectures and specifications have been largely studied else-
where, e.g. Kester (2005). Digital control electronics, independently of the FEE architec-
ture, can be implemented using different technologies: microcontroller/microprocessor,
FPGA, or digital ASIC. The first option consists of running a program that controls the
camera using a fixed processing architecture. It provides flexibility but normally shows
speed and I/O limitations. FPGAs offer the possibility of implementing customized high-
speed architectures while still being flexible, especially at design stage, and with low cost
(Section 2.4). Finally, a digital ASIC allows fully customizing the hardware architecture,
which results in the best performance and lower power consumption, but significantly
increases costs and reduces flexibility.

2.2.3 Specifications

We distinguish two types of specifications for the camera system: characteristics (Ta-
ble 2.3) and performance parameters (Table 2.4). Characteristics are those specifications
that are fixed at design level, while performance parameters are aimed at design level but
only confirmed after measuring them in the real camera.

On the image sensor side, the list of characteristics includes its format in number of
rows and columns (pixels), the physical pixel size (pitch), and the spectral range in which
it shows sensitivity. The frame rate depends on the maximum working speed of sensor,
ADCs, and control electronics. Two kinds of shutter exist: snapshot and rolling (Fig. 2.6).
In snapshot mode, all pixels of the sensor are exposed to light at the same time. On the
other hand, a rolling shutter exposes rows from top to bottom sequentially. In both cases,
the total exposure time is the same for every pixel in the array. However, rolling shutter
may cause smearing on the final image. This classification attends to the operation and
not to the shutter implementation, which may be mechanical or electronic. A mechani-
cal shutter, as the one commonly used with CCDs, presents a snapshot exposure, while
electronic shutters can be snapshot or rolling depending both on the sensor design and
the digital control electronics. Finally, the ADC stage defines the bit resolution of every
digitized pixel.

The quantum efficiency and the fill factor define how sensitive the camera is to light
of a certain wavelength. The first factor stands for the amount of incident photons that
are able of interacting and generate photoelectrons, whereas the fill factor indicates the
portion of pixel area that is photosensitive. In general, the signal level at the output of the
sensor follows

S = C · t γexp, (2.6)

where C is a proportionality constant, texp the exposure time, and γ indicates how linear the
sensor response is. Assuming that the digitization process does not add non-linearities and
adjusting C accordingly, S in Eq. (2.6) may be expressed both in e− or DN. The linearity
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Table 2.3. Main characteristics of cameras. Last column identifies which camera components
influence each feature.

Characteristic Symbol Unit Associated
component(s)

Format Nrow × Ncol pixels Image sensor

Pixel size Apixel µm2 Image sensor

Spectral range λrange nm Image sensor

Frame rate 1/Tacq fps
Image sensor
A/D conversion
Control elect.

Shutter type − −
Image sensor
Control elect.

Pixel resolution Nbits bits A/D conversion

Exposure time

Exposure time

Exposure time

Exposure timeExposure time

Exposure time

Exposure time

Exposure time

Exposure time Exposure time

Row

1

2

3

4

5

t t

Row exposure

(snapshot) (rolling)

Row readout

Figure 2.6. Shutter types based on functionality: snapshot (left) or rolling (right).The shown
snapshot scheme assumes that exposing the next frame while reading out the current one is
possible. Otherwise, the frame rate would be reduced to half. Drawing adapted from Hoffman
et al. (2005).

specification measures how linear the signal value varies as a function of the exposure
time. Non-linearity at a certain signal level S can be quantified via comparison with the
level in a defined linear region (Janesick 2001, Sect. 2.2.7). Full well charge specifies
the maximum amount of electrons that a pixel can collect before reaching saturation, with
saturation defined as the point at which an increase in exposure time does not increase the
signal level. Linear full well is usually defined in terms of non-linearity as the signal level
at which NL exceeds certain value.

A key set of performance specifications arises from noise sources and non-uniformities.

18



2.2 Scientific cameras

Table 2.4. Cameras: basic performance parameters. Last column identifies which camera compo-
nents are responsible for each feature.

Parameter Symbol Unit Associated
component(s)

Sensitivity QE × FF % Image sensor

Non-linearity NL % Image sensor

Full well charge FWC e− Image sensor

Read noise σread e− Image sensor
Control elect.

Digitization noise σADC e− A/D conversion
Control elect.

Dark current Dc e−/s Image sensor

Dark current non-uniformity DCNU % Image sensor

Pixel response non-uniformity PRNU % Image sensor

Crosstalk Xtalk % Image sensor

Image lag Lag % Image sensor

Conversion gain CG e−/DN
Image sensor
Amplification
A/D conversion

Power consumption Pcons mW All

Radiation tolerance (see Section 2.3) All

Read noise, also known as temporal dark noise, encompasses any noise contribution that
is not a function of the signal level. Therefore, it includes sources ranging from pixel
reset to control electronics noise. One particularly important contributor to the read noise
is the digitization noise. This source corresponds to the noise introduced by the A/D
conversion stage, and depends on the converters as well as on the digital control electron-
ics, which generates the sampling clocks. Dark current represents the level of thermally
generated electrons, which increases with exposure time and temperature. It has two con-
tributions, one is the actual level of dark current that is added to the signal and the other
is the dark current shot noise, which varies as the square root of the dark current level and
adds to the read noise. Moreover, dark current also shows spatial variations from pixel to
pixel, resulting in dark current non-uniformity (DCNU). In the same way, the individual
pixel response is not constant across the sensor array, which produces pixel response non-
uniformity (PRNU). Crosstalk indicates the amount of spurious charge that couples from
one pixel to its neighbors, while image lag is the amount of charge or signal that remains
from one image to the consecutive one.

The conversion gain is the overall gain factor of the camera, which allows converting
from electrons to digital numbers and viceversa. Finally, the camera power consumption
and radiation tolerance also correspond to important camera specifications.
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2.3 Space radiation environment
The space age started with the launch of the first artificial satellite around Earth (Sputnik
1) in 1957. From this moment on, space technology has notably evolved to face new
challenges, as well as to widen the scope of space applications. At present, areas of ap-
plicability include, among others, space science, communication, navigation, and Earth
observation. The success of space missions greatly depends on their capacity to operate
under space environmental conditions. These conditions cover ambient factors, such as
temperature, pressure, or atomic oxygen concentration, as well as gravitation, radiation,
and others like micro-meteoroids or orbital debris. Data from previous missions evidence
that the majority of spacecraft anomalies related to space environment are caused by ra-
diation effects (Velazco et al. 2007, Ch. 3).

A mission’s characteristics determine how the radiation environment of a spacecraft
will be. In particular, the orbit, or trajectory, and the time-frame of the mission are highly
influencing factors. For instance, a spacecraft orbiting the Earth may encounter an envi-
ronment affected by the Van Allen radiation belts and protected by the Earth’s magneto-
sphere, whereas other planets present orbits with totally different properties. This section
focusses on interplanetary radiation environments, which cover missions such as Solar
Orbiter, that travel between planets of the Solar System.

The subsequent discussion splits up into three parts. Section 2.3.1 identifies the in-
terplanetary radiation sources and specifies the type of radiation they emit. Section 2.3.2
introduces the effects that radiation causes on electronics, with emphasis on CMOS tech-
nology and image sensors. Finally, Section 2.3.3 deals with how these effects can be
mitigated and explains the basic concepts of radiation testing.

2.3.1 Sources

Interplanetary radiation primarily originates in two places: the Sun and outside the Solar
System. Secondarily generated radiation and, in minor degree, other planetary sources
may also contribute to the interplanetary environment (Fig. 2.7).

In first place, the Sun emits a continuous flux of electromagnetic radiation with ener-
gies up to the X-ray band. The γ-rays produced in the solar core are not directly emitted
because they are absorbed and re-emitted as lower energy photons before reaching the so-
lar surface. The solar cycle modulates the solar irradiance intensity, so that solar activity
maxima result in stronger electromagnetic fluxes. High energy photons, from UV to X-
rays, are the ones of concern for a missions’ safety. Secondly, the Sun generates the solar
wind, which is a stream of charged particles in the form of plasma that fills the interplan-
etary space. These particles are mostly protons and electrons of energies below 10 keV.
Solar activity also influences the density and other properties of the solar wind. Lastly, the
Sun produces occasional events, such as solar flares or coronal mass ejections (CMEs),
that result in eruptions of energetic particles, mainly protons and heavy ions (HIs), and
electromagnetic radiation from radio waves to γ-rays. Again, solar cycles modulate the
rate at which these events occur.

Galactic cosmic rays (GCRs) are the most significant contribution to radiation from
outside the Solar System. They are generated in our galaxy and result in a low but con-
tinuous flux of ions. Their composition includes protons, α-particles, and very energetic
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Figure 2.7. Radiation sources in the Solar System interplanetary space. Note that sizes are not to
scale.

heavy ions, which are the most hazardous despite having the lowest density. The con-
tinuous flux of cosmic rays is anti-correlated with the solar activity, so that during solar
maxima the more dense solar wind plasma acts as a shielding, thus reducing the flux of
cosmic rays into the interplanetary region.

Secondary radiation arises from the interaction of primary environmental components
with spacecraft materials. In particular, the most significant secondary source, called
Bremsstrahlung, produces γ/X-rays when other particles, mainly electrons, decelerate
during their interaction with matter, e.g., spacecraft structure. In addition, other nuclear
interaction mechanisms may also generate neutrons. Finally, two planetary radiation
sources play a minor role in the interplanetary environment: planetary electromagnetic
radiation and Earth’s radiation belts. Planetary EM radiation comes from the albedo re-
sulting after solar light is reflected in a planet’s surface. The Earth’s radiation belts, which
are vital to Earth’s orbiting missions, are of concern only during the launch phase of in-
terplanetary spacecrafts.

Table 2.5 summarizes the main emissions of the different radiation sources. In order
to calculate an environmental specification for a particular interplanetary mission, these
sources shall be combined with specific mission characteristics, such as orbit details, du-
ration, solar activity during main phases, and even spacecraft design features. Several
models have been developed to allow those calculations (ESA PA 1993, Sect. 3.8; Holmes
and Adams 2002, Ch. 12).

2.3.2 Effects

Radiation that interacts with a material may cause damage to it. In case the material
constitutes a more complex device, whether it is electronics, optics, or of any other nature,
this device may suffer from performance degradation.

Attending to the response mechanism, radiation effects are classified as ionizing and
non-ionizing. Ionizing effects include total ionizing dose (TID) and single event ef-
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Table 2.5. Interplanetary space: radiation sources and their main emissions. Emission column
includes those particles and high energy electromagnetic radiation of most concern for space
missions.

Source Emission Comments
Solar EM flux UV, X-rays 3.1 eV < E < 1.24 keV

Solar wind Plasma p+, He++, e−; E < 10 keV

Solar events p+, HI, γ/X-rays Ep+ up to 100’s MeV

Galactic cosmic rays HI, p+, α EHI in the GeV range

Secondary sources γ/X-rays, n Depends on s/c materials

fect (SEE), whereas non-ionizing ones comprise displacement damage (DD). Some of
them produce long-term damage (TID and DD), while others are transients (SEE). The
specific effect after interaction depends on the type of radiation, energy, flux, type of ma-
terial (semiconductor, dielectric, conductor), and device properties (geometry, process,
structure). Therefore, complex devices on mixed environments may be subjected to more
than one degradation mechanism.

Ionizing effects are related to the process of removing electrons from materials’ atoms,
thus producing electron-hole pairs that can move through the material generating addi-
tional pairs and contributing to the current conduction. The long-term ionizing effect,
characterized by the total (accumulated) ionizing dose, causes device degradation, and is
mainly produced by protons, electrons, and high energy EM radiation. It is quantified by
the dose as the energy absorbed by the material through ionization per unit mass, typically
measured in rad referred to the material, e.g., rad(Si). The ionizing degradation process
in semiconductors differs from the one in insulators. In semiconductors, some electrons
of the valence band are excited to the conduction band, so that the electrical current level
is higher than in normal conditions. The exact level depends on the total dose and rate. In
dielectrics, such as oxides, the process is similar but has a more severe effect because they
are supposed to be electrical insulators. After the generation of electron-hole pairs and
temporal conduction due to radiation, some electrons recombine, while others, depending
on the applied electric field, are capable of escaping the insulator. The same applies to
holes, but they move slower, which makes it less likely for them to escape from the dielec-
tric material. As a result, the insulator gets positively charged and presents trapped holes
or defects. Due to biasing, some of the trapped holes can drift towards the interface of the
material and lead to a localized charged area. In addition, radiation can alter the chem-
ical bonds that join insulators and semiconductors in complex devices, thus generating
undesired interface states (Fig. 2.8, a).

In contrast to long-lived phenomena, single event effects are ionizing transients. They
are caused by single, high energetic, ions that cross a sensitive region of the irradiated
material creating a linear ionization path. Through this ionizing track, charge is deposited
in a very localized region, where the effect takes place (Fig. 2.8, b). The type of particle,
which can be either heavy ions or high energy protons, its properties (atomic number and
energy), and those of the material determine the characteristics of the event. The linear
energy transfer (LET) quantifies the amount of energy that particles deposit during the
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Figure 2.8. Ionizing and non-ionizing effects on electronics: mechanisms. (a) Long-term effect
due to accumulated ionizing dose in a typical NMOS structure (transistor). Oxide gets positively
charged due to holes traps that are shifted to the interface, and negative charge is confined in the
oxide-semiconductor interface because of interface defects. (b) Ionizing transient effect on a
p-n junction. Incident particle creates a charged track through its trajectory. (c) Non-ionizing
damage produced by the displacement of an atom after colliding with an incident particle. The
atom leaves a vacancy and an interstitial is created (defect). Drawings (a) and (c) are adapted
from Mohammadzadeh et al. (2003).

event, which is a function of the distance they travel through the material. Two parameters
indicate the device sensitivity to SEEs. The threshold linear energy transfer (LETth) gives
the minimum energy deposition required to produce a SEE, whereas the saturation cross
section marks the point (LETsat) at which every incident particle would trigger an event.
LETs above the saturation do not increase the number of events. Several types of events
can be triggered by SEE, with single event upset (SEU), single event transient (SET),
and single event latch-up (SEL) being the most common ones. Single event upsets occur
when the deposited charge ends in a critical node of a digital circuit, such as a flip-flop
or a memory cell, and changes its logic level. If the bit-flip requires powering down and
up the complete system to recover, then a single event functional interruption (SEFI) is
registered. SETs provoke temporal pulses or glitches in analog or digital circuits, which
may affect the overall functionality. In digital circuits, if the SET is latched by a sequential
unit, then a SEU happens. Finally, latch-ups consist of activating, with the event, the
parasitic p-n-p-n thyristor structure created in some CMOS circuits. This activation results
in a low impedance path between power supply rails that may destroy the device.

Lastly, displacement damage takes place when an atom in a solid is displaced from
its equilibrium position by an incident particle. Provided that the colliding particle has
enough energy, the momentum exchange makes the atom leave its original position. As a
result, a vacancy and an interstitial atom appear (Fig. 2.8, c). After that first process, if the
particle energy is high enough, the displaced atom can collide with more atoms and lead
to a cascade of displacements. Then, each displaced atom can either recombine and come
back to its original position, which would make the lattice defect to disappear, or rest in
an interstitial state (defect). Defects induced in devices’ materials can interfere with their
normal operation in several ways, such as trapping charge, modifying carriers mobility,
or generating additional electron-hole pairs. Particles capable of producing displacement
damage are protons, electrons, and neutrons, with the amount of displacements depend-
ing on the energy these particles transfer to the colliding atom. This fraction of particle
energy involved in the atomic collision is called non-ionizing energy loss (NIEL). In
principle, displacement damage effects may affect any material. However, the effect is of
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more concern in semiconductors because other materials, such as insulators or glasses,
do not present a well defined crystal structure, which means that defects exist even before
irradiation. Those materials are dominated by ionizing effects (Mohammadzadeh et al.
2003).

CMOS circuitry is susceptible to total ionizing dose and single event effects. Dis-
placement damage, though existent, does not play a significant role in regular CMOS
electronics devices (Ma and Dressendorfer 1989, Ch. 1). Main effects in CMOS circuits
after ionizing irradiation are the shift of the threshold voltage in transistors, change in
the carriers’ mobility, and increase of leakage currents. Consequently, the power con-
sumption increases due to leakages, input range in digital devices and noise margin are
reduced because of threshold change, and propagation delays increase as a result of mo-
bility degradation.

Image sensors, both CCDs and CISs, are sensitive to all kinds of radiation effects:
TID, SEE, and DD. Since the objective of these sensors is to detect and collect photo-
electrons from low energy EM radiation, they are especially susceptible to radiation dam-
age. The principal radiation effects on image sensors are:

• Increase in power consumption because of induced leakage currents.

• Increase in dark current due to voltage threshold shifts and interface states after
TID, and to lattice defects after DD.

• Decrease in sensitivity.

• Charge transfer efficiency degradation, only in CCDs.

• Other parameters affected: Read noise, random telegraph signal, and hot pixels.

Effects of radiation on CISs will be covered in more detail in Chapter 6.

2.3.3 Mitigation and testing
Several methods and techniques help to either protect components against radiation, or to
heal them from previous radiation damage. The simplest approach is to shield the com-
ponent with a material of certain thickness that blocks or attenuates the incident radiation.
Appropriate shielding would allow using commercial or soft devices on environments
they were not designed for. Holmes and Adams (2002), in Chapter 11, provide a de-
tailed discussion about shielding. The second alternative consists of either designing the
component to be radiation hard, which involves employing a set of preventing techniques
and special manufacturing processes, or applying high level protection measures, such
as redundancy. Velazco et al. (2007), in Chapter 7, review hardening methodologies for
ASICs, and in Chapter 8 cover the fault tolerance of programmable circuits. Finally, the
last strategy, annealing, tries to heal partly-damaged devices. This method aims at remov-
ing trapped charge and defects from irradiated devices by heating them up. Annealing has
effect from room to high temperatures (100 ◦C or more), but the effectiveness strongly de-
pends on the specific component technology and structure. Holmes and Adams (2002), in
Section 4.6, analyze the impact of annealing in MOS devices.
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Subjecting space components to the radiation conditions they are expected to en-
counter during their mission is mandatory to guarantee survivability. These radiation tests
shall be performed for every manufacturing lot because radiation tolerance is sensitive not
only to technology and design, but also to process variations. The testing procedure for
each of the possible radiation effects requires the following basic steps:

1. Select ground radiation sources to properly emulate the space environment.

2. Define irradiation conditions (dose/fluence, rate/flux, energy, temperature, biasing,
etc.).

3. Identify critical component parameters to be monitored.

4. Pre-measure, measure during irradiation, and post-measure critical parameters.

5. Anneal the devices to both, compensate for high rate irradiation and check for post-
recovering.

6. Data analysis and results.

Guidelines and basic specifications are available regarding the definition and plan of
radiation tests (ESCC22900 2007; ESCC25000 2002). Additionally, literature provides
reviews of testing alternatives and procedures (Velazco et al. 2007, Ch. 10; Holmes and
Adams 2002, Ch. 13).

2.4 Field Programmable Gate Arrays
FPGAs are silicon devices that designers can configure to implement custom digital cir-
cuits. They allow parallel performing of basic and complex functions, and regularly pro-
vide re-programmability. The first commercial version of these devices appeared in 1984
(Carter et al. 1986), and filled the gap between very simple programmable devices, such as
programmable logic arrays (PLAs), and fully customizable circuits (ASICs). Nowadays,
FPGAs are one of the most used technology for high demanding applications aiming at
small volumes, as well as for prototyping of large productions.

Any application requiring a digital system finds a wide range of available technologies
that may fulfill its needs. They include custom software running on multi-purpose hard-
ware, custom hardware, and custom software running on a custom hardware platform.
Multi-purpose hardware with custom software, such as µprocessors or µcontrollers, al-
lows fast development of user applications, and offers high flexibility to change the user
design. On the other hand, the hardware architecture cannot be optimized and perfor-
mance is limited because only a limited number of tasks are executed at a time, usually one
for single core architectures. Some specific-purpose processors, for example digital signal
processors (DSPs), are optimized to improve their performance in particular applications.
On its part, custom hardware comprises application-specific integrated circuits (ASICs)
and programmable logic devices (PLDs). The first ones can be fully customized, which
allows optimizing performance and minimizing power consumption. Moreover, they can
combine analog and digital circuitry. However, ASIC design demands a high effort, thus a
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Table 2.6. Comparison of digital technologies: ASIC, FPGA, and generic processor. Custom
refers to the level of customization allowed on the design, whereas flexible indicates how easy
is to change the design or functionality on late stages. Cost is evaluated for small volumes.

Strengths Weaknesses

ASIC
fully custom design effort
high performance non-flexibility
low power high cost

FPGA
flexibility power
half custom limited resources
cost

µProcessor
low design effort fixed architecture
high flexibility lower performance
cost power

long development time, incurs high manufacturing costs, and does not provide flexibility
after being manufactured. This technology is only justified when very high performance
is required, or large production volumes are aimed. PLDs show some degree of cus-
tomization on a pre-manufactured architecture. FPGAs are the most complex PLD. They
provide a trade-off between flexibility and performance, and offer customization at the
expense of a higher power consumption and limited resources. On average, an ASIC can
be 40 times smaller than a typical FPGA, and can run 3.2 times faster while consuming 12
times less dynamic power (Kuon and Rose 2007; Kuon et al. 2008, Ch. 7). Finally, cus-
tom hardware can embed processors, which add the flexibility of executing time critical
tasks on hardware, while the rest run on software. Embedded architectures implemented
using FPGA configurable logic (soft-processors) perform behind those implemented in
ASICs, or pre-manufactured on the FPGA (Wong et al. 2011). Table 2.6 summarizes the
advantages and disadvantages of using FPGAs instead of ASICs or generic processing
units.

As programmable devices, FPGAs consist of well-arranged sets of blocks that can be
interconnected to form circuits (Fig. 2.9). The peripheral area of the array contains inter-
face blocks connected to user pins, which can be configured as inputs or outputs. Logic
blocks accommodate the basic components to implement almost any digital circuitry:
look-up tables (LUTs), multiplexers, and flip-flops (FFs). Special blocks are dedicated
subcomponents that may hold internal memory, logic for arithmetic functions, embedded
processors, clock management resources, etc. All these three basic parts are intercon-
nected via a flexible routing network that covers the complete array. The routing intercon-
nections are configured via switch cells. Those cells allow combining logic, special, and
input/output blocks to implement the designer desired functions. Since any block operates
independently, FPGA designs can be highly parallelized. The specific implementation of
the blocks, distribution, and number vary among manufacturers and particular devices.

Attending to the technology of the configurable switch cells, FPGAs classify as an-
tifuse, SRAM, or flash (Table 2.7). Antifuse devices are one-time programmable (OTP)
because switch cells are fuses that after being programmed become permanent connec-
tions. This fact eliminates one of the main advantages of FPGAs: flexibility. However,
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Figure 2.9. Basic FPGA architecture (a) and main blocks (b). Drawing based on Kuon et al.
(2008).

permanent switches enhance the design performance, provide low impedance inter-block
connections, reduce size and power consumption, and make the configuration cells im-
mune to radiation. SRAM parts can be re-configured an unlimited number of times be-
cause the switch cells are values stored on a volatile configuration memory. Furthermore,
the programming voltage is the same than the chip operating one. On the down side,
the design must be loaded into the configuration memory every time the FPGA is turned
on, and the size of the switches is large. Power consumption is higher than for antifuse,
partly due to the switches resistance, and radiation tolerance is lower. In particular, their
switches show the same tolerance against TID than standard CMOS circuits, and are sus-
ceptible to single event upsets as the SRAM memories are. This susceptibility requires
the use of counter-measures, such as scrubbing, which will be explained later in this sec-
tion. Finally, the use of flash memory to store the configuration data provides a limited
re-programmability (about 1000 times) combined with non-volatile cells. The size of the
configuration cells lies between the SRAM and antifuse ones, and the radiation tolerance
is the lowest with respect to TID, and better than SRAM regarding single event upsets.
Detailed discussions on FPGA types can be found elsewhere (e.g., Kuon et al. 2008, Ch.
3; Maxfield 2004, Ch. 2).

A set of specification and performance parameters permits to compare the vast variety
of field programmable gate arrays available on the market (Table 2.8). The specifications
refer to the number and characteristics of the main blocks, and to the number of equivalent
ASIC gates of the available logic resources. Moreover, the speed grade indicates how fast
a device of the same family is. Propagation and routing delays, together with power
consumption define the primary performance of the device.

Current FPGAs tend to embed faster transceivers, more powerful processing archi-
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Table 2.7. FPGA types based on programming technology. Radiation tolerance refers to configu-
ration switches, not to user logic. ∗Require user measures to reduce SEU sensitivity.

Antifuse SRAM Flash
Reprogrammable No Yes Yes

Reconfiguration N/A
Fast Slow

Unlimited Limited

Programming voltage High Vcc High

Volatile No Yes No

Switch resistance (Ω) 20-100 500-1000 500-1000

Switch capacitance (fF) <1 1-2 1-2

Process Special
Standard
CMOS

Flash

Radiation tol. (TID) Immune High Low

Radiation tol. (SEU) Immune Low∗ Medium∗

Size (switch cell) Small Large Medium

Power consumption Low Medium Medium

Table 2.8. Main specifications and performance parameters for FPGAs. Environmental conditions
and other manufacturing parameters, such as the process size, are also relevant.

Specification

Number of logic blocks Amount, organization and composition of the logic blocks.
It defines the capacity of the FPGA

Number of gates From the previous specification, one can calculate an
equivalent number of ASIC gates

Internal memory Organization, capacity and maximum operating frequency
of the available memory

Special blocks They can include PLLs, multipliers, DSPs, high-speed
transceivers, embedded processors, etc.

Number of IOs Amount of user available input/outputs

IO technologies Supported IOs: voltage, single-ended/differential, etc.

Speed grade It classifies the devices with respect to speed

Performance

Propagation delays Includes propagation of combinatorial components, as well
as timing of flip-flops

Routing timing Delays associated to routing resources

Power consumption Includes static (stand-by) and dynamic consumption
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tectures, and even analog interface modules (Microsemi SF datasheet 2012). Further-
more, the amount of logic cells and internal memory continue growing to overcome the
technology-inherent limitation of resources. The process size follows the general minia-
turization trend (see Kuon et al. (2008), Section 8.1, for a discussion on miniaturization).

In general, FPGAs are susceptible to total ionizing dose and single event effects. As
summarized in Table 2.7, the tolerance of the switch cells highly depends on the device
type, with some technologies being immune. Contrarily, logic and other blocks are to
some extent susceptible to radiation, independently of the array type. TID causes long
term degradation and mainly affects power consumption and propagation delays. Fur-
thermore, transition times, input thresholds, output levels, and duty cycles can be affected
(Wang 2003; Kastensmidt et al. 2011). State-of-the-art space FPGAs withstand, with
minor degradation, TID doses up to 300 krad(Si) for antifuse and SRAM types (Huang
and Wang 2012; Xilinx 2010), and up to 40 krad(Si) for flash devices (Microsemi 2010).
Probability of single event latch-ups in modern FPGAs is very low because smaller pro-
cesses and isolation techniques provide LETth above 100 MeV · cm2/mg. In opposition,
SEUs and SETs represent the most significant threat to modern FPGAs. Single event up-
sets modify the design configuration if they occur in SRAM and flash switch cells, and
can alter flip-flop values in the logic cells of any FPGA type, as well as bits stored in
embedded memories. These upsets can lead to complete malfunctioning of the design,
thus to critical system failures. On its part, single event transients become upsets if the
induced pulse width is long enough as to be latched by a FF. Since operating frequencies
tend to increase in recent designs, shorter glitches provoke SEUs (Rezgui et al. 2009;
Manuzzato 2009, Ch. 4). Moreover, SETs taking place in clock networks may induce
additional edges on clocks, thus making all FFs triggered by those clocks change their
registered values (Wang 2003, Section B.3).

Mitigating SEU and SET radiation effects requires the use of appropriate techniques
at design level. The most common methods follow:

• Scrubbing is used in SRAM and flash FPGAs to prevent, or minimize, the effects of
upsets in switch cells. It consists of keeping a safe copy of all configuration cells,
and periodically updating the cells states. Consequently, any induced upset error
presents a limited life-time given by the scrubbing period. If this period is high
enough, upset rate can be minimized. The disadvantage of this technique lies on
the necessity of a controller to carry out the scrubbing process.

• Triple modular redundancy (TMR) protects registers on logic blocks against upsets
via triplicating them and adding a majority voter that compares their outputs. If an
upset occurs in one of the registers, the voter will still resolve that the correct value
is the one given by the unaffected registers. The main drawback of this technique is
the additional area required for its implementation. Some FPGAs, mainly antifuse
ones, include triplicated FFs in the pre-manufactured array, before user design. The
concept can be extended to triplicate complete logic blocks (global TMR). In that
case, the system would also be protected against SETs in the combinatorial logic.
However, the area penalty and complexity grow significantly.

• Temporal redundancy allows filtering transient glitches (SETs) by way of replicat-
ing logic FFs and clocking them with progressively delayed versions of the main
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clock. Therefore, a pulse of width w could be induced and propagated to the FF
clocked at t0, but will not be propagated into a FF clocked by a delayed t0 +∆t clock
if ∆t > w. This technique increases the area utilization of the FPGA and reduces
the maximum operating frequency.

• Error detection and correction (EDAC) algorithms, such as bit parity or checksums,
guarantee integrity of data stored in memory cells. They require extra memory bits
to store the detection and correction codes.

• Finite state machines (FSM) implement sequential logic circuits. Each state is en-
coded as a bit pattern, with one state being active at a time. An upset may change
the bit pattern of the active state and permit another valid state to be selected, thus
provoking a failure. A proper state encoding, such as one-hot, forces the FSM to
move into an illegal state if a single bit is upset. Therefore, it facilitates failures
detection and prevents malfunctioning. Safe codifications require more resources
to be implemented.

Details on these techniques can be found in several bibliographic sources, e.g., ESCC-
HB 2011, Ch. 10,12; Velazco et al. 2007, Ch. 7; Stettler et al. 2004; Fernández-León et
al. 2002.
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As one of the key subunits, the scientific cameras play a major role in the accomplish-
ment of instrument and mission goals. In consequence, every camera requirement shall
harmonize with both mission and instrument.

This chapter starts by presenting the Solar Orbiter mission and identifying the set
of requirements it imposes upon the PHI instrument, and specifically upon its cameras.
Next, the PHI instrument is introduced along with its top-level specifications. Starting
from these specifications, the impact of the main camera parameters on the instrument
performance follows. Furthermore, a series of approaches to synchronize the camera
with the rest of the instrument are proposed and analyzed. As a result, in Section 3.4.4 we
recommend a set of desired parameters and an optimum synchronization strategy. Finally,
both mission and instrument driven camera requirements are summarized.

The author original contributions to this chapter emanate from Sections 3.4 and 3.5,
where goals (g1) and (g2) of the thesis and major contribution (c1) are covered (see Sec-
tion 1.1).

3.1 The Solar Orbiter mission
The heliosphere is the extended atmosphere of the Sun, being the region of space through
which the solar wind1 extends and through which the Sun exerts a magnetic influence. It
covers space reaching well beyond the orbits of the solar system planets. Solar Orbiter
is a joint ESA-NASA mission which aims at exploring the Sun and the heliosphere. It
consists of a spacecraft orbiting the Sun from the inner-heliosphere, passing closer to the
star than any previous space probe. Three main features characterize the mission:

• The unique combination of in-situ and remote-sensing instruments

• The closest proximity to the Sun provided by the orbit, which will be less than one
third the average Earth-Sun distance

• The availability of high latitude observing points that will permit observations of
the solar poles

From the scientific viewpoint, the mission searches for answers to the fundamental
question: How does the solar system work? (Bignami et al. 2005, Ch. 2). The objec-
tive is to study how the Sun creates and controls the heliosphere, relating the measure-
ments in the heliosphere back to their origins in the Sun. The combination of in-situ

1The solar wind is a continuous flow of charged particles ejected from the Sun into interplanetary space
(Murdin 2001, article: Solar Wind).
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and remote-sensing instruments provides the capability of simultaneously measuring so-
lar wind properties and observing their source regions. For its part, the inner orbit allows
both, the sampling of the heliospheric properties before being degraded by propagation
and the accurate observation of the Sun at high and low latitudes. In particular, the mission
addresses four top questions (Marsden and Müller 2011, Ch. 2):

1. How and where do the solar wind plasma and magnetic field originate in the
corona?
The solar corona, i.e., the extended gaseous outer atmosphere of the Sun (Murdin
2001, article: Corona), expands and evolves into a supersonic wind that fills the
solar system. The mechanism through which the solar wind is accelerated and es-
capes from the corona is unknown. This is partly because key features of the corona
cannot be resolved from the usual distances of about 1 AU (Astronomical Unit)2.

2. How do solar transients drive heliospheric variability?
The Sun is dynamic and thereby shows numerous types of transient phenomena.
The largest transients are the coronal mass ejections (CMEs), which are vast struc-
tures of magnetic field and material that the Sun ejects at very high speeds. These
phenomena influence the entire heliosphere and have an effect on Earth (power sta-
tions, satellite communications, etc.), giving rise to the concept of space weather.
The propagation from the source to Earth distorts the current measurements of those
transients, making unreliable their analysis and prediction.

3. How do solar eruptions produce energetic particle radiation that fills the helio-
sphere?
Solar energetic particles (SEPs) fill part of the heliosphere with ionizing radiation.
These particles come from the Sun, which acts as an effective particle accelerator,
and endanger onboard space units, radio communications, and commercial flights
routed over polar regions. Measurements made from a distance of 1 AU do not al-
low discerning the turbulence properties that control the transport and scattering of
particles in the inner heliosphere. Therefore, those mechanisms together with the
generation one are not well understood.

4. How does the solar dynamo work and drive connections between the Sun and the
heliosphere?
The solar magnetic field governs most of the observed effects happening on the
Sun and connects its interior with interplanetary space. This magnetic field varies
according to an 11-year cycle that modulates the shape of the heliosphere and in-
fluences the space weather. Though it is known that the solar dynamo generates
this field, how that dynamo operates and why it produces a near periodicity in solar
activity are unsolved questions. The possibility of observing solar high latitudes,
which was not possible before, may bring insights into these points.

The Solar Orbiter payload includes four in-situ instruments, which are in contact with
the medium they are measuring, and six remote-sensing instruments to observe physical
processes on the Sun. Table 3.1 lists and classifies the onboard instrumentation.

21 AU = 149.6 · 106 km
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3.1 The Solar Orbiter mission

Table 3.1. Payload of Solar Orbiter: List of In-Situ and Remote-Sensing instruments (left column),
and main objectives (right column). Information taken from Marsden and Müller (2011), Ch. 4.

In-Situ instruments

Solar Wind Analyser (SWA) Ion and electron bulk properties of the solar
wind

Energetic Particle Detector (EPD) Composition, timing and distribution function
of energetic particles

Magnetometer (MAG) Heliospheric magnetic field with high resolu-
tion

Radio and Plasma Wave analyser (RPW) Magnetic and electric field at high time reso-
lution in the solar wind

Remote-Sensing instruments

Polarimetric and Helioseismic Imager (PHI) High resolution and full disk measurements
of the photospheric magnetic field and gas
flow velocity

EUV full-Sun and high-resolution Imager (EUI) EUV image sequences of the solar atmo-
spheric layers above the photosphere

EUV spectral Imager (SPICE) EUV spectroscopy of the solar atmosphere
and low corona

X-ray spectrometer/telescope (STIX) Spectroscopy of solar thermal and non-
thermal X-ray emission

Coronagraph (METIS) Simultaneous images in the visible, UV and
EUV of the solar corona

Heliospheric Imager (SoloHI) Visible light scattered by solar wind electrons

The mission is scheduled to be launched in January 2017 (with March 2017 and
September 2018 being the back-ups). In any of those cases, after the launch and verifica-
tion steps, the mission proceeds to three main phases: Cruise, science nominal mission,
and science extended mission. During the cruise phase, which lasts about 3 years, the
spacecraft makes an interplanetary journey using chemical propulsion and gravity assist
maneuvers (GAMs) until it reaches the nominal orbit. In particular, the cruise phase com-
prises four GAMs, two with Venus and two with Earth. The nominal phase provides an
orbit as depicted in Fig. 3.1 (green values), with a closest distance to the Sun (perihelion)
varying between 0.28 and 0.32 AU, and a furthest distance (aphelion) between 0.87 and
0.91 AU. The nominal phase achieves maximum solar latitudes of ±25 deg. The duration
of this main stage is between 3 and 4 years, containing 8 orbits of about 150 days. In
the course of this phase the journey continues with two more GAMs with Venus, which
lead to the extended phase. Finally, the extended phase presents an orbit as shown in
Fig. 3.1 (blue values), having a similar perihelion, a closer aphelion, and higher inclina-
tions: ±34 deg. The final phase lasts between 2 and 3 years, which means 6 to 8 solar
orbits, depending on the launch date. Consequently, the mission has a total duration of
10-11 years.
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Perihelion:
0.28 – 0.32 AU
0.29 – 0.31 AU

Aphelion:
0.87 – 0.91 AU
0.74 – 0.79 AU

Max. latitude:
17 – 25 deg
31 – 34 deg

Min. latitude:
-17 – -25 deg
-31 – -34 deg

Mercury’s orbit

Figure 3.1. Orbit of Solar Orbiter. Green (top) numbers specify the science nominal phase and
blue (bottom) numbers the science extended phase. Mercury’s orbit has been included only for
distance-comparative purposes.

3.2 Mission driven camera requirements

The set of requirements that the mission imposes on the scientific camera are mainly
environmental. Other physical and electrical constraints, such as the maximum mass, size,
and power consumption, are limited by the mission as well. However, those restrictions
apply to the instruments, which are in charge of distributing their allocated budgets within
the subsystems. This section deals with those requirements that are directly derived from
the mission and orbit characteristics.

The space environment the Solar Orbiter probe will encounter is not very well known.
In fact, one of the purposes of the mission is to investigate the nature of such an envi-
ronment. Therefore, the estimation of its properties needs the use of scaling and safety
factors applied to models that are valid for different orbits (Sørensen 2010, pp. 6-7). The
requirements split up into three groups: radiation, thermal, and vacuum.

3.2.1 Radiation

The Solar Orbiter’s radiation environment has three relevant contributions: Solar electro-
magnetic radiation, plasmas from the solar wind, and energetic particle radiation. Plane-
tary electromagnetic radiation and other radiation sources are negligible for the mission’s
interplanetary orbit.

The solar electromagnetic (EM) radiation, or solar radiative flux, varies spatially
within the orbit and with time over the solar cycles. Closer distances and high activity
periods on the Sun translate into larger solar fluxes. Table 3.2 collects the average and
maximum flux for the mission, and compares it to the one found at the Earth’s distance.
The given numbers, taken from Sørensen (2010), are estimations for the total radiative
flux integrated over the emitted spectrum, as well as for the spectral flux at high energies,
which are the hazardous ones.
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Table 3.2. Solar EM flux received by the Solar Orbiter mission and comparison with the one found
at 1 AU. The total flux corresponds to the flux integrated over the full spectrum. Additionally,
spectral radiative flux is given for high energies. Spectral fluxes scale equally at different dis-
tances because the spectra does not change with distance. Flare X-rays during maxima increase
more than the rest of ranges.

Average flux (W/m2) Maximum flux (W/m2)

SO Earth SO Earth

Total 3743 1366 17348 1413

Far UV (100-150 nm) 2.1 · 10−2 7.5 · 10−3 0.19 1.5 · 10−2

EUV (10-100 nm) 5.6 · 10−3 2 · 10−3 5 · 10−2 4 · 10−3

X-Rays (1-10 nm) 1.4 · 10−4 5 · 10−5 1.25 · 10−3 1 · 10−4

Flare X-Rays (0.1-1 nm) 2.8 · 10−4 1 · 10−4 1.25 · 10−2 1 · 10−3

The second radiation source is the solar wind plasma. The journey through the inner-
heliosphere makes the spacecraft come into direct contact with the solar wind, thus with
the plasma found there. The solar wind varies with the orbit from aphelion to perihelion as
the density of the plasma decreases with the distance from the Sun. It increases from the
value found at the Earth distance of 8.7 cm−3 to the maximum at perihelion of 110 cm−3,
the mission average being 24 cm−3. The effects of the plasma environment are of rel-
evant importance for in-situ instruments, which measure the solar wind properties, and
for some spacecraft subsystems. However, they are not critical for the scientific camera
that is subject of this study because solar wind particles cannot penetrate the surrounding
material.

Finally, the main specifications for the camera result from the energetic particle ra-
diation. Depending on their origin, these particles are solar energetic particles, galactic
cosmic-ray ions, or secondarily generated radiation. High activity solar periods lead to
frequent solar eruptions, such as flares or coronal mass ejections, that produce large fluxes
of solar energetic particles. For their part, galactic cosmic-ray ions consist of a contin-
uous and slow flux of particles coming from outside the Solar System, while secondary
radiation is generated after interaction of other energetic particles with materials of the
spacecraft. Figure 3.2 displays the total ionizing dose (TID) and non-ionizing energy
loss (NIEL) expected from the energetic particles, together with the estimated fluence of
protons. The shielding of the instrument subsystems varies from the minimum of 1 mm,
given by the spacecraft, to 2−3 mm depending on the local housing. Therefore, the accu-
mulated TID (graph a) is 150 krad(Si) at s/c level and 75−50 krad(Si) on the subsystems.
As for the non-ionizing energy loss, graph (b) plots the equivalent fluence of 10 MeV
protons that generates the same non-ionizing energy loss as the one expected for the com-
plete mission, including protons of any energy as well as other particles. Plot (d) shows
that only protons with energy higher than 20 MeV can penetrate a 2 mm Al shielding,
and how the NIEL caused by those high energy protons significantly decreases with the
energy. Finally, plot (c) gives the proton fluence at every energy.

Regarding single event effects produced by heavy ions, the mission imposes a min-
imum linear energy transfer threshold of 60 MeVcm2/mg for single event latch-ups and
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Figure 3.2. Radiation environment of Solar Orbiter: TID, NIEL, and proton fluence. Plot (a)
shows the Total Ionizing Dose in silicon for the complete mission versus the thickness of the
aluminum shielding. Gray lines highlight the dose at 1, 2, and 3 mm of shielding. Plot (b)
represents, as a function of the shielding, the equivalent 10 MeV proton fluence required to
generate the same Non-Ionizing Energy Loss that the total one received during the mission.
Graph (c) shows the mission proton fluence spectrum. Fluences at 10, 20, and 60 MeV energies
are emphasized. Finally, graph (d) shows the NIEL caused only by protons as a function of the
proton energy, and the range of protons in Aluminum (right axis). 20 MeV energy is marked as
being the minimum energy that can penetrate 2 mm Aluminum.

another minimum of 25 MeVcm2/mg for single event upsets.

3.2.2 Thermal and vacuum

The temperature range the spacecraft will experience during the mission mainly depends
on its orbital position. Therefore, there are two extreme cases, which correspond to the
perihelion and aphelion points. The former provides the closest distance to the Sun,
known as the hot case, and the latter the furthest distance, representing the cold case.
Apart from the mission’s thermal environment, the instrument design and power dissi-
pation play an important role in the operating temperatures of its subsystems. Critical
components, such as the image sensor, require dedicated thermal interfaces, or cold fin-
gers, that supply them with stable temperatures within the orbit. For the camera under
study, thermal simulations (Fernández and Pérez 2012) give the results presented in Ta-
ble 3.3. The sensor temperature is stable at every case whereas the electronics temperature
varies within a range.
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3.3 The PHI instrument

Table 3.3. Thermal and vacuum requirements for the camera electronics and the image sensor.

Temperature (◦C) Pressure (Pa)

Cold case Hot case Min Max

Sensor −23 −5
10−5 105

Electronics 19 − 27 70 − 75

In addition to the thermal requirements, Table 3.3 shows the pressure range that any
onboard component must withstand. This range covers from the atmospheric pressure
found before launch to the high vacuum in orbit. Moreover, the cleanliness requirements
impose an outgassing demand to any material employed inside the spacecraft. Specifi-
cally, the percentage of volatile material that becomes collected by condensation (CVCM)
must be lower than 0.1 %.

3.3 The PHI instrument
The success of the mission highly depends on the performance of its instrumental pay-
load, which yields the entire scientific outcome. The remote-sensing Polarimetric and
Helioseismic Imager is, conceptually, an imaging spectro-polarimeter. Attending to its
scientific purpose, PHI measures vector magnetic fields and gas flow velocities in the
deepest layer of the solar atmosphere: the photosphere3. The first measurement defines
the instrument as a photospheric magnetograph, whereas the second allows the use of
helioseismology4 to derive properties of the solar interior. These observables combined
with other onboard-instruments’ measurements at the higher atmosphere and heliosphere
provide information to understand the aimed phenomena from their origins. The magnetic
field at the solar surface creates most of the structures and transient events in the upper
atmosphere, which in turn affects the heliosphere. Therefore, PHI will provide crucial
information to answer the mission’s four top science questions (Gandorfer et al. 2011).
From the instrumental viewpoint, PHI embraces three functions:

• Diffraction limited imaging in the visible range

• Wavelength tuning within a selected spectral line

• Polarization sensitivity

The instrument design comprises two main units: optics and electronics; their block
diagrams are shown in Fig. 3.3. The optics unit collects the incoming solar radiation,
selects its desired wavelength and polarization states, and converts it into digital images.
For its part, the electronics unit commands and supplies with power every subsystem,

3Layer of hundred kilometers thickness, ranging from the low atmosphere to the solar surface, where
the gas changes from almost transparent to completely opaque below the surface. It is the solar layer that
one observes in visible light (Stix 2002, Ch. 4).

4The study of the internal structure of the Sun through the analysis of solar oscillations, which are
detected as small Doppler shifts in spectral lines emitted by the solar surface (Murdin 2001, article: Helio-
seismology)

37



3 Requirements of the camera

HRT (Ø 140 mm)
Filter-
graph

FDT (Ø 17 mm)

s-camera

Sunlight

ISS

P
M
P

P
M
P p-

ca
m

er
aPol-BS

nPol-BS

Feed
select

IS

IS

FEE

F
E

E

IS FEE

Focal Plane 
Assembly

Optics Unit

Electronics Unit

DPU Power 
converter

Analog IF 
board

ISS 
controller

HVPS

Power

Digital

Analog

Figure 3.3. Overview of the PHI instrument: functional block diagram.

monitors the health status of the instrument, processes the retrieved image data, and com-
municates with the spacecraft. PHI includes two telescopes that operate in turns depend-
ing on the observing program. The high resolution telescope (HRT) allows high spatial
resolution over a restricted field of view, whereas the full disk telescope (FDT) permits
observing the whole solar disk but with limited spatial resolution. Each telescope, apart
from mirrors and lenses, incorporates a pre-filter and a polarization modulation pack-
age (PMP), which selects a given polarization state of the collected light. The PMPs com-
prise two liquid crystal variable retarders (LCVRs) with an angle shift of 45◦ between
each other, and a linear polarizer aligned with the first retarder. Next, the filtergraph tunes
the desired wavelength position by high-voltage tuning of a Fabry-Pérot etalon. The focal
plane assembly (FPA) holds two identical cameras that receive orthogonal beams, p- and
s-polarized, extracted by the polarizing beam-splitter. An image sensor and a front-end
electronics form each of the two identical cameras. These cameras are the major sub-
ject of this work. Additionally, an image stabilization system (ISS), including a third
camera, guarantees stability against spacecraft vibrations. On the electronics unit side,
the DPU is in charge of all the digital controlling and processing tasks, while the power
converter module generates the individual low voltage supplies. A high voltage power
supply (HVPS) covers the high voltage needs of the filtergraph, the analog board digitizes
analog housekeepings, and the ISS controller drives the tip-tilt mirrors (not detailed in
Fig. 3.3) for jitter corrections.

A set of top-level performance specifications establishes the frame to define the re-
quirements of every subsystem. Table 3.4 lists these main specifications. The field of
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Table 3.4. Performance specifications of PHI.

Parameter Symbol Unit Value
Field of view (HRT) αFOV,HR arcmin 17

Field of view (FDT) αFOV,FD arcmin 120

Spatial resolution (HRT) αHR arcsec 0.99

Spatial resolution (FDT) αFD arcsec 3.51

Image sensor format Nrow ×Ncol pixels 2048 × 2048

Nominal wavelength λ0 nm 617.3341

Filter bandwidth ∆λ pm 10

Spectral points Nλ - 6

Polarimetric SNR S NR(Ic) - > 103

Pol. points NP - 4

Pol. efficiency ~ε -
ε1 = 1.0

ε2,3,4 > 0.45

Cadence (Cycle) Tcycle s < 60

views and aperture diameters describe the main telescopes properties. The nominal wave-
length, bandwidth, and spectral points fix the instrument to the red part of the visible
spectrum (Fe I absorption line at 617.3 nm), being quasi-monochromatic and having six
possible wavelength positions. Five of the six wavelength points lie within the absorption
line, whereas one, the so-called continuum, is outside the line profile. The polarizers shall
select four polarization states with an objective signal-to-noise ratio and efficiencies as de-
fined. Section 3.4 will discuss these two parameters in detail. Lastly, the cadence or cycle
time of the instrument shall be lower than 1 min. A cycle is the time the instrument takes
to acquire images at Nλ spectral positions and NP polarization states with SNR(Ic) and
efficiencies higher than the values specified in the table, thus producing a complete set of
magnetic field and flow velocity maps. SNR(Ic) is the signal to noise ratio of the intensity
Stokes parameter in the continuum. The given specifications define the most demand-
ing observing mode, which imposes the hardest constraints on the subsystems. However,
the instrument may also use simpler modes where some specifications are relaxed. For
instance, the number of spectral points or polarization states can be reduced.

The sequence of steps PHI takes to measure magnetic fields and flow velocities based
on the observed photons is depicted, for one cycle, in Fig. 3.4. The light collected by
the telescope, S (p, λ) in photons, enters the polarization package with unknown polar-
ization state and spectral composition (p, λ). After having passed the polarizers and the
filtergraph in the iteration {i, j}, the signal has a given polarization state and wavelength
component S (Pi, λ j) at the entrance of the polarizing beam-splitter. The splitter generates
then two orthogonally polarized signals S P(Pi, λ j) and S S (Pi, λ j) that feed the P and S
cameras, respectively. Each camera converts the input signal into two dimensional digital
images, IP(Pi, λ j, k) and IS (Pi, λ j, k), k being the image index in a sequence. In order to
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Figure 3.4. Operation flowchart of PHI: from photons to magnetic fields and flow velocities.

reach the required polarimetric signal to noise ratio, a single image per polarization and
wavelength is not enough. Thus, each camera acquires NA frames that are accumulated
in a set of buffers in the following step to increase the SNR. Inputs and outputs of the
accumulation block are related as

IP(Pi, λ j) =

NA∑
k=1

IP(Pi, λ j, k)

IS (Pi, λ j) =

NA∑
k=1

IS (Pi, λ j, k).

(3.1)

After the accumulation of the NP polarization states at a given wavelength λ j, the
images for each channel, IP(Pi, λ j) and IS (Pi, λ j), are demodulated pixel by pixel to derive
the Stokes parameters, following

I(λ j)
Q(λ j)
U(λ j)
V(λ j)


P

= DP ·


IP(P1, λ j)
IP(P2, λ j)
IP(P3, λ j)
IP(P4, λ j)

 (3.2)

and 
I(λ j)
Q(λ j)
U(λ j)
V(λ j)


S

= DS ·


IS (P1, λ j)
IS (P2, λ j)
IS (P3, λ j)
IS (P4, λ j)

 , (3.3)

where DP and DS are the demodulation matrices. Provided that the two channels, p- and
s-, are exactly the same but see orthogonally polarized beams, the demodulation matrices
fulfill

DS ,1i = DP,1i

DS ,ni = −DP,ni,
(3.4)
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being n = {2, 3, 4} and i = {1, 2, 3, 4} the components {n, i} of the demodulation matrices.
The dual channel demodulation is then combined to increase the signal to noise ratio and
to suppress spurious signals as

I(λ j)
Q(λ j)
U(λ j)
V(λ j)

 =


I(λ j)
Q(λ j)
U(λ j)
V(λ j)


P

+


I(λ j)
Q(λ j)
U(λ j)
V(λ j)


S

. (3.5)

Once this flowchart iterates over the Nλ wavelength points, the post-processing step
calculates the vector magnetic field and flow line-of-sight velocity {~B, vLOS}.

3.4 Instrument driven camera requirements
The cameras, together with filtergraph and polarization packages, constitute the core of
the instrument optics unit. The performance of PHI, which is primarily measured as
the polarimetric SNR, polarization efficiency, and cadence, is thus directly affected by
the properties and mode of operation of those components. This section meticulously
reviews how PHI operates, assesses the influence of the cameras characteristics on the
overall performance, and proposes several solutions for the synchronization of filtergraph,
polarization packages, and cameras. Finally, a definition of the cameras requirements and
an optimum synchronization strategy for the instrument are reached.

The analysis in this section takes into account the most stringent case. Among the va-
riety of observing modes and configurations PHI offers, the one using the high resolution
telescope operating as a vector magnetograph (four polarization states) with six spectral
positions is the most demanding. Firstly, because the high resolution requires resolving
smaller solar features that cross the field of view in shorter times. Secondly, more po-
larization states and wavelength positions need a faster system to reach the same total
cadence.

Since the images taken with the s- and p- cameras are added or subtracted after de-
modulation (see Section 3.3), the difference between them shall come from the separate
polarization components, and not from disparities of their behavior. Therefore, the same
set of requirements applies to both cameras.

3.4.1 Photon budget
The photon budget plays a major role in evaluating the PHI performance. Every compo-
nent inside the instrument contributes to it by its operation on the signal. The combination
of all these operations relates the achieved polarimetric SNR to the properties of every
subunit. One can then compare the obtained SNR to the PHI requirement and study how
the camera parameters influence this top-level specification. At the same time, the anal-
ysis can include timing information, allowing an additional comparison with the cadence
requirement.

The first step to calculate the photon budget is to quantify the signal coming from the
target, in this case the Sun. It is known (Stix 2002, pp. 9-10) that our star irradiates in
the visible range with an energy flux that approximates the one of a black-body with an
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effective temperature Teff = 5778 K. Since the nominal wavelength of PHI, λ0, is known
(Table 3.4), the mean solar photon flux per unit time, area, wavelength interval, and solid
angle follows

N�(λ0,Teff) =
2c
λ4

0

1

e
hc

λ0kBTeff − 1
, (3.6)

where kB is the Boltzmann constant, h the Planck constant, and c the speed of light in
vacuum. Thus, N�(λ0 = 617.3 nm,Teff = 5778 K) = 7.427·1017 photons·s−1cm−2sr−1Å

−1
.

This photon flux corresponds to the solar radiance in the continuum, where the light is not
polarized. The mean number of photons reaching a single pixel on one of the cameras is
then given by

Pc = N� α2
pixel ∆λ

π

4
D2 τ texp, (3.7)

where

α2
pixel =

α2
FOV

Nrow Ncol
(3.8)

is the fraction of solar solid angle seen by a single pixel, in sr, αFOV being expressed in
rad. ∆λ is the bandwidth of the filtergraph, π4 D2 the collecting area of the telescope, which
does not have a central obscuration,

τ = τwindow τmirrors τlenses τfiltergraph τPMP τPol-BB τnPol-BB (3.9)

the overall transmission of the system, and texp the exposure time.
Once the incident number of photons per pixel is known, the cameras parameters

provide the information needed to infer the signal to noise ratio per pixel on a single
frame as

snrc =
S c

k

σc
k

, (3.10)

where S c
k and σc

k are the signal and noise levels in the single frame k. The superscript
c stands for continuum. We specify for the cameras that the digitization noise must be
negligible compared to the analog noise level. Hence its contribution does not affect this
calculation, snrc, being the same if signal and noise are expressed in e- or DN. To com-
pute the signal level (S c

k), one starts from the number of incident photons Pc. First, only a
fraction of those incident photons interacts with the silicon of the sensor and become in-
teracting photons which, in the visible range, generate single electron-hole pairs. Second,
the sensitive area of the pixels is lower than their physical area, reducing their fill factor.
Consequently, the signal in electrons is given by

S c
k = Pc · QE · FF + Dc, (3.11)

where QE is the quantum efficiency, which relates the number of interacting photons to
the number of incident ones, and FF the fill factor, which indicates the portion of physical
pixel area that is sensitive. The second contribution to the signal level is the dark current
Dc, which is usually subtracted via bias correction, and therefore does not influence the
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signal to noise ratio. However, it still plays a role in the prediction of the charge collected
by the pixels. The noise (σc

k) comprises shot noise, inherent to the photon rate, and read
or dark temporal noise, which encompasses all noise sources that are signal independent,
such as dark shot noise, reset noise, offset fixed pattern noise, etc. Since the fixed pattern
noise is not random (Janesick 2007, pp. 30-33) and can be corrected via flat-fielding, it is
not included. All noise sources are independent and thus added in quadrature, resulting in

σc
k =

√
σ2

shot + σ2
read, (3.12)

with

σshot =

√
S c

k. (3.13)

Up to this point we have calculated the signal to noise ratio for a single intensity image
in the continuum. From Fig. 3.4, the instrument accumulates a set of NA images for each
camera at every polarization and wavelength point. Therefore, after the accumulation and
including now the dependence on polarization, signal and noise levels are

S c
I (Pi) = S c

k(Pi) · NA (3.14)

and

σc
I(Pi) = σc

k(Pi) ·
√

NA, (3.15)

where the units are e-, the subscript k identifies a single frame, and the subscript I means
that this signal is a digital image. The dependence on the polarization state vanishes
because the light in the continuum is unpolarized. Consequently, both channels contain
the same signal and noise, being

S c
IP

(Pi) = S c
IS

(Pi) = S c
I

σc
IP

(Pi) = σc
IS

(Pi) = σc
I .

(3.16)

The next step consists of demodulating and combining both channels. From Eqs. (3.2)
to (3.5), (3.14), and (3.16) the Stokes parameters follow

Ic = 2 · NA · S c
k ·

NP∑
i=1

DP,1i = 2 · NA · S c
k

Qc = Uc = Vc = NA ·

NP∑
i=1

DP,ni · (S c
k − S c

k) = 0,

(3.17)

with n = {2, 3, 4} for Stokes {Q,U,V}, and DP,1i the components {1, i} of the demodulation
matrix DP. The sum of the first row components of an ideal demodulation matrix equals
one by definition (Del Toro-Iniesta 2003, Ch. 4). The noise level propagated to a generic
Stokes parameter In, with (I,Q,U,V)T = (I1, I2, I3, I4)T , from Eq. (3.15) is

σc
In

=
√

2 ·
√

NA · σ
c
k ·

NP∑
i=1

D2
P,ni =

√
2 ·

σc
k

εn
·

√
NA

NP
, (3.18)
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where n = {1, 2, 3, 4} and εn is the polarization efficiency of the Stokes parameter In (see
Section 2.1). Finally, the polarimetric signal to noise ratio relative to the intensity in the
continuum (Ic = Ic

1), which is the one used to define the instrument’s top requirement, can
be related to the signal to noise ratio of a single image as

S NR(Ic
n) =

Ic
1

σc
In

=
√

2 · snrc · εn

√
NANP. (3.19)

This definition of polarimetric signal to noise ratio is the convention normally used in
solar polarimetry (Del Toro-Iniesta and Martínez-Pillet 2011; Martínez-Pillet et al. 1999).
Eq. (3.19), together with the requirements in Table 3.4 for S NR(Ic), εn, and NP, leads to
a direct relation between the required number of accumulations and the signal to noise
ratio of a single image, which mainly depends on the camera definition. Assuming that
the polarization states and wavelength transitions are ideal, i.e., without delay, and that
the acquisition time of a single frame is Tacq, the cycle time is

Tcycle = NA · NP · Nλ · Tacq. (3.20)

This time can then be compared to the cadence requirement to impose a limit on the
number of accumulations and the camera minimum frame rate.

In consequence, the photon budget formulation allows the evaluation of the instrument
performance versus the camera performance and various instrument parameters. Table 3.5
shows the set of camera and instrument parameters that have been assessed, together with
some initial values that will be used for optimization. Given the amount of parameters
to assess, a mathematical optimization of the Tcycle and S NR(Ic) expressions with respect
to the camera parameters would lead to a tedious multi-variable problem. Moreover, the
outcome might result in a camera definition that may be far from a reasonable specifica-
tion. Hence, we have run a set of simulations starting from a basic camera definition, and
varying each parameter at a time. Figures 3.5 to 3.7 display the influence of these varia-
tions on the number of accumulations and cadence. In all the simulations, the polarimetric
signal to noise ratio has been fixed to the minimum specified value of 103, having NA been
calculated to reach that target value. Besides, the polarimetric efficiencies have also been
fixed to their minimum specified values. Appendix A includes a detailed specification of
those components of PHI that affect these calculations. As for the readout mode of the
image sensor, this analysis assumes that it can be read while exposing.

Figure 3.5 (left) shows the cadence the instrument reaches as a function of the expo-
sure time at different frame rates. The needed number of accumulated images, and thus
the total time, to achieve the required signal to noise ratio decreases as the exposure time
increases because the signal to noise ratio per single image improves. However, once the
full well capacity of sensor is exceeded, a point which is highlighted by a vertical line,
longer exposures lead to higher noise and, theoretically, the same signal level. Conse-
quently, the cycle time increases again for longer exposures. Furthermore, at exposures
longer than the acquisition time of a frame the frame time is uniquely dominated by the
exposure time and not by the frame rate. This can be seen in the curve for 20 and 50 fps
above 0.05 s. As for the frame rate, a faster camera takes the set of images in a shorter
time, which guarantees that the observed features do not blur or even move out of the field
of view. For example, a camera running at 4 fps does not fulfill the cycle time require-
ment at any exposure time, whereas the rest of cases complete the cycle in less than 60 s

44



3.4 Instrument driven camera requirements

Table 3.5. List of camera and instrument parameters assessed by the photon budget.

Camera parameters Start value
Frame rate 1/Tacq 4 fps

Sensitivity QE · FF 40 %

Full well charge FWC 80 ke-

Read noise σread 100 e-

Dark current Dc 1000 e-/s

Exposure time texp

Instrument parameters
Number of accumulations NA

Cadence Tcycle

Polarimetric SNR S NR(Ic)

for a variety of exposures. Although exposures closer to the full well limit provide bet-
ter performance, these cases shall be avoided because non-linearities may have a higher
influence there. On the right side of the same figure the maximum full well charge of
the sensor varies, while the exposure time is fixed to the values that fill up to 60 % of
it. At lower frame rates the full well needs to be higher, so that every single image has a
higher signal to noise ratio and thus the number of accumulations decreases. As the frame
rate increases, the full well requirement relaxes because, even if many frames have to be
accumulated, the camera can deliver those images in a short period. In conclusion, the
camera needs to reach a trade-off between the frame rate and the full well capacity. For
instance, a frame rate lower than 8 fps would require a full well charge above 100 ke- to
be compliant with the instrument cadence with certain margin.

Apart from the frame rate and full well capacity, the sensitivity, read noise, and dark
current also have an impact on the photon budget. Assuming a frame rate of 10 fps and
a full well capacity of 100 ke-, which lead to an acceptable performance according to
Fig. 3.5, Figure 3.6 displays the cycle time versus the three aforementioned parameters.
Very low sensitivities require long exposures to reach adequate signal to noise ratios on
single images, which negatively affect the cycle time. Once the sensitivity is high enough
to lead to high cadences, the curve becomes almost constant. This is because having fixed
the frame rate and full well, a higher sensitivity allows reaching the same signal to noise
ratio with shorter exposures, but cannot increase it. In addition, if the exposure time is
below the acquisition time, the reduction does not decrease the cycle time. As for the read
noise, it affects directly the signal to noise ratio of a single frame, increasing the required
number of accumulations and thus the cycle time. Finally, the dark current shows almost
no impact on the performance because it can be corrected via dark subtraction. It only
increases the signal level by a factor that depends on the exposure time, and adds the dark
shot noise contribution to the total noise. Since the exposure times are quite low, it can be
seen that even with very high dark current levels the performance is barely degraded.

Finally, Figure 3.7 displays the cycle time and number of accumulations as a function
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Figure 3.6. Influence of sensitivity (left), read noise (center), and dark current (right) on cycle
time. The product of quantum efficiency and fill factor represents the sensitivity. The horizontal
dashed line in all graphs is the instrument’s cadence requirement. FWC = 100 ke- and 1/Tacq =

10 fps were used, whereas the exposure time follows the same criteria as in Fig. 3.5 (right).

of the exposure time for FWC = 100 ke- and 1/Tacq = 10 fps. The optimum exposure
time is highlighted as the one filling 60 % of the full well capacity. It can be seen that, in
this case, NA = 12 accumulations are required to give a cadence of 35.6 s.

3.4.2 Synchronization strategies

Previous section analyzed the influence of the cameras on the instrument’s cadence and
signal to noise ratio for an ideal case. This ideal scenario assumes that the filtergraph
and PMP have zero response times, leading to a simple synchronization situation. How-
ever, the non-zero delay on the polarization and wavelength tuning creates the necessity
of defining a synchronization strategy for filtergraph, PMP, and cameras. The adopted
strategy has an impact on the already assessed cycle time and signal to noise ratio, as well
as on the polarimetric efficiency, modulation period, and onboard memory requirements.
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Figure 3.7. Cycle time and number of accumulations: dependence on exposure time. The circled
mark shows the time at which 60 % of the FWC is filled. The initial values for sensitivity, read
noise, and dark current were used, together with FWC = 100 ke- and 1/Tacq = 10 fps. The
vertical gray line indicates the saturation condition. It is located at a longer exposure time than
in Figure 3.5 (left) because the FWC was smaller in that case.

This section proposes several synchronization alternatives and evaluates their effect on
the overall performance.

A synchronization strategy comprises two elements: the order in which the polariza-
tion states, wavelength positions, and images are acquired to complete a cycle, which we
call from now on tuning mode, and the scheme followed to coordinate the filtergraph and
PMP transitions with the image acquisitions, which we will call acquisition mode. The
first out of three tuning modes is the so-called fast polarization mode, which is represented
in Fig. 3.8. In this mode one fixes first the wavelength λ and tunes over all polarization
states {1, ...,NP}. At every polarization state, n images are acquired. This is repeated a
number of times NA/n to increase the SNR. Then one tunes the filtergraph to the next
wavelength position and repeats the process. After having completed Nλ wavelength po-
sitions, a cycle is finished. The parameter n can be adjusted accordingly in the range
{1, ...,NA}. This mode requires Nλ filtergraph transitions and Nλ · NP · NA/n polarization
changes. Therefore, it is more convenient when the PMP transitions are faster than the
filtergraph ones. Since images taken at the same polarization and wavelength are accu-
mulated, this mode requires a buffer memory with capacity for 2 · NP images, where the
factor 2 comes from the two cameras. The next tuning mode is the fast wavelength mode,
represented in Fig. 3.9. It is analogous to the previous one but, in this case, the wave-
length positions are changed every n frames whereas the polarization states only change
NP times. In consequence, Nλ · NP · NA/n wavelength transitions and NP polarization
transitions are needed. This mode is advantageous when the filtergraph is faster than the
PMP. The fast wavelength mode would require a memory storing Nλ images at a time.
Finally, the last tuning mode is the intermediate mode, depicted in Fig. 3.10. In this case
one fixes the filtergraph at one wavelength and tunes the PMP over the NP polarization
states, acquiring n images at each state. When all states are covered, the filtergraph is
tuned to the next wavelength and the polarization period is repeated as before. This is
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Figure 3.8. Fast polarization tuning mode: timing sketch.
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Figure 3.9. Fast wavelength tuning mode: timing sketch.

done for all wavelengths, and the whole process is repeated a number of NA/n times to
reach the desired SNR. This mode is the slowest because it requires Nλ ·NA/n wavelength
transitions, and NP · Nλ · NA/n polarization changes. The memory requirement for this
mode is Nλ · NP images, i.e., higher than in the previous modes. The advantage is that the
different wavelength and polarization acquisitions are distributed more evenly over time.

Regarding the acquisition modes, Figure 3.11 depicts the three proposed options. The
first row represents the filtergraph, the second the PMP, and the last three the cameras for
each mode. The continuous mode assumes that the cameras are taking images continu-
ously, independently of the wavelength or polarization condition. During every transition
of the PMP there is one image exposed to that transition, which means that the polarimet-
ric efficiencies are degraded. Section 3.4.3 tackles this issue. On the other hand, while
the filtergraph is changing the affected images are discarded. This is the case because,
in general, the filtergraph transitions are longer (see Appendix A) and the distortion they
introduce seriously degrades the results. This mode turns out to be the faster when the
number of wavelength transitions is small, but does not provide optimum polarimetric ef-
ficiencies. In the triggered mode, cameras only expose when both wavelength and polar-
ization states are settled. Therefore there are gaps which length depends on the filtergraph
and PMP’s transition times. This mode provides maximum polarimetric efficiencies and
avoids missing time because of frame discarding. However, the control of the cameras
becomes more complex, the traffic load in the commanding link between DPU and FPA is
higher, and the acquisition of frames is started and stopped regularly, which may induce
small temperature and noise variations. Finally, the discarding mode runs the cameras
continuously, but discards the images affected by both PMP and filtergraph’s transitions.
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Figure 3.11. Acquisition modes. The transitions and states shown in this drawing are only for
illustrative purposes, and do not follow any logic pattern.

This mode also offers optimum efficiencies, but it is the slowest one.
We analyze how the proposed tuning and acquisition modes affect the cycle time and

the polarimetric modulation period, also abbreviated as modulation period. The mod-
ulation period is the time needed to complete one scan over the NP polarization states,
i.e., it is the time elapsed from the first image taken at N1 to the first image taken at NP.
According to Feller (2011), this time must be shorter than 2 s to guarantee that the solar
evolution does not introduce spurious polarimetric signal on the instrument’s measure-
ments. This effect is important only within one modulation period because even if the
different modulation periods are added together, the spurious effect cancels out among
periods. Figure 3.12 (left) shows the cycle time as a function of the parameter n for the
ideal case and the rest of tuning modes. The values used for the filtergraph and PMP tim-
ing are described in Appendix A, and the triggered acquisition mode was employed. A
higher value of n reduces the number of wavelength and/or polarization transitions, thus
reducing the cycle time. In the ideal case, where transitions are instantaneous, this effect
is almost non-existent. The fast polarization mode gives the best cycle times, though is
only compliant with the requirement for n > 2. On the other side, the fast wavelength
increases the cycle time considerably, and would require n > 7 to complete a cycle in less
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Figure 3.12. Influence of the tuning mode on the cycle time (left) and modulation period (right).
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Figure 3.13. Influence of the acquisition mode on the cycle time (left) and modulation period
(right).

than 60 s. The right plot displays the modulation period versus n and the tuning mode.
The fast wavelength mode does not appear because it leads to modulation times close to
the cycle time, which are far above the requirement. In this case, a higher n increases the
modulation cycle, where n < 4 is the condition to fulfill the needed period. Both, fast
polarization and intermediate give exactly the same modulation period. In conclusion,
fast polarization with n < 4 is the best trade-off. In the same way, Figure 3.13 shows
the same but versus the acquisition modes, assuming fast polarization tuning mode. The
continuous mode is obviously the faster one, regarding both cycle and modulation period,
whereas the triggered and discarding modes provide acceptable performance if 2 < n < 4.
In this case, the decision for the best option needs an analysis of the polarimetric efficien-
cies versus acquisition mode as follows in Section 3.4.3.
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3.4 Instrument driven camera requirements

3.4.3 Shutter implications
Any noise on the accumulated images propagates to the retrieved Stokes parameters,
hence to the polarimetric measurements, as defined by the polarimetric efficiency (see
Section 2.1). The larger the efficiency εn, the less noisy the corresponding Stokes pa-
rameter In. This section analyzes how the efficiency is degraded because of the limited
response times of the LCVR retarders in the PMPs. This degradation depends on the ac-
quisition mode and on the camera shutter, which behaves either as a snapshot, where all
the pixels are exposed to light at the same time, or as a rolling shutter, with rows at the top
part of the image being exposed before rows at the bottom part (see Section 2.2). As for
the tuning mode, this analysis employs the fast polarization. The fast wavelength mode
would show very small degradation of the efficiencies because the number of polariza-
tion changes is also small. On its part, the intermediate mode would perform as the fast
polarization.

As pointed out in the previous section, the triggered and discarding acquisition modes
do not suffer from efficiency reduction. The reason is that these modes either do not take
images during the LCVRs’ transitions, or discard those frames. Therefore, they would
lead to optimum efficiencies (Section 2.1):

εI

εQ

εU

εV

 =


1

1/
√

3
1/
√

3
1/
√

3

 . (3.21)

In order to analyze how the LCVRs’ transitions affect the continuous acquisition
mode, Figure 3.14 shows the retardances of the LCVRs for two modulation periods. The
graphs suppose a frame rate of 10 fps and the retardances and timing values given in
Appendix A.

In case the camera has a snapshot shutter, two possible scenarios appear in the contin-
uous acquisition mode:

1. At every modulation state, the readout is longer than the exposure time plus the
LCVRs’ transition time. Therefore, the exposure can take place during the period
in which the modulation state is settled at its aimed value (end of each state in
Fig. 3.14). In this scenario, transitions do not affect the exposures and the efficien-
cies are the optimum ones.

2. The exposure is longer than the stable period of each modulation state. The transi-
tions, or a fraction, degrade the exposure, and therefore the efficiencies are reduced.
This is the case for some of the transitions in Fig. 3.14. Figure 3.15 shows the ef-
ficiencies versus the parameter n for this scenario, assuming an exposure time of
20 ms and NA = 14. The higher n, the lower the number of transitions, and thus
the better the efficiencies. The degradation, even when n = 1, is mild because the
exposure time is very short.

The continuous mode degrades the efficiency differently when a rolling shutter is em-
ployed. Since there are always some rows exposing during the acquisition time, and not
all expose at the same time, the efficiencies differ from row to row. Figure 3.16 shows
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Figure 3.14. Polarization modulation packages: transitions. The ideal case assumes infinite re-
sponse rates, whereas the real case is modeled using linear responses.
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Figure 3.15. Polarimetric efficiency in continuous mode with snapshot shutter.

the polarimetric efficiencies of the four Stokes parameters in the same case of 20 ms ex-
posure and NA = 14, but with rolling shutter. The graphs display the efficiency in terms
of the row number, from 0 to 2048, as a function of the parameter n. Firstly, the rows at
the top of the sensor (top is 0), which are those more exposed to polarization transitions,
suffer from efficiency reduction. On the other hand, the bottom part of the image, which
correspond to the end of each state in Fig. 3.14, shows optimum efficiencies because the
LCVRs have already reached their next state. As for the dependence on n, a higher value
reduces the number of transitions, thus improving the averaged efficiencies.
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Figure 3.16. Polarimetric efficiency in continuous mode with rolling shutter.

In addition to the implication of the camera shutter on the PMPs synchronization, it
may be important to assess whether the use of a rolling shutter may introduce smearing
on the images. If 1/Tacq is the frame rate, the time difference between the start of the
exposure on the first and last rows is Tacq. Therefore, any change faster than Tacq may blur
the image. In case the exposure time is longer than Tacq, the smearing would be limited by
this time and not by the effect of the rolling shutter. The instrument accumulates images
taken within a modulation period, which means that if Tacq is shorter than a modulation
period, the smearing because of the rolling shutter is negligible. Since the modulation
period remains higher than 0.5 s (Fig. 3.12-3.13), and Tacq = 100 ms at 10 fps, the rolling
shutter effect with respect to smearing of the image is not noticeable. Finally, according
to Martínez-Pillet (2006) the camera shutter repeatability, measured as the fluctuations
on the exposure times of a sequence of images, must be lower than a certain limit to
guarantee that the differential imaging does not introduce spurious signals. PHI sets this
limit to 10 ppm (parts per million) within a modulation period, which means that the
exposure time of a sequence of images shall not fluctuate more than 5 µs per modulation
period.

3.4.4 Discussion

The exposition and simulation results presented in the last three sections (3.4.1, 3.4.2
and 3.4.3) allow defining a concise set of requirements for the image sensor, inferring
some specifications for the camera electronics, and identifying the best operating strategy
for the instrument. Table 3.6 includes the set of specifications for the image sensor that
allows reaching the needed scientific performance. The format comes from a top-level
specification of the instrument, whereas the pixel size is a combination of an upper limit
imposed by the optical design, and a lower limit derived from technological limitations of
the sensor. This does not mean that smaller pixels are not possible, but they would hardly
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3 Requirements of the camera

Table 3.6. Requirements of the image sensor affecting instrument performance. Top part lists the
key parameters, whereas the bottom part includes some secondary specifications that must be
held within a reasonable range.

Parameter Unit Requirement Source
Format pixels 2048 × 2048 Table 3.4

Pixel size µm2 ≤ 18 × 18 Optical design
≥ 10 × 10 Tech. limits

Sensitivity @λ0 % > 40 Fig. 3.6

Full well charge ke- > 100 Fig. 3.5

Frame rate fps > 10 Fig. 3.5

Read noise e- < 100 Fig. 3.6

Dark current @278 K e-/s < 1000 Fig. 3.6

Shutter type
Snapshot or

rolling
Section 3.4.3

Readout mode
Read while
exposing

Section 3.4.1

Additional
Non-linearity % < 2

PRNU % < 5

Crosstalk % < 10

Image lag % < 1

Power cons. mW < 500

fulfill other specifications, for example the full well charge (see Chapter 4). As for the
sensitivity, full well, frame rate, read noise, and dark current, they all derive from Fig. 3.5
and 3.6, with some margin added to take into account the increase in cycle time because
of filtergraph and PMPs transitions, and the degradation due to radiation or ageing effects
on the sensor. The margin is especially ample for the dark current because this parameter
is usually severely affected by radiation (see Sections 2.3 and 6.4). Regarding the full
well charge and the frame rate, the given values are the best compromise, but simula-
tions suggest that a higher frame rate would allow a lower full well charge and viceversa.
The shutter requirement depends on the acquisition mode, therefore both shutter options
are possible but the rolling shutter would impose the triggered mode. To complete the
definition, Table 3.6 includes some additional parameters that are not critical for the per-
formance of the instrument but must be kept below certain limits before performance is
affected.

The complete specification of requirements for the camera electronics can only be
completed once the particular image sensor is selected. Therefore it will be detailed in
Chapter 5. Table 3.7 merely lists those requirements directly derived from the image
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3.5 Summary

Table 3.7. Requirements of the camera electronics affecting instrument performance.

Parameter Unit Requirement Source
Dynamic range dB ≥ 60 Eq. (3.22)

Pixel resolution bits/pixel ≥ 10 Eq. (3.23)

Average pixel rate Mpixels/s ≥ 41.9 Eq. (3.24)

Exposure time drift µs ≤ 5 Section 3.4.3

sensor definition in Table 3.6, or discussed in previous sections. The dynamic range is
given by the ratio between the maximum and minimum signal levels which, in this case,
are the full well charge and the read noise:

DR(dB) = 20 · log
FWC
σread

. (3.22)

The effective resolution of the ADC stage shall be such that it digitizes the entire
dynamic range:

Neff,bits = dlog2 DRe, (3.23)

where one must take into account the noise introduced by the digitization process. The
total number of bits of the ADC can be higher than the effective resolution. Finally, the
averaged pixel rate coming out of the sensor, hence of the camera, depends on the frame
rate and the number of pixels as

Prate(pixels/s) =
Nrow · Ncol

Tacq
. (3.24)

The optimum synchronization strategy among filtergraph, PMP, and camera, as well
as the key performance parameters for PHI, are given in Table 3.8. The triggered acquisi-
tion mode is selected as the baseline because it yields optimum polarimetric efficiencies.
However, the continuous mode is also an option, provided that a camera with snapshot
shutter is available and the PMPs’s transition times allow it. Depending on the final cam-
era performance, the parameter n can be tuned to adjust the cycle time and modulation
period.

3.5 Summary

The Solar Orbiter mission presents a challenging orbit around the Sun, with a closest
point at Mercury’s distance and a furthest point at about Earth’s distance. This inner-
heliospheric orbit leads to a harsh radiation environment, whereas the extreme variations
in distance to our star result in severe thermal fluctuations. The spectro-polarimeter (PHI)
on board the spacecraft demands the acquisition of many frames at different wavelength
positions and polarization states in a short time. In this way it can achieve high polari-
metric signal to noise ratios and efficiencies.

55



3 Requirements of the camera

Table 3.8. Optimum operating mode of the PHI instrument according to the derived requirements.
Any deviation, for instance in the image sensor, would lead to variations of this optimum oper-
ating point.

Parameter Value Source
Tuning mode Fast polarization Fig. 3.12

Parameter n 2 ≤ n ≤ 4 Fig. 3.12, 3.13

Acquisition mode
Triggered (or
continuous)a Fig. 3.13

Accumulations NA = 12 Fig. 3.7

Cycle time (s) 48 < Tcycle < 55 Fig. 3.13

Modulation period (s) 1 < Tmod < 1.8 Fig. 3.13

Pol. SNR S NR(Ic) = 103 Section 3.4.1

Pol. efficiency
ε1 = 1.0

Section 3.4.3
ε2,3,4 = 1/

√
3

aDepending on the shutter type and PMPs transition times

The environment of the mission on one hand, and the required scientific performance
of the instrument on the other add a set of constraints to the camera subsystem. Simula-
tions of the instrument running at different operating modes and with different cameras
parameters provide an ideal tool to optimize the camera performance requirements, and
its synchronization with instrument internal subsystems.

Next chapter makes use of the defined specifications for the image sensor and com-
pares them with both the technological state of the art and with other solar spectro-
polarimeters that are in use.
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4 Selection of the image sensor

Recent advancements on the performance of CMOS imagers place them in a competitive
position with respect to CCDs, which, up to date, have been the preferred solution for
scientific applications. Moreover, the CMOS inherent radiation tolerance, together with
its low power consumption and control simplicity, makes this technology very attractive
for space missions. This is particularly the case for Solar Orbiter because it is a medium-
class mission, with limited power and mass budgets, and it will encounter a notably harsh
radiation environment. Consequently, PHI aims at employing CMOS sensors on its focal
plane assemblies.

This chapter reviews the state-of-the-art of CMOS image sensors (CISs), with a main
focuss on space technology, and examines detectors used in similar instruments. In addi-
tion, it assesses the suitability of off-the-shelf and technologically-viable custom sensors
for the PHI instrument. Finally, a justified decision is taken, and the main characteristics
of the selected sensor are exposed. The goal (g3) of the thesis is the author contribution
presented here (see Section 1.1).

4.1 State-of-the-art
At present, the collection of active pixel sensors that have flown on board scientific space-
crafts is limited, the majority corresponding to infrared hybrid technologies. New mis-
sions often need to shape existing sensors to their needs, or to embark on fully custom
developments, which leads to higher costs and risks, as well as to long production times.
Two basic parameters drive the state-of-the-art of CISs: the CMOS process used to man-
ufacture the device (feature size) and the pixel size. CMOS technology tends to scale
down the feature size, which allows reducing physical dimensions and supply voltages,
increasing operating frequency, and improving radiation tolerance against ionizing effects
and latch-ups. On the other hand, miniaturization results in second order effects that affect
the performance. In particular, smaller processes and lower voltages trigger new leakage
current mechanisms (Roy et al. 2003), enhance noise contributions, and facilitate the oc-
currence of multiple single event upsets on digital circuits. These high order effects may
be acceptable for standard processes but contribute significantly to quality degradation on
high performance imagers (Theuwissen 2008). Hence, CMOS imagers employ processes
that, though following the general reduction trend, are well behind the cutting-edge pro-
cesses. For instance, state-of-the-art processes in 2012 for commercial microprocessors
use 22 nm technology, whereas scientific imagers are fabricated in 0.18 µm, which was
the feature size for standard processes in 1999 (see technology roadmap in ITRS 2011).

The pixel size plays a key role in the sensor definition because it influences most of
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4 Selection of the image sensor

Table 4.1. Comparison of CISs pixel architectures. This list is based on the most common ar-
chitectures. The particular features of each pixel depend on its specific design and operating
mode. The main disadvantage of the simple 3T is the high noise because double sampling is not
possible. The 4T architecture solves this problem with the use of CDS. (�) means that the 5T
pixel allows operating the sensor either with a snapshot shutter or with CDS, but not both at the
same time. A 6T architecture would permit combining snapshot shutter and CDS, but with CDS
it suffers from secondary effects (parasitic light sensitivity). Thus, it is usually operated with
uncorrelated double sampling (∗). Adding more transistors can solve this issue. See Holst and
Lomheim 2007 (Ch. 4) or Janesick et al. 2002 for a deeper explanation and pixel schematics.

3T 4T 5T 6T

Advantages Simple (↑↑) Noise (CDS) Noise (CDS)� Noise (CDS)∗

Fill factor Simple (↑) Snapshot� Snapshot

Disadvantages
Noise (↑↑) Rolling Full well (↓↓) Full well (↓↓↓)

Rolling Full well (↓) Fill factor (↓) Fill factor (↓↓)
Image lag Radiation

its parameters. In general, pixel dimensions scale down along with the manufacturing
process, which favors the design of highly integrated cameras with high resolution and
low consumption at reduced costs. This inclination pushes both commercial imagers and
scientific detectors. However, the latter show a moderate reduction tendency because of
degradation on essential performance parameters as the pixel gets smaller. State-of-the-art
pixel sizes on commercial mobile imagers range from 1 to 5 µm, while scientific pixels
occupy between 10 and 18 µm. As a consequence of the size difference, the biggest
scientific CISs hold 16 Mpixels and the majority show resolutions not exceeding 1 −
4 Mpixels. Higher resolutions are achieved using mosaics of smaller sensors, or stitching
techniques (Hoffman et al. 2005).

From this point on, the discussion will focuss on scientific detectors. The spectral
range aimed by each application influences the optimum type of detector technology.
Current visible imagers are fabricated as monolithic or silicon hybridized chips, showing
high sensitivity from 400 to 900 nm. Above those wavelengths, the infrared market is
dominated by hybrid technologies, where HgCdTe sensors provide sensitivity to photons
above 10 µm. Ultraviolet and vacuum UV (100 − 200 nm) sensors may require hybrid
architectures using wide band-gap materials (AlGaN) on the sensitive layer, or multi-
channel plates coupled to silicon sensors to intensify UV photons (Huber et al. 2010, Ch.
25). Extreme ultraviolet sensitivity (10 − 100 nm) can be achieved on silicon via back-
thinning processes (Waltham et al. 2007). Frontside illuminated sensors are the choice for
applications demanding sensitivities not higher than 50−60 %, whereas backside devices
reach above 80 %. The fill factor limits the sensitivity on front illuminated sensors. It gets
worse as the pixel size decreases or the complexity of the pixel design increases, and is
better for smaller CMOS processes.

Pixel types differ in their architecture, characterized by the number of transistors per
pixel and by the photodiode structure. Complex architectures bring new functionalities,
such as analog CDS or snapshot shutter, but reduce fill factor and radiation tolerance.
Therefore, state-of-the-art space sensors restrict their complexity to 3 or 4 transistors per
pixel, leaving 5T and 6T sensors for those cases in which specific requirements apply and
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Figure 4.1. 4T pinned-photodiode CMOS sensor: pixel architecture. The transfer gate separates
the photodiode from the floating diffusion node during integration, and transfers the integrated
charge when the gate is closed. The reset gate, which is local for each pixel, erases any previous
charge from the floating diffusion before the charge transfer. Finally, the pixel value is readout
through an amplifier and an additional select gate. Reset and kTC noises can be removed via
CDS because the reset value can be read just before transferring the charge to the FD, and then
subtracted from the read pixel value.

the radiation environment allows it. Table 4.1 summarizes the key advantages and disad-
vantages of typical architectures from 3T to 6T. Recent sensors tend to employ 4T pinned
photodiode designs (Fig. 4.1) that shield the photo-sensitive area from the surface, thus
decreasing dark current and radiation induced interface traps. However, the pinned pho-
todiode manufacturing process is rather complex compared to usual photodiodes designs.

Smaller pixel size and higher complexity confine the maximum charge capacity of
a pixel. In contrast to CCDs, which can easily demonstrate full well capacities beyond
200 ke-, present space CMOS imagers rarely exceed 100 ke-. Some complex CMOS pixel
architectures, such as capacitive trans-impedance amplifier (CTIA), reach higher full well
charge (FWC) but worsen power consumption and radiation hardness (Hoffman et al.
2005). Dark current also depends on the pixel dimensions, as well as on the photodiode
architecture. Values may vary severely from one sensor design to another, which means
that some sensors must be operated at low temperature to reach acceptable dark current
levels, while others can work at room temperature. Infrared sensors always require opera-
tion at low temperatures because their band-gap is very low. Therefore, thermal electrons
can easily contribute to the signal. Read noise state-of-the-art values also vary signifi-
cantly from one application to another. In those cases where readout rate can be low and
the full well requirement is not very high, read noise can be reduced to about 1 e-. How-
ever, if speed and charge capacity are important factors, read noise shows typical values
between 40 and 100 e-.

Regarding speed, high frame rate demands are addressed in two ways: increasing
the number of outputs and the readout pixel rate. Sensors with resolutions larger than
1 Mpixel usually require more than one parallel output, often a few, in order to keep an
adequate frame rate with the pixel rate within certain limits, thus preserving acceptable
noise and image lag figures. Maximum pixel rates per output in modern sensors are
in the range of 10 to 30 MHz. Above these frequencies, readout and digitization noise
levels, ADC resolution, and power consumption are compromised. The fixed pattern
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4 Selection of the image sensor

noise, which remains one of the disadvantages of CISs with respect to charge-coupled
devices, worsens in sensors with many parallel outputs.

State-of-the-art specialized CISs processes have proven good spatial uniformities for
resolutions up to 16 Mpixels, and allow integration of several on-chip circuitry. Scientific
sensors, especially those designed for space, make a minimum use of the integration capa-
bilities to avoid any performance reduction. For example, on-chip ADCs are not yet able
of providing good results at resolutions above 10 − 12 bits. As additional functionality,
present imagers can normally do windowing.

Among other features, radiation tolerance differentiates space sensors from the rest.
State-of-the-art space CMOS imagers employ several techniques to enhance their toler-
ance against radiation. First, smaller processes lead to transistors with thinner gate oxides,
which means that oxide traps are minimized and the susceptibility to ionizing radiation
decreases. The limitation to this scaling effect arises from the oxides used in the shallow
trench isolation (STI) structures, and from the fact that smaller features are usually ac-
companied by lower voltages. The oxides should not be reduced to guarantee isolation,
while lower voltages are more susceptible to radiation induced threshold voltage changes.
To overcome the effect of traps in the isolation oxides, transistors with circular shapes
and p+ guard rings structures are employed (Velazco et al. 2007, Ch. 7). Guard rings also
protect against latch-ups. Pinned photodiodes provide shielding from the surface, acting
as a barrier against interface defects and charge carrier traps. However, this advantage
with respect to ionizing dose may be a counter measure against displacement damage
(Goiffon et al. 2010). The parameters most affected by radiation are dark current, sen-
sitivity, read noise, and power consumption. Others, such as non-uniformities and hot
pixels, may also suffer from degradation. As for levels of tolerance, some CIS prototypes
have demonstrated operability at Mrad(Si) doses (Eid et al. 2001; Bogaerts and Dierickx
2000). However, imagers compliant with scientific criteria rarely show tolerances above
200 krad(Si), usually being below 100 krad(Si). Susceptibility to displacement damage is
normally limited, or tested, to an equivalent 10 MeV proton fluence of a few 1011 p+/cm2

(e.g. Bogaerts et al. 2003 or Van Aken et al. 2009). Most of the modern CMOS imagers
are immune to latch-ups, and their single event upset susceptibility highly depends on the
additional circuitry of the sensor.

Table 4.2 shows a list of state-of-the-art sensors that may be suitable for PHI. It in-
cludes the six available visible CMOS imagers that best exhibit a resolution, radiation
tolerance, full well, and frame rate compliant with the aimed specifications (Chapter 3).
In addition, the last column (vendor 7) specifies the proposal of a customized development
for this camera. This proposal has been defined taking into account what is technically
viable without entailing major risks.

Future CISs for space scientific applications will probably continue pushing in the
direction of increasing the number of pixels and decreasing the pixel size, while not dis-
turbing the overall performance. More complex pixel architectures, such as 5T pinned
photodiode or 6T, may find their way in demanding radiation environments, and may
provide additional functionalities, snapshot shutter, and reduced noise features. The in-
clusion of on-chip ADCs with acceptable resolutions and sampling rate may substitute
the usual concept of front-end electronics.
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4 Selection of the image sensor

Table 4.3. Image sensors employed in current solar magnetographs: main features. List includes
in the following order: type of sensor, pixel format, pixel size, frame rate, full well charge,
spectral range, illumination side, and shutter type. Section 2.1 provides more information about
these instruments.

MDI HMI IMaX CRISP SP TIP-II
(1995) (2010) (2009) (2008) (2006) (2005)

CCD CCD CCD CCD CCD CMOS hybrid
1024 × 1024 4096 × 4096 1024 × 1024 1024 × 1024 224 × 1024 1024 × 1020
21 µm2 12 µm2 12 µm2 N/A 12 µm2 18 µm2

0.47 fps 0.43 fps 30 fps 35 fps ∼ 21 fps 36 fps
450 ke− 200 ke− 170 ke− N/A 130 ke− 320 ke−

0.4 − 0.9 µm 0.9 − 2.5 µm
Frontside Frontside Frontside Backside Frontside Frontside

Mechanical shutter (snapshot) Rolling sh.

Currently-in-use space and ground-based solar magnetographs employ, almost exclu-
sively, CCD imagers (Table 4.3). Only those instruments working in the infrared, as TIP-II
does, are using CMOS hybrid technologies. However, TIP-II creates 1D magnetograms
versus wavelength, which means that the impact of the rolling shutter and fixed pattern
noise is not that severe as in 2D maps. The maturity of charge-coupled device (CCD) tech-
nology, together with the moderate radiation environments encountered by earth-orbiting
missions like SDO (HMI) or Hinode (SP), motivated those decisions. All these imagers
benefit from the high full well capacities provided by CCDs. Only the most recent in-
strument (HMI) demands a resolution higher than 1 Mpixel. As for the minimum rate
required, it varies among instruments because it depends on several optical parameters,
such as field of view or spatial resolution (Section 3.4). If one compares the characteris-
tics of these imagers with the state-of-the-art space CISs, it comes clear that full well, as
well as fixed pattern noise, are sacrificed for the sake of a better radiation tolerance, an
electronic shutter, and lower consumption.

4.2 Assessment of alternatives
Both technical and non-technical aspects are considered during the evaluation of image
sensor possibilities. The first step consists of comparing technical parameters to the list of
requirements (Table 3.6) and radiation specifications (Fig. 3.2), and studying the impact
on the instrument performance. The second step analyzes cost, risk, procurement time,
and logistics. Previous section exposed the difficulties of finding an appropriate CMOS
sensor for space applications, and provided a pre-selection of detectors to contrast with
(Table 4.2).

The first two sensors, vendor 1 and vendor 2, use the most mature technology. This
derives from their CMOS process sizes, which are larger than for the rest. They, especially
Vendor 1, have demonstrated good response to high radiation doses after full qualification
campaigns. The major drawback of these options lies in the resolution, which is only
1024 × 1024. Since PHI baseline is a 2048 × 2048 sensor, these detectors would lead to
either a reduction of the field of view by a factor of four, or a decrease in spatial resolution.
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Figure 4.2. Influence of image sensors vendor 5, 6 and 7 on instrument performance: cycle time
and modulation period. Parameter n was defined in Section 3.4.2. Dashed gray lines define the
maximum allowed times. **This simulation assumes that vendor 6 sensor shows a frame rate of
5 fps. Tuning and acquisition modes as defined in Table 3.8 are employed.

Therefore, they are only considered a back-up solution, to be adopted in case no suitable
2048 × 2048 sensor rises.

Vendors 3 and 4 hold a 6T pixel architecture, which has the advantage of operating
with snapshot shutter. Hence, they would allow running the instrument in continuous
mode (see Section 3.4.3). However, the complex pixel architecture results in two disad-
vantages: sensitivity is reduced due to the fill factor and radiation tolerance is low. In
particular, vendor 3 is a commercial sensor, which was not designed for space purposes,
whereas vendor 4 was designed for low Earth orbit (LEO) missions. Results of radiation
tests suggest that problems, especially artifacts and power deviations, start appearing in
vendor 3 after a ionizing dose 20 krad(Si), which is far below the expected dose of the
PHI camera. In addition, displacement damage was tested only up to low proton flu-
ences. Vendor 4 sensor has proven good functionality up to 10 krad(Si) of ionizing dose,
but it has not been tested further or against displacement damage. Besides, its architec-
ture, together with the fact that low Earth orbits show typical total ionizing doses below
20 krad(Si) under 2 mm Al shielding (ESA PA 1993, Ch. 16), suggests that the tolerance
to radiation of this sensor is insufficient for Solar Orbiter.

Vendor 5 is an off-the-shelf hybrid sensor which infrared version has flown already
in Earth-orbiting scientific missions. It can deliver up to 38 fps via 32 parallel outputs,
which can be controlled by an off-the-shelf rad-hard ASIC. Its high level of dark current
requires operation at low temperature (below 240 K to reach levels lower than 400 e−/s).
Radiation figures regarding displacement damage are confidential, thus user testing is
recommended. Vendor 6 is not an off-the-shelf sensor, but a custom development for a
mission that currently runs its implementation phase. Though some radiation parameters
are confidential, the mission for which the sensor is intended (BepiColombo) will orbit
Mercury, which means that its radiation environment will be very close to the one of Solar
Orbiter. The primary shortcoming of this option is the frame rate, which is only of 1.2 fps.
Hence PHI would require a partial redesign of the sensor to either increase the number
of outputs or boost the readout frequency. The last option is vendor 7, which supposes a
fully custom development. If one simulates the performance of the instrument for these
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4 Selection of the image sensor

three alternatives (Fig. 4.2), vendor 5 shows a fulfillment of specifications well beyond
requirements, vendor 7 is compliant with ample margins, and vendor 6 sits at the edge of
the requirements assuming that 5 fps are reached after redesign.

New developments or partial redesigns always entail higher risk and procurement
times than off-the-shelf products. This, joined to the typical fact that off-the-shelf costs
shall be lower, makes new developments difficult and challenging. However, costs are not
always higher for new developments, depending that on the company, heritage, and its in-
terest on the aimed sensor. Finally, logistics difficulties are often related to geographical
and political aspects. Consequently, vendor 7 leads to the highest risk and procurement
time. However, in this case, vendor 7 presents the lowest cost and simplest logistics (Ta-
ble 4.4). The partial redesign of vendor 6 results in an intermediate risk, but cost and
logistics are demanding. Lastly, vendor 5 would minimize the risk and delivery time with
a moderate sacrifice in cost and logistics with respect to vendor 7.

4.3 Decision and sensor description

The discussion and analysis of alternatives in the previous section classified vendor 5
and vendor 7 as the most appropriate candidates for the sensor selection. Disadvantages
of vendor 5 arise in terms of confidentiality issues, which make the radiation levels for
displacement damage and for the readout ASIC uncertain, as well as of logistics and cost.
The cost becomes exceptionally high if parts for user radiation testing are required. On
its part, vendor 7 has the disadvantages of running higher risks, demanding user radiation
tests, and resulting in a comparably longer development time. In view of all collected
information, we decide to weight cost and logistics against risk, and select vendor 7, the
custom development, as the scientific image sensor for PHI.

The selected sensor, so-called ISPHI, is a development contracted with the Belgian
company CMOSIS nv. It has a resolution of 2048× 2050 pixels with a 10 by 10 µm pixel
pitch. Each pixel comprises four transistors and a pinned photodiode, which provide low
dark current and allow performing correlated double sampling to reduce reset and kTC
noise. ISPHI is front-side illuminated and is manufactured in the Tower 0.18 µm CIS
process. The device works with a main supply of 3.3 V. The rest of the performance
goals were exposed in Table 4.2 (vendor 7).

Two main parts constitute the sensor architecture: pixel array and readout stages
(Fig. 4.3). On the first part, externally applied signals control pixels exposure and op-
erate the electronic rolling shutter. These external signals address the array rows, govern
the pixel internal transistors (gates), and command the connection of pixel rows to the
readout circuitry. After exposure, pixel signals are transferred to the parallel column am-
plifiers (column gain stage) in a two-rows at a time basis. Then, the two consecutive rows
are multiplexed into four serial lines, the CDS correction is performed, and finally the
four lines are multiplexed again into two external analog outputs. These two simultane-
ous outputs permit to readout the sensor at 11 fps using a 30 MHz clock, which takes into
account the overhead times during the readout. The operation of the column amplifiers,
multiplexing stages, and output stages is also commanded by external signals. A set of
internal registers, controlled via a serial peripheral interface (SPI), configures different
parameters of the readout stages. In addition to the external control signals and main
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4.3 Decision and sensor description

Table 4.4. Comparison of sensor alternatives: technical compliantness, risk, cost, procurement
time, and logistics. Logistics considers difficulties emanating from confidentiality issues, ITAR
restrictions, and others. Higher grade implies better technical requirements match, higher risk
or cost, longer time, or more laborious logistics.

Technical Risk Cost Time Logistics
Vendor 5 • • • • • • • • • •

Vendor 6 • • • • • • • • • • • •

Vendor 7 • • • • • • • • • • •
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Figure 4.3. ISPHI sensor architecture identifying the external interfaces, the two analog outputs,
and the readout stages (left). Rows from the pixel array shift to the column gain stage in two at
a time basis, so that only 1024 rows are addressed. Right side shows a picture of the packaged
sensor (top) and of the sensor die (bottom).

supply, the sensor requires eight tunable pixel supplies.
At design level, some of the measures discussed in Section 4.1 are taken towards a

better radiation tolerance of the ISPHI. Firstly, a heavily doped p+ layer on the pinned
photodiode shields it from the surface, decreasing defects and traps induced by ioniz-
ing environments. Secondly, adequate transistors layout, in particular the use of circular
transistors, mitigates the leakage effect due to ionizing induced charges. Moreover, the
technology scaling down to 0.18 µm also helps to improve tolerance against ionizing ra-
diation and latch-ups. Regarding protection against single event upsets on the internal
registers, the sensor does not include any built-in redundancy.

The development plan for the sensor has an initial duration of 10 months, assuming
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4 Selection of the image sensor

3 months of sensor design, 3 months of sensor manufacturing in the foundry, 1 month of
wafers assembly on the packages, and 3 months of first testing and characterization. Af-
ter that, radiation tests shall be performed with a duration of about 6 months. However,
space qualification lies out of the contractor’s responsibility. Even though the fundamental
design and production tasks were carried out by CMOSIS, we supported the whole de-
velopment, participating in the critical development decisions, and conducting the proper
fulfillment of requirements.

Packaging of the sensor is also an ad-hoc design. In particular, the package is a ce-
ramic 91-pins PGA with removable glass window (Fig. 4.3, right). Its manufacturing
process takes about 4 months.
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5 Design of the camera electronics

Following to the definition of the image sensor, the second essential piece of the camera
is the front-end electronics, the concept of which was presented in Section 2.2.

This chapter defines the camera electronics functionality, describes its architectural
design, and addresses the fulfilment of its performance requirements. The discussion pri-
marily focuses on the digital control electronics, which is based on a field programmable
gate array. The FPGA device and design solution, with emphasis on critical aspects and
limitations, are described. Moreover, we propose a set of enhanced functionalities to be
added to the control electronics. Finally, the impact of space radiation on the implemented
design is covered.

The author original work in this chapter accomplishes the goal (g4) of the thesis and
includes the major contributions (c2) and (c3). Details can be found in Section 1.1.

5.1 Functionality and architecture
The camera electronics must carry out a set of functions that, basically, turns the image
sensor into an operable camera. Each of these functions shall demonstrate a minimum
performance to both, fulfill the instrument’s requirements and make the most of the image
sensor’s features. A descriptive list of those tasks follows:

1. Supply of the image sensor, which includes fixed bias voltages plus a set of eight
tunable pixel supplies that optimize the performance.

2. Control of the image sensor at pixel array level. This task encompasses the gen-
eration of pixel signals to control the image exposure, as well as the sequential
addressing of rows to govern the electronic shutter.

3. Readout of images from the sensor. It requires the control and clocking of the
output stages of the sensor to produce an adequate stream of pixel data at its two
analog outputs.

4. Communicate with the sensor via the provided SPI interface to write and read in-
ternal configuration registers.

5. Digitize the two sensor’s outputs.

6. Transmit the digitized image through an external data interface.

7. Produce a set of housekeeping values, which shall contain information about cam-
era temperatures, current consumptions, voltages, version, and internal status.

67



5 Design of the camera electronics

Table 5.1. Goal performance parameters for the camera electronics considering instrument and
ISPHI requirements. FEE read noise refers to contributions to the read noise that arise from
the camera electronics, like digitization noise. The peak pixel rate results from the maximum
frequency of the two output channels of the sensor, which is 2 × 30 MHz (Section 4.3). The
average pixel rate is the peak pixel rate but taking into account overhead times. See Section 3.4.4
for an explanation of how the rest of parameters are derived.

Parameter Unit Goal
FEE read noise e− ≤ 60

Dynamic range dB ≥ 64.4

Pixel resolution bits/pixel ≥ 11

Average pixel rate Mpixels/s ≥ 46.2

Peak pixel rate Mpixels/s 60

Exposure time drift µs ≤ 5

8. Communicate with a control external interface to receive commands that configure
and manage the overall functionality, and to transmit HK information.

The performance requirements of the camera were first defined in Chapter 3 assuming
an image sensor with the minimum required features (Table 3.7). After selecting the
ISPHI sensor in Chapter 4, see specifications in Table 4.2 (Vendor 7), we can refine those
requirements to get the maximum out of the sensor’s features (Table 5.1). Performance is
specified in terms of maximum noise to assure that the sensor’s read noise is not exceeded
by the FEE noise, and of speed to achieve the desired frame rate. FEE read noise, dynamic
range, and pixel resolution relate to the noise, whereas the pixel rates link to the speed,
and the exposure time drift indicates accuracy.

The camera design concept follows a discrete electronics approach (see Section 2.2.2
for concept definitions). The high cost and long design time of an ASIC readout alter-
native are not reasonable for this single camera development. Thus, each module of the
design block diagram is implemented with an individual component (Fig. 5.1). FPGA is
the technology chosen to implement the digital control electronics. As discussed for the
camera concept, a digital ASIC is not an option in terms of cost and scheduling, whereas
an off-the-shelf and space qualified µProcessor does not meet the camera speed require-
ments (see Section 2.4 for technologies comparison). The camera works with an external
120 MHz clock provided by a crystal oscillator. The data stream consists of two 14-bits
ADCs running at 30 Msps that digitize the analog outputs of the sensor and send the re-
sult to the control FPGA. The FPGA multiplexes both outputs into a single 60 MHz line,
which is then sent to a serializer and transferred via a channel-link interface to the on-
board processing unit. This interface allows sending data at rates above 1.5 Gbps over
a serialized link using 3 + 1 differential pairs. An additional SPI interface running at
2.5 MHz permits receiving commands from the instrument control unit as well as send-
ing out housekeeping information. The analog housekeepings are retrieved via two extra
ADCs with integrated multiplexer that provide 16 analog channels. Finally, eight pro-
grammable digital-to-analog converters configure the pixel supplies, while a ninth one is
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Figure 5.1. Block diagram of the camera electronics. Digital data stream is highlighted in blue,
analog signals in brown, supplies in orange, and the rest of digital connections are black. Note
that power connections other than the pixel supplies are not detailed.

Figure 5.2. Pictures of the camera electronics: electrical model. All camera components are
allocated within two boards: sensor board and FPGA board. The sensor board contains the
ISPHI, which lies at the top of the camera, and the two analog-to-digital converters on the bottom
part. Two flexible PCBs connect it with the FPGA board, which includes the FPGA (bottom
part on the right side), DACs, housekeeping circuitry, channel-link serializer, and the external
interfaces. Two cables come out of the FPGA board, one comprising data and commanding
interfaces and the other the supply lines. The space between boards will accommodate the cold
finger element at the bottom of the ISPHI.

employed to set the latch-up protection threshold (see Section 5.3.1). Figure 5.2 displays
two pictures of the camera electronics including the ISPHI sensor.

From the camera block diagram, one can determine the specific tasks that the digital
control electronics shall accomplish, and relate them to the list of camera functionalities
given at the beginning of the section (Table 5.2). In addition to accomplishing those
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Table 5.2. List of digital control electronics tasks.

ID Task

1 Control and clocking of the sensor at pixel and readout levels, as well as communi-
cation with its SPI interface (camera tasks 2, 3, 4)

2 Generation of the ADCs sampling clocks at 30 MHz (linked to camera task 5)

3 Acquisition and synchronization of data from both ADCs at 30 MHz, and multiplex-
ing of it into a single 60 MHz line. A low frame rate mode with ADCs running at
15 MHz shall also be supported (linked to camera task 5)

4 Communication with channel link serializer to transmit data up to 60 MHz (camera
task 6)

5 Communicate with the external SPI interface at 2.5 MHz to receive commands and
send housekeepings (camera task 8)

6 Management of commands and housekeepings (linked to camera functionalities 7, 8)

7 Control of HK-ADCs to retrieve analog housekeepings (camera task 7)

8 Control of DACs to tune the sensor’s pixel supplies (linked to camera task 1)

tasks, the FPGA design shall guarantee the performance requirements previously showed
in Table 5.1.

5.2 Digital control electronics

Previous section introduced the camera electronics and detailed the roles played by the
digital control part. Hereafter we propose a design solution, analyze alternatives for the
most demanding points, and report on the outcomes of the design.

5.2.1 FPGA device

The camera functionality is not foreseen to change during the mission, thus in-flight re-
programmability of the field programmable gate array is not required. This fact motivates
the use of antifuse FPGA technology, which shows high tolerance to radiation and re-
duces power consumption (see Section 2.4, Table 2.7, for a comparison of technologies).
In particular, we decided to employ the RT AX250 FPGA from Microsemi in a CQ352
package. This family of devices has a long flight heritage and represents the state-of-the-
art of space antifuse FPGAs. Its main features are (Microsemi RTAX datasheet 2012):

• Manufactured on 0.15 µm CMOS antifuse process.

• Radiation tolerance: TID > 200 krad(Si), SEL-LETth > 117 MeVcm2/mg, SEU-
LETth > 37 MeVcm2/mg1.

1Berg et al. (2011) and Rezgui et al. (2009) discuss the dependency of SEU LETth and cross-section
with frequency and circuitry features in the RTAX family.
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• Built-in Triple Module Redundancy in all user flip-flops. No SET built-in mitiga-
tion is included.

• Differential IO capabilities (LVDS).

• Capacity of 1408 registers (R-cells) and 2816 combinatorial cells, each of which
can implement above 4000 different 5-bits functions.

5.2.2 Architecture
In order to fulfill all assignments in Table 5.2, the control electronics design splits up into
eight internal modules (Fig. 5.3). The clocks manager receives the 120 MHz clock from
the external oscillator and generates the main clocks of the design: pixel clock at 30 MHz
and channel-link clock at 60 MHz. When running at low frame rate, which is a mode
controlled by the Commands manager, these clocks have frequencies of 15 MHz and
30 MHz, respectively. The IO & POR manager configures the type of every input/output
of the FPGA and controls the overall power-on reset (POR) policy of the design. An
asynchronous POR signal is applied externally.

The ISPHI controller manages the complete image sensor interface. First, it imple-
ments the SPI protocol via two shift-register structures to read and write registers on the
sensor with a SPI clock running at 15 MHz (SPI interface). Second, it creates the signal-
ing to reset, address, and transfer rows of pixels to the amplification stages of the sensor,
thus managing the exposure time, the electronic shutter, and the correlated double sam-
pling (Pixel control). Finally, it governs the readout of pixels via the adequate clocking
of the output stages (Readout control). The Commands manager sets all configurable pa-
rameters, such as exposure time or readout rate, and commands the read/write of sensor
registers. The Data manager creates the data path between the ADCs and the external
channel-link interface. First, the ADCs clocking module generates the clocks needed to
sample the analog outputs of the sensor. Then, the Data acquisition acquires the two data
streams received from the ADCs and synchronizes them with the channel-link clock. Af-
ter that, the CL controller multiplexes both data lines into a single stream and sends it to
the channel-link serializer together with the needed control flags. The ISPHI controller
sends synchronization flags to the Data manager to indicate when the image readout starts
and ends.

All DACs are governed by the DACs controller, which implements the required SPI
interface (master side) to communicate with the converters using a 15 MHz clock. In the
same way, the Housekeeping ADCs controller manages the two external ADCs through
another SPI interface (master side) also at 15 MHz, and retrieves the digitized analog-
HK values, which are then sent to the Commands manager. The SPI module is the slave
implementation of the serial peripheral interface that links the camera with the instru-
ment’s processing unit. The SPI clock runs at 2.5 MHz. The module is controlled by
the Commands manager, and transmits all commands replies and housekeepings. On the
other side, it receives commands and housekeeping requests. Apart from the clock syn-
chronization and transmission/reception shift-registers, the module adds/checks the cyclic
redundancy check (CRC) for all output/input SPI packages. Finally, the Commands man-
ager is in charge of configuring and triggering the operation of all modules, as well as of
the managing of analog and digital housekeepings.
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Figure 5.3. Reduced block diagram of the FPGA design. For simplicity, only connections of
modules with external blocks and main inter-modules links are displayed.

5.2.3 Critical points

We identify two parts of the proposed architecture (Fig. 5.3) as critical to reach the per-
formance specifications presented in Table 5.1: ADCs clocking and Data acquisition.
Furthermore, the power-on reset policy is considered relevant for requiring particular im-
plementation techniques. This section addresses and discusses specific design solutions
for these critical points.

5.2.3.1 ADCs clocking

The digitization noise is the most significant contribution of the front-end electronics to
the total read noise. Other sources, such as circuit crosstalk, grounding, or power supply
noise, are usually minimized with an appropriate analog design and layout. Some noise
components of the digitization stage, such as quantization noise or non-linearities, are
inherent in the ADCs themselves. Therefore, one can overcome them via selecting a
converter with enough effective number of bits (ENOB) at the desired sampling rate,
11 bits at 30 MHz in this case (Table 5.1). However, other noise sources originate from
the clocking of the ADCs.

In particular, two parameters of the sampling clock have a crucial influence over the
noise: the sampling instant and the jitter. The sampling instant is determined by the
active edge of the sampling clock, and represents the actual time at which the analog

72



5.2 Digital control electronics

pixel is sampled. Sampling the signal too early, before it is settled, leads to spurious
contributions from the previous sample (pixel), while a late sampling can interfere with
the transition to the next sample. An optimum sampling instant, or window, shall be
identified to assure minimal spurious contributions. As the sampling frequency increases,
the optimum window becomes smaller. Furthermore, this optimum instant is a priori
unknown for the sensor outputs and may show dependence on temperature and radiation
dose, or may even vary from output to output. Therefore, a fixed pre-calibrated sampling
instant may not be the best solution. On its part, the clock jitter causes random variations
on the sampling edge from pixel to pixel, which degrade the dynamic range. To guarantee
a non-degraded dynamic range in an N bits ADC, assuming a sinusoidal input signal of
frequency f , the clock jitter (rms) shall fulfill (Kester 2005, Sect. 6.5):

t j <
1

π · f · 2N+1 . (5.1)

A 30 MHz input signal in a 14 bits converter requires a maximum jitter of t j(14b) =

0.3 ps, while the requirement for the needed 11 bits of effective resolution is relaxed to
t j(11b) = 2.6 ps. Ideally, ADCs should be clocked by a local oscillator located as close as
possible to reduce jitter effects. However, the necessity of finding an optimum sampling
point makes inviable the use of such a fixed clock. Fortunately, the outputs of an image
sensor usually do not present large pixel to pixel variations, but a slow slew rate, which
means that the jitter effect is smaller than that predicted for a sinusoidal input signal. If
we compare the clocking requirements of all sensors presented in Chapter 4, the high
readout frequency of the ISPHI imposes the hardest constraints. Finally, clock skew may
also be a concern because it can compromise the synchronization when two or more ADCs
present different skews in their sampling clocks. Next section will discuss synchronization
strategies.

To tackle the finding of the optimum sampling instant and its potential variability, we
propose to generate a tunable sampling point. This approach allows the user selecting
the sampling point among a set of delayed versions of the clock via sending a command
(Fig. 5.4). Thus, the camera can be calibrated to reach an optimum value. We limit the
number of available points to eight, which implies a separation of ∆s = 4.17 ns for a
30 MHz clock. The implementation of this solution on the control FPGA requires gen-
erating a set of delayed clocks and selecting the one with the desired active edge. These
clocks can be created either using combinatorial logic that delays the input signal, i.e., a
string of inverters, or employing a fast master clock that oversamples the clock to shift it.
The main disadvantage of the first alternative is that controlling the combinatorial delays
may be an unmanageable task, especially because they can show dependence with tem-
perature. The second option provides deterministic edge positions, but requires the use of
a high frequency clock. In particular, either using a clock eight times faster or employing
both, rising and falling, edges of a four times faster clock would be needed. Although
the design using both edges demands a careful control of the signals to avoid timing vi-
olations, a clock eight times faster (240 MHz) would consume more power and highly
complicate the camera layout. Accordingly, the main clock of the design has a frequency
of 120 MHz. Figure 5.5 shows the schematic used for that purpose. The proposed struc-
ture assumes that the main clock can freely sample the p0 clock (PixelCLK) without any
risk of metastability, which is reasonable because PixelCLK was previously derived, in
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which active edge (rising) matches the point p0. Each sampling point from p1 to p7 would lead
to a sampling clock with its active edge delayed to meet that point. The signal above (pixel level)
is the analog input to be sampled. The optimum sampling point for this example lies between
p5 and p7.
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Figure 5.5. Tunable sampling point: schematic. MainCLK is the four times faster clock pro-
vided by the external oscillator, whereas PixelCLK represents the sampling clock at the original
position p0.

the Clocks manager module, from that main clock. Any additional delay added between
the generation of the clock in the FPGA and the input of the ADC, such as the FPGA
output port or the propagation through the PCB, would affect equally all sampling points.

Applying the presented concept of sampling point, two solutions for the implementa-
tion of the ADCs clocking follow. The first one is a direct approach to solve the problem,
whereas the second tries to optimize the critical parameters discussed above. Hereinafter
we present their implementation, advantages, and disadvantages, while their performance
after being tested in real hardware will be exposed in Chapter 6 (Section 6.1).
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Figure 5.6. Simple (a) and proposed (b) solutions for ADCs clocking: comparison.

Simple clocking strategy This approach assumes that both sensor outputs present equal
or very similar delays, and that the same happens to the sampling clock paths. Therefore,
the same sampling clock can safely trigger both converters. In addition, to save FPGA
output pins and to simplify the boards layout, a single output feeds both ADCs. Figure 5.6
(a) sketches this alternative. The main advantages are that the synchronization and multi-
plexing of data from the two ADCs is simple because both share the same sampling clock,
and that the number of resources, pins, area, and power, is minimal. On the other hand,
differences between the optimum points of both analog channels add noise to the readout
process, and the transmission of the sampling clock from the FPGA to the converters may
be susceptible to interferences and undesired reflections.

Proposed clocking strategy In this case, the sampling point of each ADC can be se-
lected independently because two individual sampling clocks are generated (Fig. 5.6, b).
Moreover, interferences on the clock transmission from the FPGA to the ADCs are re-
duced by using differential signaling (LVDS). The advantages of this solution are that
differences between both analog channels can be overcome, and that routing-related noise
sources are minimized. However, these benefits come at the expense of more FPGA pins
(four instead of one), more complex layout, and the need of a differential, low jitter, re-
ceiver next to the converters. In addition, the synchronization and multiplexing stages for
this approach become more complex (see next section).

In summary, while the first approach provides simplicity against performance, the
second aims at optimum performance but becomes more complex. This second approach
is only justified if the performance results of the first one are not satisfactory.

5.2.3.2 Data acquisition from ADCs: synchronization

Transferring the image data from the ADCs to the CL serializer through the FPGA re-
quires three steps: retrieving the pixel data from the two converters, synchronizing these
data streams with the channel-link clock, and multiplexing them into a single line in the
channel-link clock domain. The digital data from the converters are synchronized with
the falling edges of the sampling clocks, which are generated inside the FPGA. Thus, the
first step is direct if the sampling clock and data propagation delays are small enough
(Fig. 5.7). To guarantee proper operation even if those delays vary with operating condi-
tions, the sampling point used to internally sample the digital data is uncoupled from the
ADC sampling clock. For example, SampCLK(pi) may feed the ADC and SampCLK(pi+1)
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Figure 5.7. Sampling clock and ADC data delays from/to the FPGA. The condition below shall be
fulfilled if the same clock (SampCLK(pi)) feeds the ADC, and samples the digitized data inside
the FPGA, i.e., if pi = p j.

register the digital data, so that an additional delay of ∆s is allowed. After this step, two
data buses are available in the domain of the sampling clocks. The third step is simple
because the two data buses to multiplex already belong to the final clock domain. Fi-
nally, the primary difficulty emanates from the second step, which synchronizes data in
the variable sampling clock domains with the doubled frequency channel-link clock. This
process shall avoid sampling the data during the transition periods, which would lead to
metastabilities2, thus to wrong data. The synchronization process turns to be more or less
complex depending on which of the solutions given in the previous section is adopted for
the clocking of the ADCs. While the simple solution, where both ADCs share sampling
clock, requires a single synchronization between the sampling clock and the CL clock,
the proposed solution needs to synchronize two independent sampling clocks with the
CL clock. These two independent synchronizations can make it difficult to multiplex the
data buses into one line if they present a delay in clock cycles after synchronization. We
present here a specific solution for the simple case, and evaluate a set of general solutions
that can be applied to both, the simple and the proposed clocking strategies.

Synchronization of simple clocking: shifting of CL clock This special solution greatly
simplifies the synchronization scheme when a single clock samples both converters. It
consists of delaying the channel-link clock as a function of the selected sampling point,
in the same way the sampling clock is delayed. Hence, the sampling clock and the CL
clock are synchronous and digital data from the ADCs can be directly sampled using
the CL clock. The implementation of this solution requires a schematic similar to the

2A metastability occurs if the input signal of a register changes just before or after the active edge of
the clock, hence provoking an instability. The minimum times before and after the active edge in which the
input signal must be stable are the setup and hold times of the registers.
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one used to generate the sampling clock (Fig. 5.5), but applied to the double frequency
CL clock. In this case, since MainCLK has double the frequency of the input CLCLK,
only four versions of the clock can be generated. Therefore, the schematic is reduced
to three D-flip-flops plus a four-inputs multiplexer. The only remaining concern of this
solution are the control flags that indicate the start and end of frames to the CL controller.
These flags are generated using the non-delay version (p0) of the clocks, and now has to
be sampled by any delayed version of CL clock. However, since both the delayed and
non-delayed clocks are internally generated using the main clock, the flags can be freely
sampled if they fulfill tprop < ∆s − tsetup, where tprop is the propagation delay of the flags
inside the FPGA, ∆s is the minimum delay between adjacent sampling points, and tsetup

is the registers set-up time. The disadvantage of this solution is that the clock provided
to the channel-link serializer changes phase every time the sampling point changes. This
situation makes the internal phase-lock loop of the serializer to re-synchronize and lose
its output clock for some time. However, the sampling point shall only be changed during
calibration and the serializer can be powered-down and powered-up every time this op-
eration is performed. On the other hand, the main advantage is related to the amount of
extra resources needed to acquire the ADCs data, which is reduced to the three registers
and multiplexer required to delay the CL clock, apart from the data registers to sample the
input data bus.

Synchronization of proposed clocking The following paragraphs discuss the concept,
advantages, and disadvantages of three approaches proposed to solve the general syn-
chronization problem. The first solution employs the clock relation between domains to
simplify the synchronization, while the last two options assume that sampling and main
clocks belong to completely asynchronous domains. In all three cases, the synchroniza-
tion structure adds extra delays to the data streams. To guarantee that the control flags sent
by the sensor controller, such as start and end of frame, are in phase with the acquired data
in the channel-link clock domain, as well as to adjust the ADC delay, a parameter called
pipeline delay is introduced. This parameter, selectable by command, permits delaying
the cycle at which the data in the CL domain starts being sent to the serializer.

Approach 1: Mesochronous structure As previously discussed, the sampling clock
is a delayed version of the pixel clock. Thus, these two signals are not asynchronous but
mesochronous (Dally and Poulton 1998, Ch. 10), i.e., they have the same frequency and
different phase. In addition, the sampling clock, the pixel clock, and the channel-link
clock are originally derived from the same main clock of the design. Therefore, if one
uses the clocks just after being created and before any multiplexing or input/output stage,
and takes care of the timing violations, it shall be possible to produce a synchronization
signal that allows sampling the ADC data using the channel-link clock. Figure 5.8 shows
the proposed structure. All sampling clocks before multiplexing, as well as the channel-
link clock before entering any clock routing resource, belong to the main clock domain.
The first FF and gate at the top detect the falling edge of the sampling clock (point i),
whereas the two subsequent gates plus the second FF keep the detection signal active
until a rising edge on CL clock occurs. Given that CL clock is generated on the rising
edges of the main clock, if the propagation plus multiplexing delay of the enable signal
fulfills tprop+mux < (TmainCLK/2 − tsetup + tprop_CLCLK), with tprop_CLCLK the propagation delay
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Figure 5.8. Data synchronization using mesochronous structure. Blue signal are in the sampling
clock domain ( f req = f ), orange in the main clock ( f req = 4 f ), and green in the final channel-
link clock domain ( f req = 2 f ). The top part generates an enable signal to safely sample the data
from the ADCs using the channel-link clock. This enable signal shall be generated per sampling
point, with the appropriate one being selected to sample the data. Data registers are displayed at
the bottom row. They consist of n registers each, with n being the number of data bits.

of CLCLK from its generation point, it can directly feed the enable pin of the bottom FFs
that sample the data into the CL domain. In principle, the top part of the structure needs
to be replicated for every sampling point, and then selected, while the bottom part is in-
stantiated for each ADC, i.e., twice. Each ADC has an associated sampling clock with
a given sampling point. However, since the frequency of the CL clock is only twice the
one of the sampling clocks, each group of four sampling clocks will generate the same
enable signal. Thus, the top part of the structure can be replicated only twice. The data
from two sampling clocks with different phases may be synchronized in different cycles
of the CL clock, which may mismatch the pixels after multiplexing. To solve this point,
an additional delay of one CL clock cycle can be added to the synchronized data before
multiplexing. This delay is controlled via commanding, but has default values associated
to each sampling point, which, in principle, should not change. In total, this structure
requires 8 · 2 + 2 · n = 46 registers per ADC, where the first 8 is the number of sampling
points and n = 15 for a 14 bits ADC plus overflow flag. Applying the reduction of the
top part of the structure from 8 to 2 replications, resources diminish to 2 · 2 + 2 · n = 34
registers per ADC.

Approach 2: Double flopping A common structure to synchronize signals between
asynchronous clock domains is the double flopping (Kilts 2007, Ch. 6). This structure
employs a brute-force method to minimize the probability of metastability, i.e., maximize
the mean time between failures, during the synchronization process (Stephenson et al.
2009). Since the main clock is four times faster than the sampling clock, it can be used
to generate an enable signal that detects the rising edges of the sampling clock via dou-
ble flopping (Fig. 5.9). This enable signal can now sample data using the main clock.
Once the data belong to the main clock domain, since this clock runs twice faster than
the CL clock, it can generate a two-cycles wide enable signal that allows sampling the
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Figure 5.9. Data synchronization using double flopping. Colors follow the same coding as in
Fig. 5.8. The FF and gate after the double flopping generate the enable signal to sample the data
using the main clock, whereas the two subsequent clocks widen this enable signal to be used
with the CL clock.

data in the CL clock domain. The first set of data registers could have been avoided by
detecting the falling edge of the sampling clock and directly registering the input data bus
using the main clock. However, since the sampling clock that really generates the data
bus in the ADCs is affected by some propagation delays with respect to the existing inside
the FPGA, sampling first with the internal sampling clock is safer. This double flopping
scheme applied to the camera synchronization shall be duplicated to allow synchronizing
both ADCs when the sampling points are different. It requires 5 + 3 · n per ADC, which
amounts 94 registers for two 14 bits plus overflow. Apart form the high amount of re-
quired resources, this complex solution is not totally free of metastabilities. In addition,
the double flopping structure presents an uncertainty of ±1 clock cycle (Kilts 2007, Ch.
6), which means that it is not possible to determine the exact main clock cycle in which
the sampling edge will be detected. This is not a problem for synchronizing a single ADC
channel since it just adds an extra delay, but it complicates the later multiplexing of the
two channels because they can be unpredictably unpaired.

Approach 3: Dual-port memory Another classical method to pass data between
asynchronous clock domains is using a memory that allows writing and reading with dif-
ferent clocks. The most common alternative employs an asynchronous FIFO controller
(Dally and Poulton 1998, Ch. 10; Kilts 2007, Ch. 6). However, we propose a simplified
architecture to directly use the dual-port memory elements of the FPGA (Fig. 5.10), and
avoid implementing a FIFO controller, which adds complexity, or using the built-in one,
which is not radiation tolerant. The memory block shall be deep enough to guarantee that
data being read is not being written simultaneously. The control flag (fr_start) can be
synchronized with both clock domains, as explained for the shifting CL clock alternative,
and not only enables but also resets the counters. The counter on the write side starts
at the address zero, whereas the counter on the read side starts some positions further to
avoid overlapping. The previously introduced pipeline delay parameter allows adjusting
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Figure 5.10. Data synchronization using dual-port memory. Since the channel-link clock has
double the frequency of the sampling clock, the number of bits must fulfill m = n + 1, so that
both counters scan the complete memory during the same period.

the moment at which the data in the CL domain starts being valid. This parameter may
change if the sampling point does so. The synchronization structure shall be duplicated to
synchronize data from both ADCs. This solution is free of metastabilities and limits the
number of registers to the n + m required by the counters. It uses SRAM memory blocks
that are not radiation tolerant by design. The EDAC core (Microsemi EDAC 2012), which
needs above 90 registers for a single implementation, could be employed to assure the in-
tegrity of the stored data. However, since the data stored in the memory is rapidly readout
and it represents pixel values that are not highly critical, scrubbing is not necessary and
the EDAC algorithm might be omitted if it is considered that the SEU rate is very low
compared to the rate at which pixels are readout.

In summary, the first synchronization alternative (shifting of CL clock) is the most ef-
ficient in terms of resources, and is free of any metastability. However, it can only be ap-
plied if the simple clocking strategy is employed. To face the proposed clocking scheme,
which uses separate sampling points per ADC, the first solution is the preferred one be-
cause it takes advantage of the internal clocks relations to reduce the number of resources
required, though the design requires special care to guarantee the timing constraints. The
other two alternatives, which concept can be applied to any general asynchronous prob-
lem, increase the number of required resources. In addition, the double flopping does not
eradicate the probability of metastability, whereas the memory alternative either demands
many resources to mitigate the radiation effects, or is susceptible to them. Chapter 6
(Section 6.1) will present and compare the results of the implemented alternatives.

5.2.3.3 Reset policy

The power-on reset of the camera electronics has two purposes. First, it keeps the FPGA
in reset state until other external components, especially the crystal oscillator, are initial-
ized. Second, it ensures that the FPGA is in a known initial state after switching on. An
improper reset policy or design of the reset circuitry may lead to irregular malfunctioning
of the system.

Three aspects define the reset policy: whether the reset is synchronous or asyn-
chronous, if it is global for the whole design or local, and the way of resetting different
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clock domains. A review of all those points, as well as an assessment of their advantages
and disadvantages can be found in Cummings et al. (2003). Kilts (2007), in Section 2.4,
analyzes the impact of the reset policy on area occupation. Hereafter, we focus on pre-
senting and justifying the policy proposed for the digital control electronics that is subject
of study.

The external POR signal the FPGA receives is fully asynchronous. The optimum reset
solution avoids the two problems associated with asynchronous resets, i.e., metastability
during the release and de-assertion at different times for different flip-flops, but still benefit
from the two asynchronous advantages, i.e., immediate response and independency of the
clocks. The design creates an internal reset signal that shows an asynchronous assertion
and a synchronous de-assertion. This signal is generated via a double flopping structure,
as suggested by Cummings et al. (2003). Synchronization is carried out for each one of the
three main clock domains of the design: main clock, channel-link clock, and pixel clock.
Therefore, each part of the design is reset using the signal corresponding to its clock
domain to avoid any metastability during de-assertion. Finally, the reset signal shall be
distributed across the device. Given that the vast majority of the design modules belong to
the pixel clock domain, this reset signal travels using a dedicated routing resource, which
is hardwired over the whole FPGA array and provides low skew and low propagation
delay. Thus, PORPixel CLK is global but does not consume extra resources. On their part,
the CL and main domains are smaller. Their reset signals can just be replicated to reduce
the fan-out and distributed locally over different modules. Figure 5.11 shows the general
scheme. The disadvantage of this policy is that different clock domains start operating
after reset at different times because they are synchronized with different clocks. However,
this does not cause any problem because critical inter-domain signals are synchronized
before being used and the rest of signals are not critical.

5.2.4 Limitations

This section studies which factors limit the camera performance and identifies constraints
arising from the proposed control electronics design.

Pixel rate Provided that image sensor and analog-to-digital converters can withstand
higher operating rates, the pixel rate would be limited by the frequency of pixel and
sampling clocks. Table 5.3 shows the result of the worst case static timing analysis of
the implemented design, using the mesochronous structure as synchronization strategy. A
proper design requires the frequencies being below the maximum speeds derived from this
analysis to prevent from timing violations. In addition, frequency ratios among different
clocks shall be preserved. Thus, the actual limitation comes from the main clock, which
must run four times faster than the pixel clock, and twice than the channel-link clock.
Therefore, the maximum frequencies are: fMain CLK = 153.1 MHz, fCL CLK = 76.5 MHz,
and fPixel CLK = 38.2 MHz, which would lead to a frame rate of 14 fps after taking into ac-
count readout overheads. In case the number of sampling points is reduced from eight to
four, the limitation is not the main clock but the CL clock, and the pixel clock could reach
its maximum frequency in Table 5.3, which would result in a frame rate above 30 fps. A
direct consequence of this increase in speed is an overall increase in noise. For example,
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Figure 5.11. Power-on reset policy. Each clock domain holds its own reset signal. First stages
contain the FFs that synchronize the reset de-assertion.

Table 5.3. Result of the Static Timing Analysis for the proposed FPGA design (worst case).
Second column indicates the maximum frequency that would guarantee no timing violation in
the implemented design, whereas the third one shows the default values for the camera.

Clock Max frequency
(MHz)

Def frequency
(MHz)

Main CLK 153.1 120

CL CLK 181.2 60

Pixel CLK 83.3 30

digitization noise increases due to the higher jitter requirement associated to the faster
readout. In addition, the power consumption of the camera would increase.

Output channels A second way of boosting the frame rate of the camera is via increas-
ing the number of analog channels that come out of the image sensor. Assuming that the
sensor can accommodate more outputs and that more converters are added to the elec-
tronics, the limitation lies in the FPGA area utilization, its number of input/outputs, and
the power consumption, as well as in the external channel-link interface. Firstly, adding
more channels requires more synchronization and acquisition modules, a more complex
multiplexing stage for the different data streams, and more input/output pins. Table 5.4
details the area consumption in terms of flip-flops and the number of FPGA pins required
for the proposed design, and estimates the case of increasing the number of channels to
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Table 5.4. Digital control electronics design area and pin occupation (left). Right side shows an
estimation of the total occupations in case the number of outputs of the sensor increases from
two to four and eight, respectively. The area is estimated as the number of flip-flops because this
is the limiting factor compared to the required combinatorial blocks.

Module # FFs # Pins

Data manager 237 58

Clocks manager 18 1

Commands manager 220 −

DACs controller 58 19

SPI module 335 8

HK ADCs controller 28 7

IO & POR manager 6 1

ISPHI controller 245 38

Total 1162 132

4 outputs 8 outputs

# FFs # Pins # FFs # Pins

1312 166 1612 234

four and eight, which would yield 22 and 44 fps, respectively. The area capacity of the
selected RTAX250 FPGA, with 1408 registers, is enough to easily implement the design
for two channels. The four channels case would also fit but occupying more than 90%
of the resources, while implementing the eight outputs case requires the use of a larger
control device. In the same way, the number of user pins of the device package, which
limit is 198, allows holding the two and four outputs design, but not the eight one, which
needs a larger package. The advantage of increasing the number of channels with respect
to speeding up the pixel rate is that the readout noise is not degraded. However, channel
to channel differences contribute to the fixed pattern noise of the images. Moreover, the
increase in power consumption is higher because additional discrete converters shall be
added to the camera design. Finally, the channel-link interface would need either to be
supplied with a faster clock or duplicated if its maximum bandwidth is exceeded.

Exposure time drift This requirement sets the maximum variation of the exposure time
between modulation periods, which last a minimum of 0.5 s (see Section 4.2), to 5 µs. The
repeatability in frequency of the main clock provided by the oscillator ultimately drives
the drift of the exposure time over a certain period. Crystal oscillators normally guaran-
tee repeatabilities over a year or a wide range of temperatures better than 10 ppm, which
means that a 120 MHz clock would deviate ∆ = 83.3 fs. Other factors that may influence
the drifting of the exposure time, such as propagation delays dependence on temperature
or radiation, present variations of the order of nanoseconds within long periods of time.
Therefore, the exposure time drift requirement does not impose any difficulty to the de-
sign. In general, any camera with an electronic shutter control shall easily be compliant
with the stability requirements, which, on the other hand, may be hard to reach with a
mechanical shutter.
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Figure 5.12. Image sensor protection against SEU: remote TMR.

Noise Given the proposed camera design, the noise mainly depends on the frequency at
which the image is readout. Figures regarding the noise features that the overall design
achieves as a function of frequency will be given in Chapter 6 (Section 6.1).

5.3 Enhanced functionality
This section introduces three additional features that improve or complement the basic
camera specification. Two of them aim at protecting the image sensor against radiation,
whereas the last one adds an extra operating mode to the default sensor operation.

5.3.1 Image sensor protection
5.3.1.1 Single event upsets

As most modern CMOS sensors, the ISPHI includes a set of internal registers that con-
figure gains, reference voltages, and other parameters. Cost and size restrictions do not
allow to harden these registers against radiation, which means that they are susceptible to
single event upsets. This vulnerability does not exist in CCDs because they do not include
built-in circuitry with registers.

To improve the tolerance of the sensor against SEUs, we propose to employ the TMR-
protected registers of the FPGA to store a safe copy of all sensor’s registers. The values
stored on the sensor can be regularly read using the provided SPI interface (see Sec-
tion 4.3), and compared with the values remotely saved on the FPGA. In case a discrep-
ancy is found, the error is logged and that register is re-written with the correct value from
the protected registers. This remote-TMR protection does not prevent the sensor from up-
sets, but automatically corrects them, thus avoiding functional interruptions due to upsets
(SEFIs). Moreover, it allows logging errors and identifying register failures during radi-
ation testing. Figure 5.12 displays the concept of the protection. The solution is similar
to the scrubbing widely used to, for example, periodically update memory elements in
SRAM FPGAs (Ostler et al. 2009), but customized and applied to the image sensor.

The drawback of the solution is the time gap introduced by the read, comparison, and
write processes, which take about 14 µs and that shall not be done in parallel with the data
acquisition to avoid additional noise contributions. However, the checking periodicity
can be adjusted to reach a compromise between reliability and cadence. By default, the
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system checks the status of the registers after every image acquisition. An additional
mode permits to directly re-write all sensor registers, without performing a pre-check of
the actual value. Chapter 6 (Section 6.4) presents the results during testing of this solution
in a radiation facility.

5.3.1.2 Single event latch-ups

The ISPHI sensor is protected against latch-ups by design. However, the drastic conse-
quences a SEL would have on the instrument motivate to additionally protect the sensor
at camera level. This protection consists of monitoring the sensor’s current consumption
via an analog comparator integrated in the camera boards. In case the sensor consumption
exceeds a given threshold, the FPGA receives a notifying flag. Immediately after the flag
is asserted, the FPGA shall command a power down of main and secondary sensor sup-
plies, disable the pixel supplies via DACs commanding, and stop the sensor clocking and
signaling. Once the camera is in latch-up state, with the sensor off, it waits for a post-SEL
switch on command to return to normal operation. During the post-SEL switch on, the
inrush current of the sensor may momentarily exceed the latch-up threshold. Therefore,
the protection mechanism shall consider this effect via adding an appropriate delay to
prevent false SEL detections. The comparing threshold (SEL threshold) is configured by
the FPGA via the DAC9 (Fig. 5.3), which allows compensating for possible consumption
deviations due to aging or radiation effects. Given the criticality of this protection, it can
be enabled or disabled by the user.

5.3.2 Snapshot shutter operating mode
The advantages and disadvantages of using either a rolling or snapshot shutter in the PHI
cameras were analyzed in Section 3.4.3. We concluded that both solutions fulfill the min-
imum instrument requisites, but a snapshot shutter would allow running the acquisition
in continuous mode, hence reducing the total cycle time. In Chapter 4 we justified the
selection of a rolling-shutter image sensor as the most appropriate for PHI. This section
analyzes a way of modifying the sensor operation so that it performs as if it would allow
snapshot shutter exposures.

The pixel architecture of a 4T pinned-photodiode sensor, as the one used in the IS-
PHI, was shown in Fig. 4.1, where two memory elements are distinguished: photodiode
and floating diffusion (FD). Table 5.5 (left) lists the steps required to operate the rolling
shutter and the steps to implement the modified snapshot shutter (right). This emulated
snapshot shutter provides an almost simultaneous exposure to light of all pixels of the
array. However, it presents some disadvantages derived from the 4T pixel architecture:

• Correlated double sampling is not possible because the floating diffusions are used
to store the image data, instead of the reset levels.

• Exposure time does not start at the same time for all rows, but there is a difference
given by the fast reset and transfer operations, which take about 3 ms for the ISPHI
sensor.

• The frame rate is reduced because read while exposing is not possible due to the
fast reset.
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Table 5.5. Rolling and snapshot shutter with 4T pinned-photodiode pixels: steps.

Rolling shutter
Reset row 0
Reset level stored in FD
(Start exposure of row 0)

Reset row 1
Reset level stored in FD
(Start exposure of row 1)

... wait exposure time ...

Readout FD reset values of row 0
Transfer integrated value to FD
Readout FD

Readout FD reset values of row 1
Transfer integrated value to FD
Readout FD

...

Snapshot shutter
Fast reset of all rows (sequentially)
(Start exposure of all rows)

... wait exposure time ...

Fast transfer of pixel values to FDs
(sequentially)

Sequential readout of all FDs
(reset level readout after pixel level)

If one combines the modified snapshot shutter with a mechanical shutter that blocks
the light during the fast reset and transfer, the exposure to light can be completely simul-
taneous for all rows. Nevertheless, the mechanical shutter would reduce the repeatability
of the exposures and would require a motor controller.

Given all the disadvantages derived from the snapshot shutter operation, this solution
would not improve the overall performance of PHI.

5.4 Assessment of radiation effects

All components in the camera electronics are exposed to some level of radiation that may
affect their functionality and performance. Given the complexity of the digital control
electronics, understanding how radiation influences the FPGA and the implemented de-
sign is vital to assure the success of the instrument. This section analyzes those radiation-
induced effects. First, we explore the long-term effects caused by ionizing radiation. Sec-
ond, we discuss the single event effects triggered by energetic particles and heavy ions.
Finally, some mitigation techniques are proposed to deal with the most critical hazards.

5.4.1 Long-term effects

Ionizing radiation tests performed with the RTAX family of FPGAs demonstrate radia-
tion tolerance with minimum degradation up to doses in the range of 200 to 300 krad(Si)
(Wang 2007; Huang and Wang 2012). Hereafter we assess the impact of damage in ev-
ery potentially degraded parameter: current consumption, propagation delay, input/output
levels, transition times, and clocks, including jittering and duty cycle.
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Current consumption As occurs in most CMOS circuits when exposed to ionizing
radiation, the RTAX devices show an increase in current consumption with increasing
dose. The power increment for the RTAX250S device after 300 krad(Si) irradiation is
about 154 mW before annealing, and 57 mW after annealing (Wang 2007). These factors
do not prevent the correct operation of the camera if they are taken into consideration
while estimating the margins of the power budget.

Propagation delay The delay signals experience after passing through combinatorial
blocks and propagating between consecutive flip-flops normally varies with induced ra-
diation. RTAX test reports claim that these variations, after annealing, are always below
10 %, with most of the cases below ±2.5 %, and only one irradiated sample out of sixteen
(RTAX1000S) showing 6.2 % deviation. To assess whether this degradation can cause
malfunctioning of the proposed design, one shall compare the worst case of degradation
with the results of the static timing analysis given in Table 5.3. If one adds the extra prop-
agation delay to the periods associated with the maximum frequencies in that table, the
resulting frequencies shall still be higher than the goal operating ones (right column):

1
fmax

+ ∆tprop <
1

fgoal
, (5.2)

where tprop is the delay associated to the most restrictive propagation path. Otherwise, a
timing violation can occur. The most demanding case is the main clock, which maximum
frequency is 153.1 MHz, i.e., the associated period is 6.53 ns. The static timing analysis
calculates this period taking into account not only propagation delays but also setup times.
After correcting from the setup time, the propagation delay becomes 6.22 ns. An increase
of 10 % plus the same setup time results in 7.15 ns, which gives a maximum frequency of
139.8 MHz. Thus, the goal frequency of 120 MHz is still reachable after the worst-case
delay degradation. The same can be checked for the channel-link and pixel clocks. In case
the propagation delay decreases instead of increasing, the condition to be guaranteed is
that the propagation delays shall still be longer than the hold time of the flip-flops. Using
static timing analysis results for minimum delays, we obtain that the margin is more than
enough to deal with a 10 % of delay decrease. Another consequence of the increase in
propagation delay is that the sampling clocks experience a shift in time. Therefore, if
the shift is large enough it may deviate the sampling point from its optimum position.
However, since the camera provides a selectable sampling point and all points are equally
shifted, high deviations could be corrected by selecting a more appropriate point.

Input/Output levels Both the threshold voltage of the FPGA inputs and the low and
high levels of its outputs suffer from small variations after radiation. To cope with that,
the output levels and input thresholds of all subcomponents that interface with the digital
control electronics must exhibit enough margin. Since the variations lie well below 10 %,
this margin is easily guaranteed.

Transition times The time it takes for the signals at the output of flip-flops to change
from low to high and viceversa determines the slew rate. The effect of a slower slew rate
is particularly important for the generated sampling clocks. Ideally the edges of the clocks
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have infinite slope, which makes them immune to the addition of random noise. As the
edge becomes slower, any noise contribution can alter the exact point in time at which the
clock exceeds the threshold, thus leading to a contribution to the jitter. Since that jitter
is a key parameter to keep the camera read noise under specifications, any degradation
is relevant. Fortunately, RTAX radiation tests did not lead to any degradation of the
transition times (Wang 2007).

Clocks: jittering and duty cycle We analyze potential degradations on the most crit-
ical clocks of the design: the sampling clocks. The direct relation of the jitter with the
camera read noise was already discussed in Section 5.2.3. On its part, the duty cycle
shall be as close to 50 % as possible to achieve optimum performance of the analog to
digital converters (Kester 2005, Sect. 3.2). The camera employs track and hold ADCs,
which means that a duty cycle other than 50 % makes either the tracking or holding stage
shorter than normal. Therefore, the effective sampling frequency would be the one corre-
lated to the shortest half of the cycle and the noise would increase. There is no evidence
of long-term degradation of jitter or duty cycle in antifuse FPGAs when exposed to ion-
izing radiation. In particular, RTAX test reports and related publications do not address
these effects. However, variations on jitter after ionizing dose are known to affect other
components, such as phase-locked loops (PLLs) (Zhu 2008, pp. 72-73). In this case, we
do not employ any PLL to generate the sampling clocks, and the jitter degradation of the
crystal oscillator is minimal. As for duty cycle degradation, it has been only reported in
commercial flash FPGAs (Kastensmidt et al. 2011).

5.4.2 Single event effects
Exceeding the criticality of long-term effects, SEEs have become the major concern when
operating digital circuits in environments with high radiation levels. Although RTAX
devices are radiation tolerant by design, under certain circumstances some effects can
still appear and endanger the regular behavior of the design. Here, we review the potential
effects, their significance, and assess how they may impact the camera design.

Destructive events Latch-ups (SEL) are the most common destructive events. The cho-
sen FPGAs are tolerant to the events up to linear energy transfers above 100 MeVcm2/mg,
thus they are considered to be immune by design.

Upsets in sequential logic These upsets occur when a particle passes through the area
where a sequential block is located and alters its logic value. The RTAX FPGAs use local
triple module redundancy in all user FFs, which means that each of them comprises three
FFs sharing inputs, clock, and enable signals, and an output voter that decides in favor
of the majority. Using this approach, devices are protected against single upsets in the
registers. However, two cases remain unprotected: if the upset occurs in the output voter
and if multiple upsets affect the same cell simultaneously. Consequently, devices show
high tolerance against upsets, but are not completely immune. Although the upset cross-
section of fully sequential blocks should not depend on operating frequency, the output
voter induces this frequency dependence (Rezgui et al. 2009). At a certain LET, the higher
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the frequency the larger the probability of upset. Most of the camera blocks, including
the critical control modules, work in the pixel clock domain, which runs at a maximum
frequency of 30 MHz. The high frequency domains at 60 and 120 MHz only perform
data path and sampling tasks, thus being less critical in case an upset arises. Within the
control modules, finite state machines (FSMs) are especially critical because an upset in
the state register may send the machine to an invalid state and block its operation if it is
not properly protected. The next subsection discusses the FSM protection. The image
sensor latch-up protection and biasing are also of special concern because an upset on
their circuitry may either prevent the turning off of the sensor in case of SEL, or apply
improper bias voltages to the imager.

Upsets due to transients Single event transients (SETs) happening in combinatorial
logic or routing nets can be latched by a sequential block and provoke upsets. Transient
induced SEUs occur if the incident particle induces sufficient charge to produce a glitch
that lasts long enough as to be sampled by the subsequent flip-flop. This type of upsets
highly depends on the characteristics of the combinatorial circuit, such as net fanouts
and number of combinatorial stages, as well as on the operating frequency (Berg et al.
2011). The local TMR protection is not able of mitigating transients because all three
flip-flops receive the same inputs and all sample the same radiation-induced transients.
These upsets have the same impact on the design than those induced in the sequential
logic. In addition, a transient in the reset routing network may cause an undesired partly
or complete reset of the design.

Clock upsets: glitch and jitter If a single event transient affects a global clock network,
upsets can be generated in all or part of the flip-flops that belong to that clock domain.
Two types of clock upsets can be induced: glitch and jitter (Steifert et al. 2005). The glitch
upset is a transient in the clock signal that propagates into the clock input of one or more
flip-flops and creates false samplings of the input data. Therefore, incorrect data may
appear at the output of the FFs. Rezgui et al. (2009) study the worst-case susceptibility
of dedicated routing resources in RTAX FPGAs to glitch upsets. On its part, jitter upsets
occur if radiation injects charge in a clock node close to the clock edge, thus randomly
shifting the edge and producing jitter in the sampling. As a result, data may be sampled
too early and a timing setup violation may take place. The jitter upset only affects paths
which timing is close to the maximum, so that a small shift in the clock edge may sample
the transition of the input data. This case is unlikely in the camera design because, as
derived from the static timing analysis (Table 5.3), there is a margin between default and
maximum frequencies.

5.4.3 Mitigation techniques
Once the previous sections identified the most critical parts of the design, hereafter we
discuss a set of techniques to minimize the impact of the radiation-induced effects on
those parts.

Several finite state machines control the sequential execution of tasks on the digital
control electronics. For example, the readout and exposure sequence of the image sen-
sor or the cyclic redundancy checking of the SPI communication are partly governed by
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FSMs. To prevent the FSMs to change state after a SEU alters one bit on the state reg-
isters, we codify the states using a one-hot encoding instead of a sequential one. This
encoding maps the valid states so that only one bit of the state vector can be active at a
time. If there is a bit flip after a SEU, either two bits are active or all are inactive, thus
the error can be detected and the machine can be sent to a safe state and automatically re-
covers the functionality. The case of multiple upsets affecting the same state vector could
not be detected and may provoke a jump to another valid state, but not to an invalid one.
Therefore, this encoding guarantees that the machine does not get stuck after a single up-
set. The implementation of the one-hot encoding requires N registers to map N machine
states, whereas the sequential encoding only requires log2(N) registers to map the same
number of states. On the other hand, the one-hot case uses less decoding resources to
jump from one state to the next because a single active bit defines the current status.

The image sensor latch-up protection and biasing were also identified as critical, es-
pecially in the case of single event transients, for which the FPGA does not include pro-
tection. Since the sensor latch-up flag and the DACs triggering run at low frequency, the
induced transients can be filtered via a guard gate as suggested by Rezgui et al. (2007) for
flash FPGAs, without risk of causing timing violations. Using this measure, only those
transients that last long enough as to avoid being filtered could induce an upset. However,
the probability of occurrence of those cases is very low as to include additional mitigation
methods.

Finally, transients affecting the reset routing network may cause a partial or complete
reset of the design. If there is a complete reset, the current operation stops but the camera
status remains being known. However, a partial reset can lead to an state where some
modules are waiting for inputs from others that have been reset, thus reaching a blocking
situation. To avoid these situations, the main reset of the design was routed via a dedicated
low skew routing resource, which are considered hardened by design. In case a transient
occurs, the very low skew of the network assures that every flip-flop is reset and the partial
blocking situation is avoided. The camera design uses the dedicated routing network to
distribute the reset in most of the design (pixel clock domain), and normal routes for
the channel-link and main clock domains. Nevertheless, as mentioned before, the last
domains only contain data path circuitry, which would not induce any blocking situation
if partially reset.

5.5 Conclusions

As primary tasks, the camera electronics controls the image sensor via signaling, clock-
ing, and biasing, and digitizes the pixel data through analog to digital converters. In
addition, it provides commanding and data communication links to the instrument main
unit and is in charge of acquiring, collecting, and distributing housekeeping values. The
digital control electronics manages all above-mentioned tasks, thus playing a key role in
the accomplishments of the camera specifications. The digital design is based on an anti-
fuse field programmable gate array because it yields the best compromise on cost, time,
reliability, and performance.

Apart from the basic functionality, the FPGA design is driven by the optimization of
two main performance parameters: digitization noise and speed, which shall assure the
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readout noise and frame rate specifications of the camera, respectively. One can minimize
the digitization noise via controlling the sampling position and jittering of the FPGA gen-
erated sampling clocks. To tackle the first point we propose the use of a flexible sampling
point that allows optimizing the sampling even if there are environmental dependencies.
The second point is addressed via comparing two alternatives, a straight forward solution
and a proposed optimized one, which adds complexity but is expected to produce better
noise figures. Test results will be discussed in Chapter 6.

Another critical point of the design is the data acquisition from the two analog to
digital converters, synchronization, and posterior multiplexing into a single data line.
Four synchronization strategies applied to this particular problem have been described
and compared. Two of them are selected as the preferred ones depending on the used
clocking strategy. We propose the so-called shifting of the CL clock solution in case the
straight forward clocking strategy is employed, and the mesochronous structure if the
proposed optimum clocking strategy is implemented.

The limitations analysis of the FPGA design suggests that it could drive a camera with
an improved sensor running at up to 14 or 22 fps if the clock frequency or the number of
outputs increases, respectively.

Two enhanced functionalities were added to the design. First, to overcome the lack
of protection of the image sensor against single event upsets, we introduced a mechanism
that prevents the camera from single event functional interruptions via a remote triple
modular redundancy of the internal sensor’s registers. In addition, the current consump-
tion of the sensor is continuously being compared with a given threshold to automatically
switch off the sensor in case of latch-up. The second enhanced functionality is related
to the shutter. Although the image sensor presents a rolling shutter, one can modify the
clocking and signaling scheme of the sensor to make it performing as if it would be a
true snapshot shutter sensor. The drawbacks of this operating mode include an increase
in noise and a decrease in frame rate.

Regarding radiation effects, long-term degradation does not impose a performance or
functionality risk to the camera design. On the other hand, since the employed FPGA
only includes built-in protection against single event upsets on sequential blocks, single
event transients represent some risk. Control finite state machines, sensor latch-up pro-
tection, and sensor biasing are identified as the critical modules of the design, to which
additional mitigation techniques shall be applied. Additionally, the reset network also
requires special measures.

Finally, the design alternatives introduced in this chapter as well as the compliantness
of the camera performance shall be evaluated and tested using the real camera. Next
chapter will address those points, including:

• Sampling point testing and evaluation of ADCs clocking approaches.

• Post-testing comparison of proposed synchronization alternatives.

• Overall noise measurements.

• Test of image sensor protections against SEU and SEL.

91





6 Camera tests and space qualification

After having derived the camera performance and environmental requirements in Chap-
ter 3, described the selected image sensor in Chapter 4, and presented the camera electron-
ics design in Chapter 5, this chapter discusses test and qualification results that interrelate
those previous chapters. First, we evaluate the performance of the camera electronics and
the usefulness of its optimizations. Second, the selected image sensor is characterized
and, in third place, its radiation tolerance is assessed. Finally, all results are compiled and
compared with other scientific cameras in space.

The author original work in this chapter accomplishes the goals (g5) and (g6) of the
thesis and includes the major contribution (c4). See Section 1.1 for details.

Ample parts of Section 6.4 have been literally published in proceedings of the Society
of Photo optical Instrumentation Engineers under the following reference:

J. Piqueras, K. Heerlein, S. Werner, R. Enge, U. Schühle, J. Woch, T. De Ridder, G.
Meynants, B. Wolfs, G. Lepage, and W. Diels, "CMOS sensor and camera for the PHI
instrument on board Solar Orbiter: evaluation of the radiation tolerance", High Energy,
Optical, and Infrared Detectors for Astronomy V, Editors: Andrew D. Holland and James
W. Beletic, Proc. SPIE 8453, 845314 (2012), doi:10.1117/12.925403.

6.1 Electrical tests
This section assesses the performance of camera electronics and image sensor in terms
of read noise, dynamic range, and operating frequency. Furthermore, we discuss the
outcome of testing the clocking schemes and synchronization strategies proposed in the
previous chapter. Finally, we quantify the power consumption of camera and sensor under
different operating conditions.

6.1.1 Camera read noise and pixel sampling
Chapter 5 presented the camera requirements with respect to front-end electronics noise,
speed, and dynamic range (see Table 5.1). The concept of flexible sampling point was
proposed to optimize the pixel sampling on high speed sensors and the digitization noise
was identified as one of the main sources of FEE noise. In addition, two ADC clocking
schemes were presented as design solutions.

Two aspects motivate the sampling point concept: finding the instants at which the
analog pixel outputs are settled and compensating for deviations due to environmental
conditions (temperature and radiation). Figure 6.1 proves the usefulness of the concept
through the projection of an optical target on the sensor. Electrical transitions from one
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p0 p1

p2 p3

p4 p6

Figure 6.1. ISPHI star-target image versus sampling instant. Early sampling points (e.g., p0)
result in corrupt images because pixels are sampled before they have appeared at the sensor’s
outputs. Therefore, digitized samples correspond to the previous pixels, which because of the
output multiplexing of the sensor belong to different quadrants of the image (Fig. 4.3). Points
from p1 to p4 sample the transition from previous to current pixels, with p5 to p7 samples being
free of previous pixel spurious contributions. Both ADCs share the same sampling point in these
images.

pixel to the following are not sharp in time because of the limited current of the output
drivers and the load capacitances, which comprise ADC inputs and PCB tracks. Thus,
the delay applied to the sampling instant shall be enough to avoid spurious contributions
from previous pixels (points p5 to p7 are optimum in this case). As anticipated, tem-
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Figure 6.2. Effect of the sensor operating temperature on the optimum sampling point. The mean
level of a dark image does not fluctuate severely when pixels are sampled in their settled region
(e.g., p4 to p6). On the other hand, sampling closer to the transition region of the pixels leads
to higher mean levels because of the combined contributions of previous and current pixel. Left
graph shows how the transition region between two consecutive pixels (level peak) varies with
temperature. Right plot represents the same idea but displaying the smooth evolution of each
sampling point dark level with temperature. During this test the ISPHI sensor was cooled down
via a cold finger attached to its bottom side, whereas the rest of camera electronics, which is
separated from the cold element, only suffered from minimal temperature variations.

perature variations modify the position of the sampling points with respect to the pixel
outputs (Fig. 6.2). Low temperatures (below −10 ◦C) show high mean dark levels, which
correspond to the transition unstable region, at earlier sampling points than high tem-
peratures do (Fig. 6.2, left plot). As temperature increases, the transition from previous
to current pixel changes from point p0 to p1 (Fig. 6.2, right plot). Thus, we conclude
that higher temperatures increase the delay of the analog output channels of the sensor
(Fig. 6.3). Although Figure 6.2 suggests that points p3 to p7 can safely sample the pixels,
independently of the temperature, it shall be noted that a small increase in the mean dark
level is seen as a noticeable ghosting in the images if the target is not homogenously dark
(Fig. 6.1) and, hence, increases the overall image noise. Consequently, the modest delays
caused by the operating temperature can have a negative impact on the overall noise of
the camera system if the sampling point is not adjusted accordingly. Moreover, this test
evaluated only the effect of temperature variations on the image sensor, but it is known
(see Section 3.2.2) that the rest of front-end electronics components, such as the FPGA
that generates the sampling clocks, will undergo severe temperature gradients during the
mission that also alter the clocks sampling instants.

Static tests with the camera electronics have allowed evaluating the digitization noise
at two operating frequencies and employing the two studied clocking strategies: simple
and proposed (Fig. 6.4). The test setup consists of an emulator board with the same pin-
out as the ISPHI sensor package that is plugged in the sensor board of the camera. This
board feeds the ADCs with different combinations of fixed voltages. Ideally, if fixed volt-
ages are applied to the converters, all sampling instants should lead to the same level of
digitization noise. However, this is not the case if interferences or additional sources of
noise affect the system. The simple clocking strategy presented in Section 5.2.3.1 results
in a noise pattern caused by interferences and potential reflections in the ADCs clock dis-
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Figure 6.3. Interpretation of the temperature effect on the sampling point. Higher temperatures
add higher delays to the analog pixel output of the sensor.

tribution (Fig. 6.4, b). As a result, the measured digitization noise shows a dependency
on the sampling point and, in most cases, is higher than the required one even at half fre-
quency (Fig. 6.4, a). Given that the interference pattern in (b) is fix under same operating
conditions, one can remove it via subtraction of two consecutive frames. The resulting
noise, after being compensated from the increase factor due to the subtraction, is then
very close to the camera specifications at full speed and does not show a strong depen-
dency on the sampling point (Fig. 6.4, c). Finally, the proposed sampling strategy leads
to noise figures well below the required limit (Fig. 6.4, d). In consequence, the proposed
sampling scheme, where clocks are independent for each converter and distributed via
differential signaling, is more adequate to assure the minimum noise requirements of the
camera. The same test could have been repeated but employing dynamic voltage patterns
at the input of the ADCs to evaluate a worst case of noise measurement. However, this
dynamic mode, which is controlled by a clock, introduced additional interferences in the
emulator board, with the results being non-representative of the real noise. Therefore, the
dynamic noise measurements were carried out using the sensor.

One can measure the overall read noise of the camera system via acquiring dark im-
ages at very short exposure times. Either the variation of level of individual pixels during
a long sequence of images is calculated and then averaged across pixels, or consecutive
dark images are subtracted to remove the fixed pattern noise contributions and the vari-
ation across pixel of the resulting image is computed. Figure 6.5 shows the results for
each sensor output of the ISPHI and at two different operating frequencies (right plot).
Outputs 1 and 2 correspond to ADC 1 whereas 3 and 4 are digitized by ADC 2. The op-
timum sampling point p6 has been used for the acquisitions. The results are well within
specifications for both image sensor and camera electronics.
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(c) ADC1; 30MHz
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(d) ADC1; 30MHz
ADC2; 30MHz
ADC1; 15MHz
ADC2; 15MHz

Figure 6.4. Digitization noise versus sampling scheme. The noise is measured within consecutive
samples via applying fixed low-noise voltages to the analog inputs of each ADC. Plot (a) shows
the noise, and corresponding dynamic range, measured at the lower camera frequency (15 MHz)
and employing the simple ADC clocking strategy. Graph (b) displays the interference pattern
that results from the simple clocking strategy and leads to the high noise plotted in (a). Ideally
pattern (b) should be fully uniform. The same measurements for the simple strategy but after
removing the fixed interference pattern, via subtraction, are shown in graph (c). Finally, plot (d)
represents the noise and dynamic range measurements using the proposed clocking strategy (see
Section 5.2.3.1). The dashed gray line indicates the noise/dynamic range requirement for the
camera system.

6.1.2 Data acquisition and synchronization

Section 5.2.3.2 described the main issues associated to the FPGA retrieving of digitized
data from the analog-to-digital converters. In particular, that section discussed the ne-
cessity of delaying the clocks used to sample the analog data on the converters before
sampling the digitized pixels and presented a set of solutions to synchronize the data
streams from both ADCs into a common clock domain.

The pixel readout frequency at full speed is high enough as to be able of falsifying
the digital pixel acquisition because of delays associated to propagation of ADC output
data and sampling clocks (see Fig. 5.7). Therefore, to avoid spurious pixels, the clock
used to acquire the digitized data inside the FPGA shall present an additional delay with
respect to the sampling clock (Fig. 6.6). At room temperature, a delay of 2 ∆s is sufficient,
with ∆s being the separation between contiguous sampling points. Given that the set of
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Figure 6.5. Overall camera read noise versus frequency at room temperature. This measurement
includes both image sensor and camera electronics contributions. Left side shows a dark image
taken with very short exposure time after being corrected from fixed pattern noise via subtraction
(30 MHz). Therefore, the noticeable spatial noise is read noise. Right graph plots the read noise
figures calculated for each output stage of the sensor (1 to 4) and at maximum and half operating
frequencies. The right axis translates the ADCs digital numbers to electrons using the conversion
gain that will be estimated in Section 6.2.

Figure 6.6. Acquisition of digitized pixels at room temperature. Wrong pixels appear if ADCs
outputs are sampled using the same clock internally generated to sample the analog pix-
els, i.e., S ampCLK(pi) (left image). Delaying the sampling clock by one discrete step, i.e.,
S ampCLK(pi+1), results in a smaller number of corrupt pixels (central image), whereas using
a clock delayed by two discrete steps, i.e., S ampCLK(pi+2), produces no wrong pixels (right
image).

delays that affects the ADC data and clock signals depends on operating temperature, the
compensating clock delay must be flexible during the mission.

We have tested three out of the four synchronization strategies presented in the pre-
vious chapter: shifting of CL clock, mesochronous structure, and double flopping. The
last strategy, dual-port memory, was not implemented because the preceding ones were
successful and its testing would not add any special advantage. The shifting of CL clock
approach, which applies only to the case of simple clocking strategy of the ADCs, pro-
vided an easy and successful way of synchronizing the data. However, as described in
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Table 6.1. Camera power consumption versus operating mode and frequency.

Pixel frequency
(MHz)

Operating
mode

Power cons
(W)

15
Stand-by 1.03
IS biased 1.38
Acquiring 1.70

30
Stand-by 1.13
IS biased 1.55
Acquiring 1.94

Chapter 5, the phase of the channel-link clock changes every time either the sampling
clock or the operating frequency is varied, which results in a temporal loss of the CL syn-
chronization after one of those changes. All subsequent images after the loss are correctly
acquired. The mesochronous structure worked properly for all combinations of sampling
points. The adjusting of ±1 clock cycle between the data retrieved from each ADC, which
may be needed when each ADC channel uses a different sampling clock, showed a logical
dependence on the employed sampling points. Finally, the double flopping synchroniza-
tion also ran correctly. Nevertheless, the test required the manual adjusting of the ±1
data clock cycle for each ADC. This adjusting did not show a predictable dependence
on the sampling point, though it was kept fixed during the whole one-hour acquisition
test. Metastabilities during the sampling of the data by the first FF provoke that unpre-
dictability. In conclusion, the mesochronous structure is the preferable solution because
it performs successfully without manual adjustments, employs a relatively low number
of resources, and allows using the low-noise clocking strategy for the analog-to-digital
converters.

6.1.3 Power consumption

Both cost of space missions and thermal stability of spacecrafts become negatively af-
fected when the power consumption of onboard instruments exceeds the allocated budget.
Therefore, designers shall keep this factor below strict margins. The camera operating
mode and the pixel frequency influence the power consumption of camera electronics and
image sensor (Table 6.1). The pixel frequency has a direct impact on the consumption of
the whole readout chain, including image sensor, FPGA, analog-to-digital converters, and
channel-link serializer. Power increases likewise as the ISPHI is biased and images are
being acquired, which is the most demanding operating mode.

The power consumption of the FPGA can be minimized via applying appropriate
design techniques. For instance, stand-by consumption decreases if control electronics
disables the clocking of the analog-to-digital converters. In the same way, flip-flops shall
include enable signals so that only FFs directly involved in acquiring images consume
dynamic power during acquisition.
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6 Camera tests and space qualification

Table 6.2. Electro-optical characterization: summary of measurements. The characterization was
carried out employing the camera model with the proposed clocking strategy, the mesochronous
synchronization strategy, at full speed (11 fps, full frame), sampling point p5 on both ADCs, and
a science grade ISPHI sensor. Test column specifies which section covers the test method and
results for each parameter.

Parameter Unit Test
Conversion gain DN/e− Section 6.2.1
Non-linearity % Section 6.2.1
Full well charge e− Section 6.2.1
Read noise e− Sections 6.1.1, 6.2.1
Dark current e−/s Section 6.2.2
DCNU % Section 6.2.2
Offset FPN e− Section 6.2.2
PRNU % Section 6.2.3
Sensitivity % Section 6.2.3

6.2 Electro-optical characterization
Most of the electro-optical parameters of the camera exclusively depend on the perfor-
mance of the image sensor (see Table 2.4). However, it is of vital importance for the
outcome of the instrument to properly characterize them and understand their behavior
under appropriate operating conditions. This section covers the analysis and presentation
of results for all parameters summarized in Table 6.2.

6.2.1 Conversion gain and linearity
Test setup and data set Environmental conditions were room temperature and air pres-
sure. A halogen lamp plus a 550 nm optical filter and a set of lenses provided uniform
illumination over the sensor’s sensitive area (flat-field). Lamp intensity was kept fixed
during the test and exposure time varied from the shortest one (≈ 90 µs) to well beyond
saturation (≥ 1 s) in Ntexp = 20 steps. At each exposure time, Nim = 60 consecutive images
were acquired.

Analysis method

1. Conversion gain is estimated using two different methods: photon transfer curve
(PTC) linear and PTC non-linear estimation. A concise explanation and comparison
of these and other methods can be found in Bohndiek et al. (2008), and a detailed
description of the PTC analysis in Janesick (2007), Ch. 4-5. These methods also
allow deriving read noise and full well charge.

2. Non-linearity requires correcting the image levels at each exposure time from the
offset fixed pattern noise. Then the average image level is plotted versus exposure
time and the best linear fit to this curve is calculated. Deviations of the real curve
from the fitting indicates the non-linearity. The maximum signal level at which that
non-linearity exceeds 2% defines the linear full well charge (Table 3.6).
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6.2 Electro-optical characterization

Results Once the offset FPN contribution is removed, the most significant noise con-
tributor to the total camera noise changes with signal level. This allows defining four
noise regimes: readout, shot, fixed pattern noise, and saturation (Fig. 6.7, left). The read-
out regime appears at very low signal levels (S ), where the shot noise

√
S is negligible.

Since the readout noise is independent of the signal, it appears as a horizontal line at
the readout noise level (σread = 6.013 DN) in the PTC diagram. As signal increases the
shot noise starts influencing the total noise, which results in the shot regime. Given that
the shot noise follows a Poisson distribution, the slope in log scale is 1/2. From the
shot noise to signal relation the conversion gain can be obtained as explained in Janesick
(2007), Ch. 4-5, leading to the values shown in Fig. 6.7 (right). The third regime is dom-
inated by signal dependent fixed pattern noise, which increases linearly with slope = 1.
Finally, the image sensor reaches its maximum full well charge and saturates. This con-
dition defines the fourth regime, where noise rapidly decreases or increases with signal
depending on the saturation differences among pixels. The saturation full well charge can
then be retrieved as FWCsat = 11700 DN. Using the right graph and taking the more
accurate non-linear estimation of the conversion gain, noise levels and low signals can
be converted with Cg(N) = 0.119 DN/e-, whereas for higher signal levels we shall use
Cg(S ) = 0.1175 DN/e-. As a result, the camera’s read noise becomes σread = 50.53 e- and
the saturation full well FWCsat = 99575 e-.

Once the conversion gain is known, the linearity of the camera response to light as well
as an accurate value of the linear full well charge, i.e., the point at which non-linearity
exceeds a defined threshold, can be calculated. Saturation curves provide a visual mea-
surement of the linear response as well as a starting point to compute the non-linearity
via curve fitting (Fig. 6.8, left). The linearity deviations lead to a linear full well charge
given by the intersection of curves with the 2 % criterion on the right graph, resulting in
FWClinear = 95250 ± 250 e-. This value is slightly below the 105 e- specification.

6.2.2 Dark current and offset FPN

Test setup and data set The experiment took place in a vacuum chamber with con-
trolled temperature at the bottom side of the image sensor via a cold finger element. The
environment was completely dark. Temperature was scanned from −40 ◦C to +30 ◦C in
steps of ∆T ≈ 10 ◦C, leading to NT temperature points. At each temperature, exposure
time varied from the shortest one to above 1 min in Ntexp = 25 steps, taking Nim = 25
images per exposure time.

Analysis method

1. At each temperature Ti with i = {1, ...,NT }, compute bias image Ibias(Ti) via averag-
ing pixel by pixel the Nim frames taken with the shortest exposure time (t0). Ibias(Ti)
only contains offset FPN contribution because read noise is removed via averaging.

2. Repeat the averaging process of the previous step for the rest of exposure times t j,
with j = {1, ...,Ntexp −1}. Resulting images Īdark(Ti, t j) are free of read and dark shot
noise.

101



6 Camera tests and space qualification

10
1

10
2

10
3

10
4

10
0

10
1

10
2

Signal (DN)

N
oi

se
 (

rm
s 

D
N

)

 

 

Total noise
Shot + Read noise
Shot noise
Read noise

0 3000 6000 9000 12000
0

0.05

0.1

0.15

0.2

Signal (DN)

C
ga

in
 (

D
N

/e
− )

 

 

Linear
Non−Linear (S)
Non−Linear (N)

Figure 6.7. Photon transfer curves and conversion gain. The PTC curves detail the noise com-
ponents of the camera as a function of the signal from dark level until saturation (left plot). At
very low signal levels, read noise dominates the total noise. As signal increases, photon shot
noise, which shows a slope of 1/2, starts modulating the total noise until the fixed pattern noise
contribution takes over for higher signal levels (slope becomes 1). Finally, the sensor reaches
saturation and the noise dependencies with signal fall off. The conversion gain derived from
the shot noise PTC curve shows a small dependency on signal level because of the intrinsic
non-linearity of CIS sensors (see Janesick 2007, Ch. 7). The non-linear estimation method com-
pensates for that non-linearity and provides more accurate conversion gain values for converting
low signals (noise, N) and higher signals (S) (right plot).
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Figure 6.8. Saturation curves and linearity. Under flat and fixed illumination conditions, the cam-
era responses linearly to increasing exposure time from darkness until saturation. Stronger light
intensities lead to steeper slopes and earlier saturation (left plot, variation from I1 to I3). The
non-linearity on the saturation curves is displayed in the right graph, with the dashed horizontal
lines being the indicators of maximum allowed non-linearity, i.e., linear full well charge con-
dition. The conversion gain factor derived from Fig. 6.7 have been used to translate the shown
signal levels to electrons.

3. Each averaged dark frame is corrected from bias via subtraction to remove the offset
FPN: Īdark−offset(Ti, t j) = Īdark(Ti, t j) - Ibias(Ti), ∀i, j.

4. Dark current rates in DN/s arise from the slopes of the curves S̄ (x̄,ȳ)
dark−offset(Ti, t j)
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Figure 6.9. Dark current and DCNU versus temperature. Rate of thermal current generation shows
two regimes (left plot). At high temperatures - above 290 K - dark current rapidly increases
as temperature does, with the DC level doubling every ≈ 8 K, whereas at lower temperatures
the generation slows down. Conversely, dark current non-uniformity relative to dark current
decreases at higher temperatures because of the high levels of DC (right graph).

versus t j at each temperature Ti, where S̄ (x̄,ȳ)
dark−offset(Ti, t j) is the mean pixel value in

Īdark−offset(Ti, t j) calculated across a selected area of the image (x̄, ȳ). The conversion
gain calculated in Section 6.2.1 allows translating the results to e−/s.

5. Dark current non-uniformity is the slope of the curves σ(x̄,ȳ)
S dark−offset

(Ti, t j) versus t j,
where the standard deviation instead of the mean value is calculated in this case.
The results at each temperature Ti are normalized by the dark current rate to get the
DCNU expressed in %. Bad pixels are identified as those deviating more than 10
times the standard deviation from the mean value, and are not taken into account
for the DCNU calculation.

6. The offset FPN at each temperature is σ(x̄,ȳ)
S bias

(Ti). Depending on the area of the image
used to compute the offset FPN, it is global if pixels come from the whole array,
local per output stage if pixels belong to a single output stage of the ISPHI, or
column if pixels come from the same image column. Results are translated from
DN to e− using the conversion gain factor.

Results The mechanism that dominates the thermal generation of dark current in the
sensor changes depending on the operating temperature range (Fig. 6.9, left). Three
main mechanisms contribute to dark current generation: surface, depletion, and diffu-
sion (Janesick 2001, Section 7.1.1). Given that pinned photodiodes, such as the one used
in the ISPHI, reduce the surface thermal generation, only depletion and diffusion partici-
pate in the dark current response versus temperature. In particular, diffusion dominates at
higher temperatures (Blouke 2012), where dark current level doubles every ≈ 8 K, while
depletion takes over below 290 K, with a rate of ≈ 2.67 e−/s/K. At room temperature,
the sensor shows a dark current level of about 60 e−/s, which is well below the instrument
requirement (Table 3.6) and the sensor specification (Table 4.2).
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Figure 6.10. Offset fixed pattern noise versus temperature. Left image is a dark frame that shows
the two main contributors to the offset FPN: vertical quarters that globally divide the image,
which originate from the output stages of the sensor, and local column to column variations that
arise from the column gain stage of the ISPHI (see architecture in Fig. 4.3). Sensor’s column
gain stage shows a dependency on temperature that modulates the Local FPN, whereas the global
contribution does not show such an explicit tendency (right plot). Column FPN remains below
the readout noise level for the whole temperature range.

Spatial non-uniformities on the dark current are higher at higher temperatures if they
are calculated in absolute terms. Dark current levels decrease with temperature at a faster
rate than non-uniformities do. Therefore, when those non-uniformities are normalized
by the dark current level, lower temperatures result in larger relative non-uniformities
(Fig. 6.9, right).

All three contributors to the offset FPN do not show the same trend with tempera-
ture (Fig. 6.10). Column FPN keeps constant with temperature and is at the level of the
readout noise of the sensor. Therefore, this component would not dominate the image
pattern even if global and local FPN would not exist. Local FPN increases as temperature
decreases, which suggests that column amplifiers and related circuitry vary their perfor-
mance with temperature. At temperatures below 245 K the local FPN reaches the values
of the dominant contributor, the global FPN. Finally, the overall offset FPN is dominated
by differences among the four output stages of the sensor. It shows a reduced variability
with temperature that can be related to deviations on the pixel sampling (see Fig. 6.2). All
offset FPN contributions can be removed from images via subtraction of an averaged bias
image taken at the appropriate temperature: Ibias(Ti).

6.2.3 Sensitivity and PRNU

Test setup and data set These measurements were carried out under vacuum condi-
tions and with a controlled temperature of T = +10 ◦C. A Xenon lamp followed by an
integrating sphere and a filter wheel provides uniform illumination at the selected wave-
length over the sensor’s sensitive area. The wavelength varies from λ1 = 300 nm to
λNλ

= 1 µm in Nλ = 8 steps. A calibrated Silicon photodiode placed at the same distance
from the source than the camera allows taking reference measurements to compare with.
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Figure 6.11. Sensitivity versus wavelength and PRNU. ISPHI’s sensitivity reaches values above
45% in the visible range and drops as light goes into the ultraviolet and near-infrared regions
of the spectrum (left plot). Variability from sensor to sensor occurs because of differences in
flatness and wafer positions during manufacturing. Pixel response non-uniformity lies within
the 5 % upper requirement both, locally per sensor output and globally when measured over
pixels from different outputs (right plot). Error bars indicate variations among different ISPHI
devices.

At each wavelength position, exposure time varies from ≈ 90 µs to 5 s in Ntexp = 20 steps.
Nim = 10 frames are acquired at each exposure time.

Analysis method

1. Averaged sensitivity is calculated via comparison of the sensor’s response at each
wavelength to the one of the calibrated photodiode. The quantum efficiency transfer
method, which is explained elsewhere (e.g., Janesick (2001), Section 2.4), has been
employed.

2. Pixel response non-uniformity is computed at the 600 nm wavelength according to
the criterion and procedure given in EMVA (2010). Global PRNU refers to the
whole array of pixels, whereas local PRNU is calculated for each output stage of
the sensor.

Results Quantum efficiency by fill factor product in the ISPHI follows the behavior
expected from a Silicon photodiode. Maximum sensitivity lies at visible wavelengths,
with fast decreasing in the UV wing, and slower drop towards the near-IR side, where at
1 µm the sensitivity is below 5 % (Fig. 6.11, left). At the desired wavelength of 617.3 nm
sensitivity falls in the 50 − 55 % range, which is within specifications.

Local pixel response non-uniformity keeps within 1 − 2 % range, which can arise
from variations introduced on the silicon wafer during processing or even from non-
uniformities on the illumination setup. If pixels from the whole sensor array are con-
sidered, the global PRNU results in 3−4 % (Fig. 6.11, right), which means within camera
specifications (see Table 3.6).
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6.3 Overall qualification strategy
Every component of the camera shall undergo a set of qualification tests to assure its
durability and performance from launch until the end of the mission. The characteristics
of these tests are defined by mission’s properties and component’s nature. If a particu-
lar component already passed a qualification process, led by the manufacturer or another
project, that fulfills the requirements of the mission, it is considered as a qualified part and
the process does not need to be repeated. All electronic components within the designed
camera are qualified parts except for the image sensor. Therefore, only the image sensor
requires a qualification strategy.

The ISPHI qualification plan comprises the following tests:

• Ionizing and non-ionizing radiation to prove tolerance to space environment (see
next section).

• Thermal-vacuum cycling to verify resistance to extreme temperatures and gradients.
See MIL-STD-883 (2010) method 1010.8 for details.

• Life / reliability to assure proper operation under specified conditions during the
mission lifetime. See MIL-STD-883 (2010) method 1005.9 for details.

• Vibration / mechanical shock to prove that the sensor can survive launch mechanical
forces. See MIL-STD-883 (2010) methods 2007.3 and 2002.5 for details.

• Bond strength to prove that bond connections between sensor’s die and package can
withstand certain level of stress. It is a destructive test. See MIL-STD-883 (2010)
method 2011.8 for details.

From the above-mentioned plan, this work only covers the radiation tests, which are
discussed in the next section. Apart from the components testing, some additional tests,
such as vibration, may be required at camera (subsystem) level.

6.4 Image sensor radiation tests
The radiation tolerance of the sensor is a key aspect to classify the device as suitable,
or not, for space missions. This section describes the radiation campaigns carried out
during the sensor qualification, and reports on the results concerning the three potential
radiation effects: total ionizing dose (TID), displacement damage (DD), and single event
effect (SEE).

6.4.1 Campaigns
We planned all campaigns to cover radiation levels that are representative of the Solar
Orbiter mission specification (Table 6.3). In addition, we followed the European standards
to define biasing, rates, and rest of irradiation conditions (ESCC22900 2007; ESCC25000
2002).
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Table 6.3. Summary of Solar Orbiter radiation specification. Given values of TID and NIEL
assume an aluminum shielding of thickness as indicated in the second column. Figure 3.2 in
Chapter 3 showed a more detailed definition of the expected radiation environment, whereas the
complete specification can be found in Sørensen (2010).

Requirement Unit Value

Total ionizing dose
1 mm Al

krad(Si)
150

2 mm Al 74

Proton fluence
10 MeV

p+/cm2 3.8 · 1011

60 MeV 2.6 · 1010

NIEL equivalent 10 MeV 1 mm Al
p+/cm2 3.6 · 1011

proton fluence 2 mm Al 1.8 · 1011

SEL LET threshold - MeV cm2/mg 60

The total ionizing dose test was carried out using a Cobalt-60 source, which decays
emitting gamma rays of 1.17 and 1.33 MeV. It took place in 2011 at the Cyclotron Re-
search Center in Louvain-La-Neuve (Belgium). Three unbiased and two biased devices
underwent different levels of TID up to a maximum of 154 krad(Si), and went through
post-irradiation annealing phases at both room and high temperatures (Table 6.4). The de-
vices under test were at room temperature through the whole irradiation stage (Fig. 6.12).
A monitoring system continuously recorded the current consumption of the biased sen-
sors supplies, both during irradiation and annealing. All five sensors, plus a reference one,
were characterized before the campaign, at each one of the five irradiation steps, before
annealing, and after each annealing period. The characterization comprised the acquisi-
tion of dark and flat-field images at different exposure times, and a set of star targeted
images. All measurements were carried out at room temperature, using a halogen lamp
and a green filter (λ = 550 nm). Therefore, the characterization outcome included: dark
current (DC), dark current non-uniformity (DCNU), offset fixed-pattern noise (FPN), read
noise, relative sensitivity at 550 nm, pixel response non-uniformity (PRNU), conversion
gain, linearity, image appearance, and power consumption.

To test for displacement damage, protons of three energies, 10.6, 15 and 20 MeV, irra-
diated three unbiased sensors at fluences up to 4 ·1011 p+/cm2 (Table 6.4). This campaign
took place in 2011 at the IPNAS institute of the University of Liège (Belgium). The test
was carried out in vacuum and at room temperature (Fig. 6.13), with the glass window
of the sensors being exchanged for a thin kapton foil to avoid proton attenuation. Same
conditions used for annealing of the TID unbiased devices apply to the post-irradiation
annealing phase after the proton campaign. As for the pre- and post-characterization,
identical measurements as in the TID campaign were taken, but the intermediate steps in
this case were at three different fluences. During the analysis of the results, SRIM soft-
ware (Ziegler 2011) allowed calculating the proton induced ionizing dose as explained in
Gomes and Shea (2011), thus permitting, together with the Cobalt-60 results, to discern
between ionizing and non-ionizing effects.

Finally, the last campaign pre-evaluated the sensor susceptibility to single event ef-
fects using a CASE system at ESTEC (Netherlands), in 2012 (Nickson 2011). The
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Table 6.4. Overview of radiation campaigns.

Total Ionizing Dose

Source Samples
Dose rate Dose Annealing Annealing

(rad(Si)/hr) (krad(Si)) 21◦C (hrs) 100◦C (hrs)

Cobalt-60
1 biased,

482 88.3 192 168
1 unbiased

Cobalt-60
1 biased,

482 108 192 168
1 unbiased

Cobalt-60 1 unbiased 900 154 192 168

Proton Displacement Damage
Energy

Samples
Flux Fluence Ion Dose Annealing Annealing

(MeV) (p+/cm2/s) (p+/cm2) (krad(Si)) 21◦C (hrs) 100◦C (hrs)

10.6 1 unbiased 3 · 108 4 · 1011 213.2 168 168

15 1 unbiased 4 · 108 3 · 1011 122 168 168

20 1 unbiased 4 · 108 2 · 1011 65 168 168

Single Event Effects

Source Samples
Average LET Estimated fluence Annealing Annealing

(MeV cm2/mg) (ions/cm2) 21◦C (hrs) 100◦C (hrs)

Cf-252 1 operating 43 1.44 · 106 168 168

Californium-252 source produces fission fragments, α particles, and neutrons. Only fis-
sion fragments, which represent about 3% of the decay, are useful for SEE testing. These
fragments show an energy distribution with maximums at 78.7 and 102.5 MeV, and lead
to an average linear energy transfer of 43 MeV cm2/mg. The range on Silicon is limited
to about 13 µm (Blandford and Pickel 1985), and the generated beam spot is smaller than
the sensor’s sensitive area. However, it allows both, validating the test equipment before
using it on the heavy-ions cyclotron, and pre-assessing the device tolerance to SEEs. The
irradiation took place in vacuum, at room temperature, and with the sensor protective
window removed (Fig. 6.14). The evaluated device was operating in a dark environment
during the eight hours of irradiation. At the same time, all images were recorded together
with a complete set of housekeepings indicating health status of the complete camera sys-
tem. The sensor SEU and SEL protection mechanisms were enabled during part of the
testing (Section 5.3.1).

All devices employed for the radiation evaluation were selected from the same batch
of potential flight sensors. However, no special attention was paid to their performance or
number of artifacts.

6.4.2 Results

Hereafter we trace the performance of the ISPHI sensor during irradiation with Cobalt-60,
protons, and Californium-252, as well as during the post-irradiation annealing phases.
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Co60 
sources

ISPHI 
devices

Figure 6.12. Total ionizing dose radiation campaign: setup. Three cobalt-60 radioactive sources
lie in the rods located at the center of the irradiation room, with the devices under test (DUTs)
surrounding them (left picture). The distance between the devices and the sources determines the
dose rate. Three test boards with biasing capabilities hold the ISPHI sensors during irradiation
(right picture).

DUT location p+ beam

Figure 6.13. Displacement damage radiation campaign: setup. A beam line communicates the
cyclotron, where the protons are generated, with a small vacuum chamber where the DUT is
located (left picture shows beam line and chamber). Right photo displays the open chamber.
Protons enter the chamber through the right aperture and hit the device located on the left side.

6.4.2.1 Cobalt-60 total ionizing dose

Outcome of the cobalt-60 campaign indicates that the sensor is radiation tolerant up to
75 krad(Si). Below this dose, both biased and unbiased devices show moderate degrada-
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Cf‐252 
source

ISPHI

Figure 6.14. Single event effects radiation campaign: setup. The camera electronics and sensor
to be irradiated are placed inside a vacuum jar together with the Californium-252 source. Alu-
minum foil covers the jar to guarantee dark exposures during irradiation (left photo). Camera
power supply and control computer are displayed on the left side. Right picture shows a view of
the jar interior. The source lies on a rotating bar that allows placing it just over the sensor, which
is plugged in the camera electronics. An aluminum plate protects the rest of camera components
from being irradiated.

tion on dark current, dark current non-uniformity, and sensitivity, whereas biased devices
also show an increase in current consumption. After annealing (detailed further below), all
the above-mentioned parameters significantly recuperate. The rest of measured features,
i.e., pixel response non-uniformity, conversion gain, linearity, and offset fixed pattern
noise, remain unaltered.

Doses higher than 75 krad(Si) lead to row defects on biased devices, while unbiased
sensors simply extend the moderate degradation seen at lower doses. These defects mostly
emerge as completely dark lines, though in some cases exhibit a whiter shade than their
surrounding rows. Number of defects trends towards boosting exponentially as dose in-
creases. The damage turns out to be non-permanent, since annealing at room temperature
partially recovers it, and the high temperature baking fully heals it (Fig. 6.15). Given that
defects affect complete individual rows and that each row address corresponds in reality
to two consecutive rows (Fig. 4.3), the damage must be located after the row decoding
circuitry and before the pixels themselves. In particular, the vulnerable points are the sig-
nal drivers that connect the control signals to all pixels in each individual row. Despite
the defects, all devices were functional during the whole test.

Dark current increase is the most common effect on CMOS imagers exposed to ion-
izing dose, being the result of induced trapped charges and interface traps (Goiffon et al.
2009; Rao et al. 2008; Goiffon et al. 2010). During irradiation, biased and unbiased de-
vices show a similar tendency, increasing dark current at a rate of about 5.5 e−/s/krad at
low doses, and at 1.38 e−/s/krad for doses above 55 krad(Si). The annealing phase at room
temperature decreases the dark current to values fairly close to the initial ones, whereas
the annealing at high temperature does not cause a significant effect (Fig. 6.16, left).
Figure 6.16 (right) displays dark current distributions at different doses, where the dark
current increase appears as the right-shift of the quasi-Gaussian curves, and the DCNU
as the widened distributions. The non-uniformity increases with dose at a rate of about
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Figure 6.15. Image appearance after TID exposure. Row defects appear on biased devices af-
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decreasing after annealing at room temperature, and vanishing after annealing at 100 ◦C (right
plot). Left image is a flat field taken at 108 krad(Si), showing more than 200 black rows.
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Figure 6.16. Dark current after TID exposure. Dark current varies as a function of total ionizing
dose and annealing in a similar way for biased and unbiased devices (left graph). The right side
displays dark distributions for an unbiased device with 5 s exposure time from 18 to 154 krad(Si),
showing both the increase in dark level and dark current non-uniformity.

0.5 e−/s/krad, and does not recover after annealing.
Sensitivity, especially at short wavelengths (400−700 nm), decreases after TID mainly

because of recombination centers generated on the oxide interface and silicon bulk of the
pixel (Goiffon et al. 2009). However, another mechanism, which results from changes
on optical properties of the multi-layered stack above the pixels, may also contribute to
sensitivity reduction (Rao et al. 2008). Since our characterization did not comprise a
complete spectral response analysis, changes on signal level at a fixed wavelength and
illumination conditions were taken as estimations of this parameter. Results suggest that
there is a decrease of sensitivity of about 12% after 154 krad(Si) at 550 nm. In addition,
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Figure 6.17. Signal level of flat images taken under the same illumination conditions at 550 nm,
and with an exposure time of 100 ms. The biased device was irradiated up to 88.3 krad(Si),
whereas the unbiased one continued until 154 krad(Si). Biased correction is not included on the
Y-axis level.
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Figure 6.18. Current consumption for the complete camera versus irradiation dose and annealing.
Since only the image sensor was irradiated, variations correspond to changes on the sensor’s
power consumption. Total ionizing dose affects differently power consumption on biased and
unbiased devices.

devices response does not depend upon bias conditions, and they partially recover after
annealing at high temperature (Fig. 6.17).

Ionizing radiation shifts the threshold voltage of MOS transistors, increasing the leak-
age current of n-channel ones when they are off (Ma and Dressendorfer 1989). This
leakage results in a growth of the sensor’s power consumption. Our measurements con-
firm this variation on consumption for devices biased during irradiation, but this is not the
case for unbiased sensors (Fig. 6.18). The consumption increases at 0.96 mW/krad up to
75 krad(Si), and starts boosting rapidly (4.1 mW/krad) for higher doses. The annealing
stage leads to a partial recovery, so that a final deviation of less than 3% remains.
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6.4.2.2 Proton displacement damage

High fluence of protons produced severe and permanent degradation on some of the sen-
sor’s parameters, whereas others were only temporarily affected, and the rest remained
unchanged. Among the severely damaged features are dark current and dark current non-
uniformity. On its part, temporarily affected parameters include read noise, pixel response
non-uniformity, sensitivity, full well charge, and power consumption.

Exposure of electronic devices to protons results not only in displacement damage
due to non-ionizing interactions, quantified as non-ionizing energy loss (NIEL), but also
in damage because of accumulated total ionizing dose. In this section, we make use of
the gamma irradiation results for unbiased devices (Section 6.4.2.1) together with the
calculated proton induced ionizing dose (Table 6.4) to distinguish between displacement
damage and TID effects.

Irradiations at different proton energies, in the range from 10.6 to 20 MeV, and at
the same fluence led to similar degradation levels. This is because protons with energies
in such a small range produce similar NIEL, thus comparable displacement damage. In
general, lower energies produce higher non-ionizing energy loss and therefore a higher
degradation, as shown by Bogaerts et al. (2003) or Van Aken et al. (2009), whereas higher
energies provide larger penetration depths.

Dark current and dark current non-uniformity, which despite substantial post-annealing
recovery remain significantly degraded, are the parameters of most concern for the sen-
sor qualification. As expected (Bogaerts et al. 2003), dark current increases linearly with
proton fluence, and thus with NIEL, following

∆Dc(E) = k(E) ·
F

1010 , (6.1)

where F is the increase in fluence expressed in p+/cm2 and k(E) the damage factor
for each energy in e−/s/p+/cm2. From Fig. 6.19 (left), the annealing phase decreases the
dark current in similar steps for room and high temperature, resulting on a final value that
is still more than two orders of magnitude higher than the initial one. The damage factors
during irradiation are k(10.6 MeV) = 4381, k(15 MeV) = 4694 and k(20 MeV) = 6524.
At the same time the average dark current rises, its non-uniformity increases considerably,
widening the dark distribution as the fluence goes up (Fig. 6.19, right). This DCNU also
recovers with annealing, especially at high temperature, but does not reach the shape of
the initial distribution. Devices did not show any further improvement, neither in DC nor
in DCNU, after additional self-annealing of five months plus annealing of six months at
room temperature. Therefore, we consider the induced radiation effect as permanent. If
one compares the results in Fig. 6.19, where the accumulated ionizing dose reaches more
than 120 krad(Si) for proton energies of 10.6 and 15 MeV, to those presented in Fig. 6.16
for unbiased devices up to 154 krad(Si), it becomes clear that the ionizing contribution to
the degradation after proton testing is negligible. Since all measurements took place at
room temperature, lowering the operating temperature may be a way of coping with the
high levels of dark current. Figure 6.20 shows how both dark current and dark current
non-uniformity improve at lower temperatures. In addition, the PHI instrument aims at
relatively low exposure times, which eases the impact of high dark current contributions.

Read noise also exhibits a steady rise with proton fluence followed by a nearly com-
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Figure 6.20. Dark current on the 10.6 MeV proton irradiated device decreases as temperature
does, reaching at −10◦C a level close to the pre-irradiated one at room temperature: 571 e−/s
versus 306 e−/s (left graph). Right plot displays the dark distributions centered around zero,
which widen after irradiation and narrow as temperature decreases. Therefore, at 10◦C the irra-
diated sensor shows a distribution comparable to the pre-irradiation one.

plete cure after annealing (Fig. 6.21). Since gamma irradiation did not affect this parame-
ter, the observed effect shall be attributed to displacement damage. Variation from initial
to final value is about 1 − 2 e−, which stays within acceptable limits.

Signal level under flat illumination provides an indication of sensitivity changes on
the sensor. Figure 6.22 (right) shows the decrease in signal level after different proton
fluences, and the later recovery with room and high temperature annealing, which sets fi-
nal values to about the same levels they had before irradiation. Comparing this sensitivity
reduction to the one observed after the gamma campaign (Fig. 6.17), one observes that
the decrease is higher after proton testing, but recovery is weaker after TID. The exact
mechanism triggering these sensitivity changes is not totally clear (Bogaerts et al. 2003).
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Figure 6.21. Read noise dependence on proton fluence and energy, as well as on annealing. The
measured post-annealing read noise is slightly higher than the initial values.

0 1e11 2e11 3e11 4e11 21 100
0

2

4

6

8

10

      Fluence (p+/cm2)         T
annealing

 (°C)

P
R

N
U

 (
%

)

 

 

Irradiation Annealing

10.6 MeV
15 MeV
20 MeV

0 1e11 2e11 3e11 4e11 21 100
200

250

300

350

400

      Fluence (p+/cm2)         T
annealing

 (°C)

F
la

t l
ev

el
 @

 7
0 

m
s 

(D
N

)

 

 

Irradiation Annealing

10.6 MeV
15 MeV
20 MeV

Figure 6.22. PRNU and sensitivity after proton irradiation. Pixel response non-uniformity vari-
ation with respect to proton fluence and energy, as well as annealing. The PRNU value is cal-
culated according to the criterion given in EMVA (2010) (left plot). Signal level of flat images
taken under the same illumination conditions at 550 nm, and with an exposure time of 70 ms,
which corresponds to about half full well of the sensor (right graph). Given levels are corrected
from dark contribution.

Furthermore, an absolute spectral response measurement of the sensor before and after
irradiations may help on the analysis. This task is part of the near future work.

Spatial uniformity on the pixel responses diminishes as well after proton irradiation
(Fig. 6.22, left). PRNU doubles after the first fluence (5 ·1010 p+/cm2), and then the effect
starts saturating. Annealing completely heals the PRNU damage. Since no PRNU degra-
dation was seen after the gamma campaign, this effect is entirely caused by displacement
damage.

Full well charge suffered from reduction during irradiation but recovered almost com-
pletely after the two phases of annealing at room and high temperature. The net reduction
stays below 4 %.
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Figure 6.23. The mean value of the sequence of images taken during the live test is plotted versus
the irradiation run. Double asterisks (**) represent changes due to single event effects (SEE),
most of them identified as single event upsets (SEU). The recovery at the end of run 4 and run 5 is
because of a power cycling of the sensor, whereas recoveries on run 2 and 8 occur automatically
because of the remote TMR functionality of the camera (see section 5.3.1).

6.4.2.3 Californium-252 single event effects

Live monitoring of dark images and camera housekeepings allowed detecting and identi-
fying several single event effects during eight hours of irradiation with the Cf-252 source.
No single event latch-up occurred for the whole campaign. Conversely, seven single event
effects were detected and identified as single event upsets (SEU). From these events, four
happened while the camera SEU recovery system (remote TMR, see Section 5.3.1) was
disabled, thus resulting on single event functional interruptions (SEFI). The rest of events
were automatically corrected and just provoked single wrong frames. Moreover, single
event transients continuously generated randomly distributed white dots, caused by direct
ionization, on the dark frames. The occurrence of events depends on the position of the
source over the sensor. SEUs only appeared with the source located either at the center or
at the right edge of the device, confirming that no internal registers are located on the left
side.

Figure 6.23 displays a continuous monitoring of the dark mean value for all frames
acquired during irradiation. Abrupt changes on mean level are caused by single event
upsets that modify some sensor settings. A monitoring of the standard deviation would
also allow detecting the same number of sudden changes. Depending on which register
is hit by the incident particle, the effect becomes more or less notorious. During runs 2
and 8 the camera recovery system was activated, therefore the duration of the single event
effect is limited to a single acquisition. On the other hand, runs 4 and 5 do not include
automatic recovery, resulting on setting changes that last until the end of the run, point at
which the camera is power cycled. Run 4 shows two additional singularities. First, there is
an accumulation of effects, and second, the first and last events produce sudden decrease
and increase in power consumption, respectively (Fig. 6.24). The continuous retrieving
of housekeepings allowed the identification of the exact location of some events. For
example, the event on run 8 was caused by an upset on the sensor register that sets the
reference voltage of the pixel outputs. Later tests have confirmed that a variation on this
register leads to an offset modification of the sensor outputs, hence changing the image
mean level.
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Figure 6.24. Live monitoring of the camera current consumption during Cf-252 irradiation of the
sensor. Every vertical line demarcates a run, after which the radioactive source is moved away
and placed above the sensor again to start the next run. The continuous high frequency variation
is because of the camera acquisition cycle and not caused by changes induced by radiation.

Apart from transient effects, heavy ions and Cf-252 irradiation can also lead to long-
term effects because of induced ionizing dose. One can already anticipate this effect on
the continuously monitored dark mean level, where there is a smooth increase over time
(Fig. 6.23). The pre- and post-irradiation measurements as well as the annealing stage
confirm this trend.

Once the camera electronics and setup has been successfully tested, including the
camera protection against upsets (Section 5.3.1), next step is to evaluate the sensor sen-
sitivity to heavy ions accelerated by a cyclotron. We plan to use a high linear energy
transfer (LET) and low penetration ion cocktail to irradiate at different LETs. This test
will allow calculating the SEU saturated cross section of the ISPHI.

6.5 Discussion
Through this chapter we have characterized alternatives for the clocking of the analog
to digital converters, the retrieving of digitized data, and the synchronization of sensor,
ADCs, control electronics, and output data link. The electrical and electro-optical char-
acteristics of camera and image sensor have been measured, and the radiation tolerance
of the image sensor evaluated.

Three factors support adding flexibility to the active edge of the pixel sampling clocks
while reading out at high frequency (30 MHz) and operating the camera in harsh envi-
ronments (Solar Orbiter). First, finding an optimum point at which pixels are settled and
spurious contributions from previous and next pixels fade, thus avoiding ghosting arti-
facts. Second, temperature gradients modify the delays associated to the outputs of the
image sensor and alter the optimum sampling instant. Third, radiation can also vary the
positions of the sampling points via affecting the timing properties of control electron-
ics, ADCs, and image sensor. Operating the camera at a lower readout frequency, i.e.,
15 MHz for the ISPHI, diminishes the need of flexible sampling points because the stable
sampling periods are longer and timing changes on the electronics have a low impact. In
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Table 6.5. Camera and IS performance: Comparison with requirements. Requirements column
refers to the instrument requirements presented in Table 3.6, whereas ISPHI specifications are the
sensor development goals shown in Table 4.2 (Vendor 7). Finally, the results column indicates
the outcome of the electrical and electro-optical characterization of the camera.

Parameter Unit Requirement ISPHI Resultspecification
Frame rate fps ≥ 10 11 11

Read noise e− ≤ 100 60 52 ± 5

Dark current @ 293 K e−/s ≤ 103 200 ≈ 35

Sensitivity @ 600 nm % ≥ 40 50 50 ± 5

PRNU % ≤ 5 − < 3.5 (global)

Non-linearity % ≤ 2 ≤ 2 ≤ 2

Full well charge e− ≥ 105 105 95250 ± 250

Dynamic range dB ≥ 60 64.44 65.62

Power consumption mW ≤ 500 ≤ 500 1940a

aValue for the complete camera electronics plus image sensor.

addition, milder and more steady environments assure stable timing properties and also
eliminate the need of clocks adjusting.

Camera data converters must be clocked separately and differential signaling shall be
employed to carry clocks from the control electronics to the ADCs. Otherwise, dynamic
range and noise requirements are not met at high frequency even if the induced interfer-
ence pattern is removed via post-processing of the images. At half operating frequency
(15 MHz), the simple clocking approach meets the noise requirements if the interference
pattern is removed via subtraction of images. Digital data streams from the converters can
be successfully synchronized with the FPGA and the channel-link interface using differ-
ent structures. However, the mesochronous approach presented in Chapter 5 provides the
preferred solution regarding implementation resources and reliability.

All camera parameters fulfill the instrument requirements and the sensor specifications
except for the full well charge, which is slightly lower than desired (Table 6.5). This
modest deviation of FWC does not impede the successful performance of the instrument
as suggested by the instrument simulation that were presented in Chapter 3 (Fig. 3.5).
Power consumption is not detailed for the image sensor but given for the complete camera.
The value below 2 W is within the PHI budget.

The ISPHI sensor has been subjected to radiation tests of total ionizing dose, pro-
ton displacement damage, and single event effects. The sensor is radiation tolerant up
to 75 krad(Si) of TID, and shows temporal damage (recovered after annealing) at higher
doses if the sensor is biased during irradiation. Proton irradiation significantly degrades
dark current and dark current non-uniformity even after annealing, whereas other param-
eters, such as dark noise, sensitivity, and PRNU, only suffer from minor degradation. The
dark current deterioration can be overcome via operating the sensor at low temperatures,
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Figure 6.25. PHI performance before, during, and after sensor irradiation. ISPHI plot assumes
the measured camera performance (Table 6.5, Results), after irradiation includes degradation up
to 75 krad(Si) of TID and up to 2 1011 p+/cm2 proton fluence, and after annealing refers to the
high temperature recovery phase. Parameter n was defined in Section 3.4.2. Dashed gray lines
define the maximum allowed times. Tuning and acquisition modes as defined in Table 3.8 are
employed.

with 263 K being the temperature at which irradiated devices after annealing show the
same behavior than non-irradiated ones at room temperature. In addition, the irradiated
sensors underwent high proton fluences that correspond to the expected environment for
the spacecraft. The instrument environment is expected to withstand lower non-ionizing
doses. The SEE pre-assessment with Cf-252 have allowed validating the setup to be used
in a heavy ions cyclotron facility, and it did not cause any latch-up on the system. Con-
trarily, seven single event upsets were detected, which permitted successfully testing the
camera SEU recovery mechanism (remote TMR). In conclusion, three recommendations
arise from the radiation assessment: (1) in-flight annealing can help the image sensor
recover from long-term degradation effects, (2) low temperature operation of the ISPHI
(< 263 K) is needed to keep the dark current within reasonable margins, and (3) the re-
mote triple module redundance implemented in the control electronics prevents single
event functional interruptions on the sensor and unnecessary power cycling. As a result
of the radiation tests, additional shielding to reduce the levels of radiation on the image
sensor is not necessary provided that the own camera housing exceed a thickness of 2 mm
aluminum or equivalent, which is guaranteed by design.

The performance of the instrument is affected by the degradation of the image sensor
after irradiation and recovery after the annealing phases (Fig. 6.25). The reference plot
(ISPHI) includes the sensor’s properties after being characterized. After annealing the
instrument’s requirement are fulfilled for all values of the parameter n, but the cycle time
increases by about 14 %.

6.5.1 Comparison with scientific cameras in space

The sampling, digitization, and synchronization of analog pixels from image sensors be-
come more critical as the readout frequency increases. The design of the PHI camera,
which has a pixel frequency of 30 MHz, has demanded special measures to optimize the
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sampling point and to implement a proper synchronization approach. These difficulties
do not exist in cameras with slower pixel frequencies, as occurs with most of the cur-
rently in-flight space cameras (Table 6.6). The shown cameras either do not require a
faster readout or cannot exceed a readout frequency of 2.5 MHz while keeping the noise
within specifications. A higher number of outputs on the detector also complicates the
acquisition at high speed. From the table, only the first camera system comprises a sensor
with more than two analog outputs.

The thermal environment for spacecrafts that orbit around the Earth or other planets,
around the Sun at a fixed distance, or around small bodies is, in general, more stable than
the one for missions which distance to the Sun varies significantly within their lifetime.
This eases the optimization of the instrument under the expected operating conditions.

All instruments studied in Table 6.6 employ charge-coupled devices instead of CMOS
imagers because they are exposed to relatively low radiation levels and APS were not
mature enough at the time of their development phases. Most of those cameras are sur-
rounded by protective shielding to reduce the received radiation dose and guarantee the
survival of the sensors. Since CCDs do not include on-chip control or configuration regis-
ters, single event upsets are not a concern for those camera systems. Therefore, protective
measures, such as triple modular redundance, are not necessary. On the other hand, the
clocks used to operate CCD-based cameras must be carefully generated and calibrated to
optimize the camera performance. This aspect complicates the design of CCD controllers.
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7 Concluding remarks

This thesis has tackled the definition, design, development, and qualification of a new
camera electronics and a new detector with the purpose of optimizing them for space so-
lar instruments. In particular, it has been applied to the PHI Polarimetric and Helioseismic
Imager, which will operate as a remote sensing instrument on the Solar Orbiter spacecraft.
We commenced studying the instrument’s scientific needs and mission’s characteristics to
establish the camera requirements. Camera specifications were then related to filtergraph
and polarizer timing properties to evaluate their combined influence on the PHI perfor-
mance, which allowed elaborating and determining the most appropriate strategy to tune
those subsystems while acquiring images. Based on a comprehensive review of the state-
of-the-art of image sensors and a comparison with the defined camera requirements, the
development of a custom Active Pixel Sensor (or CMOS imager) was adopted as solution.
The principal demands for the new image sensor were: fast readout (high frame rate), high
full well capacity, and sufficient radiation tolerance. The digital control electronics of the
camera was designed, based on an antifuse FPGA, to drive the target image sensor, clock
the analog to digital converters, and interface with the main unit of the instrument. A
flexible sampling and acquisition technique has been proposed and implemented to deal
with the highly variable mission environment and the high readout rate while minimizing
the camera noise. The camera characterization has demonstrated that the noise is limited
by the CMOS sensor if the sampling parameters are calibrated according to operating
frequency and environment, and that the manufactured detector fulfills the instrument’s
needs. Furthermore, achieved camera characteristics were compared with other in-flight
camera systems and proved to be especially demanding with respect to speed and radia-
tion tolerance. Finally, three campaigns of radiation tests assessed space degradation on
the sensor and confirmed the fulfillment of the camera requirements under the mission’s
environment, provided that in-flight annealing and low operating temperatures can be
guaranteed. Moreover, the campaigns proved the usefulness of the implemented sensor’s
protection against single event upsets.

In Chapter 1, we have linked four primary contributions to the primary goals of this
work. Now we can review these contributions as follows:

(c1) Optimum strategy to synchronize camera, filtergraph, and polarizers.

The defined Fast polarization tuning mode, where the polarizers sequentially scan
all polarization states at each filtergraph position before the next wavelength is se-
lected, provides the optimum synchronization strategy when combined with the
triggered acquisition mode, where each sequence of frames is requested individ-
ually from the camera. The introduced parameter n, which indicates the number
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7 Concluding remarks

of sequential images to be acquired each time a given polarization state and wave-
length position are fixed, adds flexibility to both optimization and camera require-
ments, thus permitting to reach the desired performance with a wider diversity of
configurations. This Fast polarization - triggered configuration results in maximum
polarization efficiencies, with cycle time and modulation periods varying within ac-
ceptable ranges depending on n, and while keeping the polarimetric signal to noise
ratio within specification. The camera shutter plays a significant role in determining
the optimum operating strategy. The proposed approach allows using both rolling
or snapshot shutters. However, snapshot shutters allow running the image acquisi-
tion in continuous mode, thus reducing the total cycle time but slightly degrading
the polarimetric efficiencies. Even though the optimum strategy may vary if po-
larizers or filtergraph change properties, the optimization procedure presented here
would still be applicable.

(c2) Reduction of camera noise at high readout frequencies in variable radiation and
thermal environments.

Fast readout reduces the optimum time interval at which the output pixels can be
sampled. Moreover, that sampling window varies, in turn, with temperature and
radiation exposure because of changes in the timing properties of electronic com-
ponents. We have proven those changes with temperature in the output delays of the
image sensor. Pre-calibrating an adequate sampling instant does not solve the prob-
lem and leads to spurious noise contributions. The sampling approach proposed
here overcomes both issues, small sampling window and variability, via allowing
the user to finely adjust the sampling instant at any time. In addition, that opti-
mum sampling point can be optimized independently for different readout channels,
hence accounting for differences between sensor’s outputs and analog to digital con-
verters. That independent optimization complicates the data acquisition and multi-
plexing. However, acquisition strategies have been reviewed and evaluated during
this work to implement the best solution. The proposed sampling approach reduces
the camera readout noise at the maximum readout frequency of PHI (2 × 30 MHz)
and assures that the camera electronics contribution to the overall noise is below the
detector’s dark temporal noise. The main limitation of this flexible solution, which
is implemented in the control FPGA, arises from the need of adjusting the sampling
parameters of the camera via user commanding in case of severe environmental
variations. This limits the camera autonomous operation, but shall only be required
occasionally.

(c3) Protection of the camera against functional interruptions caused by space radiation.

Internal registers on CMOS imagers are often susceptible to single event upsets
because on-chip mitigation measures raise both cost and development time. The
implemented remote triple modular redundancy uses the TMR protected registers
of the control FPGA to store a safe copy of the sensor registers and overwrites them
in case a discrepancy caused by an ionizing particle is detected. Radiation tests have
shown how the PHI camera automatically recovers from single event upsets when
the remote TMR protection is enabled, thus preventing single event functional inter-
ruptions that occur when the protection is deactivated. The checking periodicity of
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internal and remote registers can be adjusted. However, registers cannot be updated
while an image is being acquired to avoid spurious noise contributions. Therefore,
the protection does not assure the absence of single corrupt images after a SEU, but
guarantees that SEUs do not provoke functional interruptions.

(c4) Testing and analysis of radiation effects on custom CMOS image sensor.

ISPHI, the custom image sensor developed for PHI, is functional after being sub-
jected to ionizing and non-ionizing radiation doses at levels above the expected
ones for the Solar Orbiter mission. Performance parameters are degraded, espe-
cially dark current and dark current non-uniformity, but still within specifications if
the detector operates below a temperature of 263 K. Displacement damage caused
by protons is the effect that produces most of the performance reduction on the
detector. Post-irradiation annealing has proved to considerably heal some of the de-
teriorated parameters. Thus, in-flight annealing is recommended to reduce sensor
degradation during the phases in which the instrument does not carry out observa-
tions. We consider that additional shielding to specifically protect the image sensor
is not needed for PHI. Among all instrument parameters, the total cycle time is
the one most influenced by the sensor degradation after irradiation, increasing it by
about 14 %.

Most of the contributions of this thesis can be applied to solar instruments other than
PHI as well as to areas other than solar polarimetry. The study of how camera parameters
as well as subsystems synchronization influence the polarimetric outcomes of the instru-
ment can easily be adapted to future solar observatories. In the same way, the sampling
point and synchronization approaches to reduce noise without decreasing the frame rate
could be scaled to future and faster scientific cameras by increasing the frequency of the
main camera clock or the number of digitization channels. Radiation mitigation mea-
sures, irradiation and annealing findings, together with the custom developed APS itself
can also serve future space projects.

Various results of this thesis provoke new questions that instigate further investiga-
tions or analyses. (1) The proposed approach to perform an optimal sampling of the
pixels under different environments or operating conditions requires manually adjusting
the sampling parameters after relevant changes (Chapters 5 and 6). An algorithm could be
derived and implemented, e.g., in the flight software, to auto-calibrate those parameters
periodically or every time the surrounding conditions vary. (2) Our theoretical study on
how the rolling shutter influences the operation of the instrument in the continuous ac-
quisition mode shows fluctuations on the polarimetric efficiencies within the image rows
(Chapter 3). This behavior can be reproduced in the laboratory with the polarizers and it
can be assessed whether they could be dynamically tuned to compensate for such fluctu-
ations. Lastly, (3) the next steps on the camera development for PHI, which are planned,
include the single event effects testing on a heavy ions accelerator, the reliability and me-
chanical qualification tests mentioned in Section 6.3, and the selection of the ISPHI flight
sensors after carefully characterizing the available samples (Chapter 6).

APS-based cameras have a good prospect of replacing charge-coupled devices as the
preferred solution in scientific imagers. In space, this allows medium and harsh envi-
ronments eliminating shield layers from image sensors, while in extreme radiation atmo-
spheres, e.g., Jovian orbits, one can benefit from notable reductions in shielding. Next
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generations of CMOS imagers shall push toward combining snapshot shutter features
with high tolerances against radiation, thus providing future space observatories with bet-
ter temporal resolution.
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A Detailed specification of PHI

This appendix complements the description of PHI given in Chapter 3 and provides those
inputs used for the calculations presented in Section 3.4 that were not detailed there.
Some of the figures given here correspond to measured values, whereas others are the best
estimations available at the time of writing. Moreover, all these parameters may change
with temperature and exposure to radiation. The presented values assume the expected
operating conditions with respect to temperature, but do not consider degradation due to
radiation.

Table A.1 gives the optical transmissions of the optics unit’s submodules, leading to a
total transmittance of 8.1 %. The absorption line observed by PHI is plotted in Fig. A.1,
where the vertical lines are the spectral positions selected by the filtergraph. The con-
tinuum point is placed on the red side of the line, outside of its influence, whereas the
other points lie equidistant from the line center. Table A.2 contains the exact wavelength
positions as well as the tuning speed of the filtergraph. Finally, Table A.3 includes the po-
larization positions, given as the retardances ρ and σ of the two polarizers accommodated
in one PMP, and the response times needed to change from one position to the following
one.

Table A.1. Transmissions of the PHI optical subsystems.

Parameter Symbol Unit Value
Entrance window τwindow % 80

Mirrors τmirrors % 88.6

Lenses τlenses % 81.7

Filtergraph τfiltergraph % 35

PMP τPMP % 90.3

Pol. beamsplitter τPol-BB % 49

Non-pol. beamsplitter τnPol-BB % 90

Total τ % 8.1
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Table A.2. Tuning speed and exact wavelength positions of the spectral tuning of PHI.

Parameter Symbol Unit Value
Tuning speed Rfiltergraph nm/s 0.05021

Position 1 λ1 = λc nm 617.3741

Position 2 λ2 nm 617.3201

Position 3 λ3 nm 617.3271

Position 4 λ4 nm 617.3341

Position 5 λ5 nm 617.3411

Position 6 λ6 = λNλ
nm 617.3481

Table A.3. Retardance values and response times of the polarizer used for the polarimetric tuning
of PHI.

Parameter Symbol Unit Value
Vector mode - NP = 4

Position 1 P1 deg
ρ = 225

σ = 234.74

Position 2 P2 deg
ρ = 225

σ = 125.26

Position 3 P3 deg
ρ = 315
σ = 54.74

Position 4 P4 deg
ρ = 315

σ = 305.26

Response time 1 P1 → P2 ms 5

Response time 2 P2 → P3 ms 94

Response time 3 P3 → P4 ms 94

Response time 4 P4 → P1 ms 80
Longitudinal mode - NP = 2

Position 1 P1 deg
ρ = 360
σ = 90

Position 2 P2 deg
ρ = 360
σ = 270

Response time 1 P1 → P2 ms 94

Response time 2 P2 → P1 ms 5
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Figure A.1. Profile of the FeI spectral line used by PHI. Vertical lines indicate the filtergraph
positions from λ1 (in the continuum) to λNλ .
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Acronyms

ADC Analog to digital converter

APS Active pixel sensor

ASIC Application-specific integrated circuit

AU Astronomical unit

CASE Californium-252 assessment of
single-event effects

CCD Charge-coupled device

CDS Correlated double sampling

CIS CMOS image sensor

CL Channel link

CME Coronal mass ejection

CMOS Complementary
metal-oxide-semiconductor

CPLD Complex programmable logic device

CRC Cyclic redundancy check

CTIA Capacitive trans-impedance amplifier

CVCM Collected volatile condensable material

DAC Digital to analog converter

DC Dark current

DCNU Dark current non-uniformity

DD Displacement damage

DFC Dawn framing camera

DN Digital number

DPU Digital processing unit

DSP Digital signal processor

DUT Device under test

EDAC Error detection and correction

EM Electromagnetic

ENOB Effective number of bits

EUV Extreme ultraviolet

FD Floating diffusion

FDT Full disk telescope

FEE Front-end electronics

FF Fill factor

FF Flip-flop

FIFO First in, first out

FOV Field of view

FPA Focal plane assembly

FPGA Field programmable gate array

FPN Fixed pattern noise

fps Frames per second

FSM Finite state machine

FWC Full well charge

FWHM Full width at half maximum

GAM Gravity assist maneuver

GCR Galactic cosmic ray

GEO Geostationary earth orbit

GPU Graphics processing unit

HI Heavy ion

HK Housekeeping

HMI Helioseismic and magnetic imager

HRT High resolution telescope

HVPS High voltage power supply

IMaX Imaging magnetograph experiment

IS Image sensor

ISPHI Image sensor for PHI

ISS Image stabilization system

ITAR International traffic in arms regulation

LCVR Liquid crystal variable retarder

LEO Low Earth orbit

LET Linear energy transfer
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Acronyms

LUT Look-up table

LVDS Low-voltage differential signaling

MDI Michelson doppler imager

NIEL Non-ionizing energy loss

NIR Near infrared

OSIRIS Optical, spectroscopic, and infrared
remote imaging system

OTP One-time programmable

PAL Programmable array logic

PCB Printed circuit board

PGA Pin grid array

PHI Polarimetric and helioseismic imager

PLA Programmable logic array

PLD Programmable logic device

PLL Phase-locked loop

PMP Polarization modulation package

POR Power-on reset

ppm Parts per million

PROBA Project for onboard autonomy

PRNU Pixel response non-uniformity

PTC Photon transfer curve

QE Quantum efficiency

rms Root mean square

ROIC Readout integrated circuit

SDO Solar dynamics observatory

SECCHI Sun earth connection coronal and
heliospheric investigation

SEE Single event effect

SEFI Single event functional interruption

SEL Single event latch-up

SEP Solar energetic particle

SET Single event transient

SEU Single event upset

SNR Signal to noise ratio

SOHO Solar and heliospheric observatory

SPI Serial peripheral interface

SO Solar orbiter

SRAM Static random access memory

SST Swedish solar telescope

SWAP Sun watcher using APS detectors and
image processing

s/c Spacecraft

TID Total ionizing dose

TIP Tenerife infrared polarimeter

TMR Triple modular redundancy

VMC Venus monitoring camera

VTT Vacuum tower telescope
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