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A B S T R AC T

Comets and their characteristic plasma and dust tails have been intriguing
people for millennia. Early theories about their nature were for example
already developed by the ancient Chinese and Greek, but it was not until
the late 1500s that we started to understand that comets were small bodies
in our Solar System. It then took another few hundred years to reliably
predict their complex orbital motion, and only in the 1950s did we begin
to develop plausible theories about their origin and makeup. In 1986, a
spacecraft visited a comet for the first time and confirmed that comets
indeed have solid nuclei and are not just a cloud of ice and dust. Finally in
2014, the Rosetta mission arrived at comet 67P/Churyumov-Gerasimenko
and continued to accompany it for over two years—an unprecedented feat.
The mission yielded an equally unprecedented wealth of information,
which revolutionized our understanding of comets. And yet the exact
mechanism by which comets eject their solid surface material is still
not fully understood. Solving this “activity paradox” is currently one of
the main challenges in cometary science. One way to learn more about
the ejection process is by studying the dynamics of the ejected material.
Consequently, the scientific camera system on board the Rosetta spacecraft
recorded several image sequences of 67P’s near-nucleus coma. Tracking
these dust particles is however highly non-trivial due to sparse data,
complex particle motions, fluctuating camera pointing, a high particle
density, and other factors. In the scope of this work, I therefore developed
a novel tracking algorithm specifically optimized for Rosetta data and
used it to track thousands of individual dust particles through several
image sequences. Focusing on the four most suitable image sequences,
I then continued to trace hundreds of decimeter-sized “particles” back
to the nucleus surface and determined their potential source regions,
size distributions, and dynamics. The results, which were additionally
corroborated by extensive dust coma modeling, reveal that the observed
activity cannot be explained by heightened solar radiation alone. Instead,
the local surface structure and composition likely play important roles.
Most notably, we found that the particles likely gained most of their speed
already during their ejection events, which hints at a more “explosive”
mechanism. Due to this discovery, we may therefore be one step closer to
solving the activity paradox.
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Z U SA M M E N FA S S U NG

Kometen und ihre charakteristischen Plasma- und Staubschweife fas-
zinieren die Menschen schon seit Jahrtausenden. Frühe Theorien über
ihre Natur wurden beispielsweise bereits von den alten Chinesen und
Griechen entwickelt, aber erst gegen Ende des 16. Jahrhunderts begannen
wir zu verstehen, dass Kometen kleine Körper in unserem Sonnensystem
sind. Es dauerte dann noch einige hundert Jahre, bis wir ihre komplexe
Bahnbewegung zuverlässig vorhersagen konnten, und erst in den 1950er
Jahren begannen wir, plausible Theorien über ihren Ursprung und ih-
re Zusammensetzung zu entwickeln. Im Jahr 1986 besuchte erstmals
eine Raumsonde einen Kometen und bestätigte, dass Kometen tatsäch-
lich feste Kerne besitzen und nicht nur aus einer Eis- und Staubwolke
bestehen. Schließlich erreichte 2014 die Rosetta-Mission den Kometen
67P/Churyumov-Gerasimenko und begleitete ihn über zwei Jahre lang –
eine beispiellose Leistung. Die Mission lieferte eine ebenso beispiellose
Fülle an Informationen, die unser Verständnis von Kometen revolutio-
nierten. Doch der genaue Mechanismus, durch den Kometen ihr festes
Oberflächenmaterial ausstoßen, ist noch immer nicht vollständig ver-
standen. Die Lösung dieses „Aktivitätsparadoxons“ ist derzeit eine der
Hauptherausforderungen in der Kometenforschung. Eine Möglichkeit,
mehr über den Ausstoßprozess zu erfahren, besteht darin, die Dynamik
des ausgestoßenen Materials zu untersuchen. Folglich zeichnete das wis-
senschaftliche Kamerasystem an Bord der Rosetta-Raumsonde mehrere
Bildsequenzen der Koma nahe des Kerns von 67P auf. Die Verfolgung
dieser Staubpartikel ist jedoch aufgrund spärlicher Daten, komplexer
Teilchenbewegungen, schwankender Kamerapositionierung, hoher Teil-
chendichte und anderer Faktoren äußerst schwierig. Im Rahmen dieser
Arbeit habe ich daher einen neuartigen Tracking-Algorithmus entwi-
ckelt, der speziell für Rosetta-Daten optimiert ist, und ihn verwendet,
um Tausende einzelner Staubpartikel durch mehrere Bildsequenzen
zu verfolgen. Mit Fokus auf die vier bestgeeignetsten Bildsequenzen
habe ich dann Hunderte von dezimetergroßen „Partikeln“ zurück zur
Nukleusoberfläche verfolgt und ihre potenziellen Ursprungsregionen,
Größenverteilungen und Dynamiken bestimmt. Die Ergebnisse, die
zusätzlich durch umfangreiche Staubkoma-Modellierungen bestätigt
wurden, zeigen, dass die beobachtete Aktivität nicht allein durch erhöhte
Sonneneinstrahlung erklärt werden kann. Stattdessen spielen die lokale
Oberflächenstruktur und Zusammensetzung wahrscheinlich wichtige
Rollen. Am bemerkenswertesten fanden wir, dass die Partikel den größten
Teil ihrer Geschwindigkeit wahrscheinlich bereits während ihrer Aus-
stoßereignisse erhielten, was auf einen eher „explosiven“ Mechanismus
hinweist. Durch diese Entdeckung sind wir somit möglicherweise einen
Schritt näher daran, das Aktivitätsparadoxon zu lösen.
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Comets are like vitamin tablets. Both have an air of mystery that surrounds

them, and in many cultures, they are seen as the heralds of hope in a time of

despair. Ok, maybe that last part was not “exactly” right. But they do end up

happily fizzing away if you were to put them in a glass of water. In fact, comets

are so excited about showing you their neat little trick that they already start

fizzing when they are still millions of kilometers away from your glass. And just

like when a kid tugs your sleeve and asks you to watch them perform, you

should pay attention, because it’s beautiful.

One of the most memorable experiences that inspired me to become an

astrophysicist I had in 2015, when I was part of an excursion to a telescope site

in the South-African Karoo Desert. One night we were trying to use the

university telescope, and a lot of things went wrong. I actually can’t remember

if it eventually worked, but I do know that most of us ended up stranded in the

middle of the freezing African night, with only time on our hands (and some

gloves if you were lucky). This was very frustrating, and it would have likely

remained that way were it not for the absolutely amazing sight of the southern

night sky. And so for the longest time we would just stand there, gazing at the

stars, with our eyes and mouths wide open, resembling baby chicks waiting to be

fed. We simply couldn’t get enough.

Now I study comets, and my fascination hasn’t subsided. Comets are the last

survivors from the time when our Solar System formed. By asking them the

right questions, we can learn a lot about our history. They may even be the

reason we are alive today. When the Earth was still young, comets crashed onto

it and likely brought with them the essence for all its life–water. Maybe the exact

same water you now use to dissolve your vitamin tablets in.

—Pfeifer (2021). “Origin Story” (slightly modified; written during a free
writing session as part of the “Write Like a Thought Leader” workshop).





There is a phenomenon that attends each Comet, and is peculiar to them,

called its tail.

— Unknown (1757). An Account of the Remarkable Comet.
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P R E FAC E

The vitality of thought is in adventure. Ideas won’t keep.

Something must be done about them.

— Alfred North Whitehead in Lucien Price (1954).
Dialogues Of Alfred North Whitehead.

This dissertation is written in a special cumulative style. Its overarching
structure still follows that of a classical monograph—or by extension that
of a typical cumulative thesis—, and is divided into a general introduction,
a main body, and a final discussion. But its layout significantly changes
within its main body, where I incorporated the two first-author papers
that I wrote within the context of my PhD project (Pfeifer et al. 2022,
2024). The papers, which I respectively refer to in this dissertation as
the “methods” and the “science” paper for convenience, are included
unaltered and in full, but with a twist: each page from the papers is
dedicated an entire double-page. On its right side, I show an original
page from the papers, while on its left side, I directly expand on some
of the content of the respective paper page (more specific details are
discussed at the end of this preface).

The main purpose of the methods paper is
to introduce and explain my tracking algo-
rithm, whereas the science paper focuses
on its application and the implications of
my findings to cometary science.

Knowing that this is a rather unusual dissertation format, I motivate
my choice in the following paragraphs. There are, however, far too
many arguments for or against either the monograph or the cumulative
dissertation for me to address (see e. g., Duke et al. 1999; Paltridge 2002;
Sharmini et al. 2015; Smith 2015; Freeman 2018; Mason 2018; Rigby et al.
2020; Paltridge et al. 2020, 2023; Chong et al. 2022). The value of the
monograph has been extensively discussed among scholars since at
least the serials crisis, which started in the 1980s and later turned into
the monograph crisis (e. g., Smith 1990; Thompson 2005; Savage 2010;
Adema 2015; Buranyi 2017; Bosch et al. 2022; although signs of it may
be found as early as 1927, Armato 2012). Especially in the Humanities,
Arts, and Social Sciences, where, unlike in the Natural Sciences, the
monograph still plays a central role in scholarly communication beyond
the dissertation, scholars continue to debate its demise in the context of
the digital age (e. g., Steele 2008; van der Weel 2015, 2016; Thomas et al.
2016; Crossick 2016; Mrva-Montoya 2016; Gould 2016; Paré 2019; Clark
et al. 2020; Shaw et al. 2022). Because my approach will certainly not end
this debate, I merely focus briefly on the arguments that I regard to be
most important.

I used to think that the cumulative dis-
sertation was a rather new format that
emerged from the digital age, but that is
not so; the format goes back to at least
the 1960s (e. g., Reid 1978; Monaghan 1989;
Wilson 2002).

The serials crisis describes the massive
hike in journal prices by commercial pub-
lishers in the fields of Science, Technology,
Engineering, and Mathematics (STEM).
To finance journal subscriptions, research
libraries thus had to significantly reduce
their purchase of monographs, which they
struggled to sell. As a consequence, it be-
came difficult for scholars to find an outlet
for their monographs (especially when
dealing with niche subjects), as “publish-
ers increasingly determined what gets
published based on market-value instead
of on scholarly merit” (Adema 2015).

Today’s scientific monographs are rooted in medieval manuscripts, which
in turn are rooted in codices, and ultimately ancient scrolls (Leeuwen
2016). Over the course of this transformation, many practices changed
and new standards emerged (e. g., Meadows 1980; Paltridge et al. 2020).
To name just a few major (but simplified) examples: The predominant
language in writing changed from Greek to Latin to several European
languages and eventually to English (e. g., Hamel 2007; Englander 2014,
albeit that Chinese might replace English in the future); the approach
at conveying knowledge changed from Plato’s conversational dialogues
intended for a general public (e. g., Plato 2006; Adler et al. 2014), to the
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early scientific books—by authors such as Galilei, Kepler, or later Darwin—
that were often still vernacular and comprehensible by a lay audience
(e. g., Meadows 1980; Adler et al. 2014), to the modern, much more
neutral, but often jargon-heavy language of today, intended for an expert
audience (e. g., Sword 2012; Ball 2017); the publication practices changed
substantially with the invention of the printing press from the distribution
of hand-written manuscripts to the marketing of mechanically printed
books at industrial scales (e. g., Meadows 1980; Hunter 2016; Wilding 2016;
Fyfe et al. 2022); modern citation practices, now universally regarded
as a hallmark of serious scientific work, only emerged during the 19th
century (first as a recognition of debt, e. g., Bazerman 1988); and the
nowadays typical IMRaD structure (Introduction, Methods, Results, and
Discussion; the so-called “simple traditional” dissertation format, e. g.,
Paltridge 2002) only established itself as the standard during the 20th
century (Bazerman 1988; Day 1989; Atkinson 1998; Sollaci et al. 2004).
Throughout the middle ages and the early modern period, doctoral
candidates at German universities (where the PhD in its current form
originated) were judged solely on the basis of their disputation (Allweiss
1979). Dissertations only emerged in the 17th and 18th centuries as
optional writings to the disputation, were often composed by the referee
instead of the doctoral candidate (Kruse 2006), and were so different
from today’s dissertations in their form and function prior to the early to
mid 1800s, that they are regarded as separate kinds of works (Allweiss
1979). In short, the (monographic) dissertation has never been a static
genre. Although its current form is regarded as the gold standard in many
disciplines, it has a long history of evolution, and—as the emergence of
the cumulative dissertation and the more recent move to open-access
online publications shows (e. g., Grimme et al. 2019; Clark et al. 2020;
Shaw et al. 2022)—it is evolving still.

In medieval times, “scientists”, such as al-
chemists, often wrote in code or used cryp-
tic symbols to protect their research from
rivals (e. g., Long 2003; Smith 2004; Heard
2016; Nummedal 2016). This changed with
the founding of scientific communities like
the Royal Society of London in 1660, which
were based on principles of open commu-
nication and collaboration, ideas most no-
tably advocated by Francis Bacon (e. g., Pel-
tonen 1996; Heard 2016). At the same time
however, scientific writing also became
increasingly obfuscated, contrived, and
verbose, potentially in an attempt to “gate-
keep” or feign superiority (e. g., Williams
et al. 1995). Complaints about such writing
and calls for clear and direct language thus
date back at least as far (e. g., Sprat 1667;
see also Pinker 2014). In modern times,
this sentiment was prominently expressed
by Strunk and White in The Elements of

Style (e. g., 1959, first published in 1920).
Yet even though by now, clarity and conci-
sion have long been established as impor-
tant pillars of scientific communication,
researchers continue to have legitimate
concerns about the current state of writing
(e. g., Schimel 2012; Sword 2012; Greene
2013; Heard 2016; Ball 2017).

Notable recent exceptions from the stan-
dard dissertation format are for example:
Nick Sousanis’s award-winning disserta-
tion Unflattening (2015), which deals with
the relationship between text and images
and explores new ways of thinking, con-
veyed entirely in the form of comics; or
A.D. Carson’s dissertation “Owning My
Masters” (2017), which combines videos,
audio recordings, and interviews, but only
cites 13 references and is just 37 pages long,
of which many contain song lyrics or a sin-
gle image.

I developed my own dissertation layout because I believe that mono-
graphic dissertations have fallen out of time: virtually nobody reads them
anymore. One of the core ideas of the monograph lies in that ideally,
each part is written with the whole in mind. In that sense, it has a low
hierarchy with just one synthesis layer, whereas cumulative dissertations
have two: each constituting paper was synthesized with only its specific
scope in mind and is ideally self-contained; a good paper should not rely
on external material to be properly understood by the target audience.
The cumulative framework of the dissertation then forms the second
synthesis layer. And even though monographs, too, typically consist
of parts, chapters, sections, and so on, a cumulative work might never
achieve the same level of coherence. To the reader then, the strength of
the monograph unfolds when it is read as a whole.

But in my experience as a natural scientist, people just don’t read mono-
graphic dissertations as a whole anymore (unless they are asked to). They
usually lack the time for such a commitment.

I came across a quote in this regard that is
simply too cynical not to share: “The mono-
graph was supposed to be exhaustive, ex-
hausting the ‘sources’ as well as the reader”
(Smith 1990). In all fairness however, it is
curious that right around the same time
when monographic dissertations started
to emerge in a “modern” format, in the
Natural Sciences, journal papers began
to replace monographs as the primary
medium of scientific communication. This
sparks the question if monographic dis-
sertations ever had a readership or impact
comparable to that of journal papers.

Well-written dissertations
are still recommended to people who seek a good entry point into a
particular field of research, and they are often used to look up specific
details that are not mentioned in related articles. But in both instances, cu-
mulative dissertations can serve the same purpose, and do so potentially
even better than the monograph. For one, introductions of cumulative dis-
sertations can be equal in quality to those of monographs, but cumulative
dissertations may hold an advantage over monographs in that following

xiv



the introduction, they transition into the works that are more typically
sought after and debated by the scientific community: the papers. But
especially when dissertations are used to look up specific details, the
strength of monographs is lost, and cumulative dissertations may actually
prove more useful as well, as their layered structure of self-contained
units can make it easier to locate supplementary material.

To take up the cudgels for the monograph however, there is another
important advantage to it, but it’s to its author. In 2019, for example, the
Cambridge and Oxford University Presses published a joint report on
“Researchers’ Perspectives on the Purpose and Value of the Monograph”
in the Humanities and Social Sciences (Clark et al. 2020). While the
authors conclude that the monograph “must evolve to remain relevant
to the way academics work in an increasingly digital world”, they also
found that many respondents of their survey regard the monograph
as an important “organizing principle of research ... that helps them to
clarify their thinking ... and supports the development of their ideas.”
This is a compelling argument for the monograph, and I assume that
it is also one of the primary reasons why many universities still prefer
the monograph over the cumulative dissertation. And yet in the Natural
Sciences, the monograph has long been replaced by the journal article as
the primary medium of scientific communication (e. g., Mabe 2009, 2010;
Mabe et al. 2011; Ware et al. 2015; Johnson et al. 2018; Tenopir et al. 2019;
Dietz 2022), and cumulative dissertations have become a common format
(e. g., Dong 1998; Wilson 1998; Sharmini et al. 2015; Autry et al. 2016;
Frick 2016; Anderson et al. 2020, 2021; Donner 2021; Kubota et al. 2021;
Paltridge et al. 2023; Solli et al. 2023). Nowadays, writing a monographic
dissertation is probably the one and only time that most researchers
may engage in such long-form scientific writing. And while the mode of
thinking enabled by monograph writing is important, I think that it is
not lost when writing a cumulative dissertation. This form, too, requires
synthesis, and emerges from the framework of a PhD project, which
seeks to answer a central question and guides the research.

Average attention duration on a computer
screen in seconds, 2004–2021 (adapted
from Mark 2023). The orange circles indi-
cate measurements from different studies;
the gray curve merely illustrates the trend.

Thus given the publication and research culture in the digital age, I believe
a cumulative dissertation to be the more viable choice. For one, due to
the internet, smartphones, social media, and content recommendation
algorithms, people are constantly flooded with (irrelevant) information
competing for their attention. As a result, the human attention span
(or at least the time that we allocate to any specific activity) may have
significantly declined over the past two decades (e. g., Duffy et al. 2022;
Ducharme 2023; Mark 2023; niplav 2023). But declining attention span
or not, there is no denying that the number of scientific publications per
year has massively increased over the past few decades (see, e. g., also
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Fire et al. 2019). Consequently, it has become impossible to be familiar
with every published work even in the smallest of subfields—a trend
already predicted by Thomas Henry Huxley during his retiring address
as president of the Royal Society in 1885:

It has become impossible for any man to keep pace with the progress
of the whole of any important branch of science. If he were to attempt
to do so his mental faculties would be crushed by the multitude of
journals and voluminous monographs which a too fertile press casts
upon him. This was not the case in my young days. A diligent reader
might then keep fairly informed of all that was going on without
demoralizing his faculties by the accumulation of unassimilated
information. It looks as if the scientific, like other revolutions, meant
to devour its own children; as if the growth of science tended to
overwhelm its votaries; as if the man of science of the future were
condemned to diminish into a narrower and narrower specialist as
time goes on.

Even Johannes Kepler already noted in 1606 that (Jardine 1988):

After the birth of printing, books became widespread. Hence every-
one throughout Europe devoted himself to the study of literature ...
Every year, especially since 1563, the number of writings published
in every field is greater than all those produced in the past thousand
years.

And so while today, researchers may be spending more time reading than
ever before (Van Noorden 2014; Tenopir et al. 2015), deciding what to read
and how much of it has never been more crucial (e. g., Nicholas et al. 2004,
2007; Baron et al. 2021). As Baron (2015) aptly puts it: “One of the major
effects of digital screens is to shift the balance from continuous reading to
reading on the prowl ... The result? The meaning of ‘reading’ increasingly
becomes ‘finding information’—and often setting for the first thing
that comes to hand—rather than ‘contemplating and understanding’.”
Thanks to the recent boom in AI-based (writing) tools such as OpenAI’s
ChatGPT, Google’s Gemini, or Anthropic’s Claude however, companies
and journals now also start to offer AI-tools that can summarize and
“study” scientific articles (e. g., R Discovery, Kudos’ AI Summaries, or
Myreader; although automated abstraction tools were already developed
much earlier, e. g., Luhn 1958; Mathis et al. 1973). If reliable, such tools
should make literature research considerably more effective, but I suspect
it will likely also result in scientists straying even further from long-form
reading.

Then-Editor-in-Chief of the Astrophysical
Journal, Helmut A. Abt, standing next to
book stacks of the journal’s publications
to illustrate the dramatic increase of astro-
nomical literature over the past decades
(Heck 2003, reprinted with permission
from NOIRLab).

The four resources in the previous dia-
gram record various forms of data, in-
cluding (journal) articles, books, reports,
editorials, letters, datasets, or (in the case
of the Web of Science) even music, film,
or dance performance reviews. Which of
those should be considered as relevant
sources for scientific work is of course de-
batable and depends on the subject. What
actually constitutes a (scientific) book is
for example also not easy to define (e. g.,
Frasca-Spada et al. 2000; Hunter 2016;
Phillips et al. 2022). Naturally, none of
the resources claim to be comprehensive,
but the curves nevertheless give a good
idea about the general trend of the pub-
lication rate. Judging from the OpenAlex
data for example, since I was born in 1989,
the total number of publications has more
than quintupled.

There is this notion that the last person to
have read or known everything available
to them was Giovanni Pico della Miran-
dola (1463–1494, e. g., Herman 2013). But
considering that the ancient Library of
Alexandria may have already held hun-
dreds of thousands of documents (El-
Abbadi 2023), the point at which it was
still possible to read every available work
of note likely lies many centuries further
in the past.

Ultimately, when it comes to writing, one should always ask themselves
who they are writing for. In case of dissertations, it’s typically a balance
between writing for yourself, the examiners, and a scientific audience
of a certain expertise. When it comes to my dissertation, I would like to
write for the contemporary, interested reader, who likely doesn’t have the
time to read an entire work potentially comprising hundreds of pages,
but who appreciates if the information they are looking for is easy to find
and ideally self-contained. The cumulative style of this dissertation is my
attempt at meeting this reader’s needs while honoring the standards of
dissertation writing that have been established over the past centuries.
With this dissertation, I try not only to make a new contribution to my
field, but—in the spirit of science—also to innovate how such results may
be presented.
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My dissertation layout is inspired by the book Trees, Maps, and Theorems

(2009) by Jean-luc Doumont. The book deals with the first (design)
principles of clear and effective communication, and in doing so, sets
an example of how they may be applied by relying on a double-page
layout as a core structural concept. I find this layout to be well-suited
for cumulative dissertations: If a reader is only interested in the primary
information encapsulated in the papers, my layout allows them to study
the papers without interruption. At the same time however, they also
have the option to read up on additional information right where it’s
relevant thanks to the in-situ discussions. This was one of the main
drivers for developing my layout, as it benefits the people that are
most likely interested in my dissertation—namely those that are already
familiar with my work, but that would like to look up details that are
not mentioned in my papers. With my layout, they don’t have to skim
(or even read) through large parts of the dissertation (and don’t have to
be uncertain if they missed something), but can immediately see if the
aspects they are interested in are further discussed in my dissertation
just by going to the relevant paper section.

Another inspiration were the Wikipedia-
style page previews that pop up when
hovering over hyperlinks to different
Wikipedia articles. It would be really inter-
esting to apply such an interactive feature
in the context of dissertations, but the cur-
rent doctorate regulations do not allow it
(in particular because it’s impossible to im-
plement in the static format of a PDF and
because the printed and digital versions
would likely not be identical).

Admittedly, the strength of my layout pri-
marily unfolds when reading the printed
version of my dissertation, because it’s
easier to read double-pages on paper
than on screen. Opting for this layout
may therefore seem somewhat counter-
intuitive given the universal demand for
easily accessible and thus virtual infor-
mation. Yet many if not most scientists
still prefer reading on paper (as do I; e. g.,
Tenopir et al. 2015, 2019; Baron et al. 2017;
Mizrachi et al. 2018), and may retain more
information when doing so (e. g., Delgado
et al. 2018; Kong et al. 2018; Clinton 2019;
Stiegler-Balfour et al. 2023). I therefore
designed my dissertation having analog
reading in mind, but its digital version is
still perfectly readable on screen (although
it may involve more scrolling than usual).

The illustration below shows how this double-page layout is structured.
Orange lines visually connect key words or phrases from the original
paper pages on the right side with the in-situ discussions on the left.
While the two papers incorporated in this dissertation represent the
essence of my work, there are several things—dead ends, side projects,
minor results, background information, thoughts and ideas—that didn’t
make the cut. Most of this extra content is provided in the in-situ
discussions. Sometimes longer, sometimes shorter, they address specific
aspects mentioned in the papers, in the hopes that they add valuable
information and make certain things clearer. As this preface already
demonstrated, the wide margins to the side of the discussions are also
a feature in other parts of this dissertation. They naturally arise from
typographic guidelines developed to alleviate information intake while
reading, which state that the text width should be around 30 times longer
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than the font size (e. g., Bringhurst 2004). In this case, the main text has a
(standard) font size of 10 pt and a text width of 304pt ≡ 10.7 cm; and since
the page format is DIN A4 with a page width of 21 cm, these specifications
result in a wide side margin. This empty space does not have to go unused
however, so here, they sometimes contain a local table of contents or
figure captions, but are primarily reserved for small figures and side
notes: by way of the proximity principle (which roughly states that in
design, related elements should be close, e. g., Doumont 2009; Cairo 2012)
they allow content that would traditionally be found in footnotes to be
as close to their relevant text passages as possible—presenting ancillary
information quite literally as asides. And because they are kept relatively
self-contained, it also eliminates the need for footnote markers, resulting
in an overall cleaner and direct design. Additionally, this division into
papers, discussions, and side notes, as well as the decreasing space that
each part is allocated, immediately conveys their relative importance.

Finally, just as with the overall layout and the science itself, I also cared
a lot about my writing and figure design. Even though I am neither
a professional writer nor a trained layout or graphic designer, as a
scientist, I still see myself in both these roles. Rigorous research and
novel insights are fundamental parts of science, but I believe that it
should also be communicated well: quality science deserves quality
communication. Science already deals with complicated issues, and so
their comprehension should be as effortless as possible, now more than
ever. Effortless communication not only allows to potentially reach a larger
audience and keep its interest, but it also respects the underlying work
and the audience’s time and energy—the mental burden of unraveling a
message should not be with its audience but with its author. So rather
than feeling frustrated or exhausted, I would like my readers to feel
refreshed or engaged. It’s a Herculean task for sure, and I may not have
achieved it, but I tried my best with every word that I wrote, and every
figure that I crafted. I hope you will appreciate.

In a similar spirit (as reflected by my rather
long acknowledgments), I also like to give
credit where credit is due. Research is a
community effort, and so in the hopes that
they may be useful to a reader, I tried to
provide references for every unoriginal
claim that I made, even, or especially so,
if they are about a well-known fact (for
which conversely, the original sources are
sometimes curiously hard to find as they
are often omitted).

M A R I U S P F E I F E R
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Comets are like cats: they have tails, and they do precisely what they want.

— Levy (1998). Comets: Creators and Destroyers.

C
omets are small Solar System bodies (SSSBs) that formed in the
outer regions of our Solar System (or even beyond) and consist of
a mixture of dust and various ices (mostly water and CO2, e. g.,

Cochran et al. 2015; Bockelée-Morvan et al. 2017; Altwegg et al. 2019; Rubin
et al. 2020; Filacchione et al. 2022). Unlike the rocky asteroids, which
formed in the inner Solar System and constantly experience physical or
chemical alterations (e. g. due to meteorite impacts, solar radiation, or
heating; e. g., Asphaug 2009; Asphaug et al. 2015; Murdoch et al. 2015;
Pieters et al. 2016), comets have remained mostly unchanged ever since
they formed around 4.6 billion years ago along with the rest of our
Solar System (e. g., Blum et al. 2022). They are thus regarded as the most
primitive Solar System objects, which makes them highly interesting
targets for scientific space missions, as they are key to understanding the
origin of the Solar System itself (e. g., Bonnet 1985).

Only when the orbits of comets are changed enough that they enter the
inner Solar System (e. g., due to gravitational perturbations from planets,
galactic tides, or neighboring stars, Levison et al. 1997; Fouchard et al.
2017a,b) do comets become active: heated by solar radiation, their ices
start to sublimate, creating gases that expand and remove dust from the
cometary surface. This gas and dust then manifest as the characteristic
cometary coma, tail, and trail (e. g., Agarwal et al. 2023).

How exactly the dust is ejected however, is not yet fully understood (e. g.,
Gundlach et al. 2015b; Skorov et al. 2017; Markkanen et al. 2020; Agarwal
et al. 2023; Bischoff et al. 2023). Learning more about the responsible
processes therefore was, and still is, a declared goal of the European
Space Agency’s (ESA’s) Rosetta mission to comet 67P/Churyumov-
Gerasimenko (Bonnet 1985; Glassmeier et al. 2007; Taylor et al. 2017). Thus,
during Rosetta’s rendezvous-phase with comet 67P, the narrow- and wide-
angle cameras (WAC and NAC) of its Optical, Spectroscopic, and Infrared
Remote Imaging System (OSIRIS, Keller et al. 2007) recorded many
image sequences of 67P’s near-nucleus coma to capture the dynamics of
recently ejected dust particles. Studying their dynamics allows not only
to indirectly probe the near-nucleus gas environment, but also to draw
conclusions about their potential ejection events. I therefore developed a
particle tracking algorithm specifically tailored to OSIRIS data, and used
it to analyze several image sequences.

But before the methodology and results of this approach are presented
and discussed in detail, I first provide a brief introduction into the history,
populations, and physics of comets, the Rosetta mission, and comet 67P,
followed by a motivation for developing my own tracking algorithm in
the context of related algorithms.



4 comets and rosetta

The original version of Aristotle’s Meteoro-

logica has long been lost, but it was likely
written around 340 BCE (Boyer 1959).

Parallax describes the apparent positional
shift of foreground objects relative to a
fixed background when they are viewed
from different locations (e. g., Hirshfeld
2013).

1.1 comet history

Long before comets were of scientific interest (and in fact, long before
modern science was even born),

The birth of modern science is commonly
attributed to the work of Galileo Galilei
from the early 17th century (e. g., Bar-
boianu 2022). And of course—because
how else could it be—, one of his most im-
portant texts, Il saggiatore (“The Assayer”),
sprang from a controversy on comet sight-
ings (Galilei 1623; Galilei et al. 1960).

they were of significant cultural impor-
tance all around the world (e. g., Green 2004; Sagan et al. 2011). That
significance was overwhelmingly negative however, as most cultures saw
their appearances as bad omens.

One culture with a positive view of comets
were the !Kung of the Upper Omuramba
(in today’s Namibia) who “saw the comet
as a guarantee of good times ahead [in] an
unsually cheerful interpretation” (Sagan
et al. 2011).

The oldest known records of comets
were kept in ancient China and inscribed on animal bones and turtle shells
(the so-called oracle bones), possibly as early as 1500 BCE (Zhen-Tao et al.
1995). About 1300 years later (although the time periods likely overlap,
Sagan et al. 2011), the Chinese had already categorized comets according
to their appearance into 29 different “classes”, which are attributed with
different events and preserved in the Mawangdui Silk Texts (Gu 1978; Xi
1984, see Fig. 1.1).

Roughly around the same time, Aristotle was also pondering about the
nature of comets. In his Meteorologica, he disputed previous theories,
in particular those of Pythagoras and Hippocrates, who believed that
comets were similar to planets (Aristotle 1952). Aristotle instead proposed
that comets were meteorological phenomena akin to the aurora borealis
or shooting stars, an idea that would be prominent in Western culture
well into the early modern period (Green 2004).

But when the Great Comet of 1577 appeared, Danish astronomer Tycho
Brahe showed that comets are in fact part of our Solar System (although
he still believed in a geocentric system, Brahe 1588). Because the comet
was visible for a long time, he and his contemporaries were able to make
many precise measurements of the comet’s celestial position. Brahe then
used these measurements to determine its parallax relative to background
stars and found that the comet must be much further away than the
moon, thus placing it with the planets.

The next important step for cometary science was taken by Johannes
Kepler, who assisted Brahe shortly before his sudden death, and became
his successor as the Imperial Mathematician in Prague (Caspar et al. 1993).
Being a strong advocate of Copernicus’ heliocentric system (Copernicus
et al. 1543), Kepler made good use of Brahe’s extensive records and
discovered that all planets must move on elliptical orbits with the Sun
located at one of the foci (the first of Kepler’s three laws, Kepler et al. 1609).

Figure 1.1: Comet classes recorded on the Mawangdui Silk Texts. Left: Image of the original silk drawings showing a sub-set of the 29
different classes (credit: Hunan Museum). Right: 27 recreated depictions of the 29 classes (Xi 1984, reprinted with permission from Elsevier).

https://web.archive.org/web/20240508114820/https://www.hnmuseum.com/en/gallery/node/32/33
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Figure 1.2: Page of Tycho Brahe’s notebook
showing his observations of the Great
Comet of 1577 (credit: Royal Danish Li-
brary).

Newton apparently commented that “the
discussion of comets was the most difficult
part of the book” (Hughes 1988), which
probably says something about the feat.

“Some hint of [the idea of a returning
comet] can be found in the writings of Aris-
totle (who firmly rejected it) and Seneca
(who ... embraced the suggestion of Apol-
lonius of Myndos that comets move as
the planets do)” (Seneca 1972; Sagan et
al. 2011). Other than that, it was “explicit
only in the folk tradition of the Bantu-
Kavirondo people of Africa” (Sagan et al.
2011).

Yet curiously, he did not arrive at the same conclusion regarding comets,
but instead believed that they were moving on straight lines (Kepler
1619a; Hellman 1975).

That comets, too, moved on elliptical orbits was finally proven by Isaac
Newton in the third book of his magnum opus Philosophiæ Naturalis

Principia Mathematica (Newton 1687). In December 1680, there was another
great comet (luckily, there seemed to have been plenty of them at the time;
e. g., Seargent 2008), which drew the attention of many contemporary
astronomers, including John Flamsteed (the first Astronomer Royal of
the British Crown) and Giovanni Domenico Cassini (the director of
the Paris Observatory). They believed that it was the same comet that
Brahe observed in 1577 and which later reappeared in January 1681
(Cassini 1681). Newton first dismissed this idea, as it was essentially
unprecedented at the time (Sagan et al. 2011), but was later persuaded
to put his novel theory of gravity to the test (Hughes 1988). Based on
Flamsteed’s measurements of the 1680 and 1681 apparitions, he was able
to show that the apparitions were indeed of the same comet, observed
before and after its perihelion passage. This made Newton the first person
to determine a cometary trajectory.
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Yet he did not achieve this entirely on his own, as Newton received
strong support from another astronomer famous for his contributions
to cometary science: Edmond Halley. Halley not only inspired and
supervised Newton’s work, he also paid for the printing and publication
of the first Principia edition (Ackroyd 2006). Eighteen years later in 1705,
Halley published his own seminal work, Astronomiae cometicae synopsis

(Halley 1705). In it, he made use of Newton’s method, and claimed that the
comet sightings of 1456, 1531, 1607, and 1682 were all of the same comet,
and predicted its return for the year 1758. The French astronomer Alexis-
Claude Clairaut later refined the prediction by taking the gravitational
perturbations of Jupiter and Saturn into account, and estimated its return
to occur in mid-April 1759 (Clairaut 1760). The comet eventually returned
17 years after Halley’s death on the 13th of March, 1759,

In Paris, the return of Halley’s comet was
first noticed by the young Charles Messier
(Wilson 1993).

and was named
after Halley to honor his accomplishment.

Besides being the first confirmed periodic comet, 1P/Halley (which is the
proper scientific designation of Halley’s comet, see side note on page 11)
also turned out to have been continuously observed for millennia due
to its bright appearance, stable orbit, and relatively short orbital period
of 74 to 79 years (Yeomans et al. 1986). Its first verified sighting was
recorded by the Chinese in 240 BCE (Yeomans et al. 1986), but it most
famously appeared during the Norman invasion of England in 1066 and
was consequently stitched onto the Bayeux Tapestry, where it is depicted
as part of the events of the Battle of Hastings (Rud 1992, see Fig. 1.3). This
depiction was likely not only the first depiction of 1P/Halley, but also
the first depiction of any comet in the Western world (Green 2004). (Yet
Section 1.3.1 shows that the cultural and scientific importance of Halley’s
comet didn’t stop there.)

Figure 1.3: Halley’s comet depicted on the Bayeux Tapestry, which shows the events of the Battle of Hastings in 1066 (credit: Detail of the
Bayeux Tapestry - 11th Century. City of Bayeux).
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1.2 comet populations

Once the orbital mechanics of comets were mostly figured out, It’s astounding how many notable scien-
tists had worked on the orbital mechanics
of comets, for example (Szebehely 1967;
Marsden 1974; Wilson 1993; Kronk 1999;
Musielak et al. 2014; Valtonen et al. 2016):
Euler (1743) was the first to develop a
method to determine the orbit of a comet
from three observations; Lagrange (1785)
developed his price-winning “variation-
of-parameters” method (which is used
to solve differential equations) to deter-
mine (not only, but also) the orbit of
comets; Laplace (1805) dealt with the per-
turbations of comets based on Lagrange’s
method; Legendre (1805) developed his
least-squares method to determine the or-
bits of comets (also partially attributed
to Gauss); Gauss (1809) developed his
theory of motion for celestial bodies, in-
cluding comets; Jacobi (1836) discovered
the only conserved quantity for the circu-
lar restricted three-body problem; Bessel
(1836a) was the first to suggest that non-
gravitational forces may affect cometary or-
bits; Cauchy (1846) developed yet another
method to determine cometary orbits; and
Poincaré (1890) discovered chaos theory
trying to solve the circular restricted three-
body problem. Overall, comets seemed to
have been tremendously important for the
advancement of science and mathematics
as a whole.

scientific
interest shifted toward their origin, nature, and formation. Based on their
typically highly eccentric orbits, comets were found to mainly originate
from two reservoirs in the outer Solar System (e. g., Weissman et al. 2020):
the Kuiper Belt region and the Oort Cloud (Kuiper 1951; Oort 1950, see
Fig. 1.4).

1.2.1 kuiper belt

The Kuiper Belt region has an average temperature of around 40 K and is
primarily divided into five dynamical groups: the hot and cold classical
Kuiper Belt objects (KBOs), resonant KBOs, scattered disc objects (SDOs),
and detached objects (see Fig. 1.5; although how they are separated
depends on the classification system, e. g., Elliot et al. 2005; Gladman
et al. 2008, 2021; Petit et al. 2011). While the former three groups reside
in a region that roughly stretches from 30 AU (the orbit of Neptune) to
50 AU or even 100 AU (depending on the definition, e. g., Fernández 1980;
Duncan et al. 1988; Weissman et al. 2020), the latter two reside in a region
that roughly stretches from 30 to 103 AU (Duncan et al. 1997; Levison et al.
1997). Generally, objects from these regions are collectively referred to
as trans-Neptunian objects (TNOs), which include not just small bodies,
but also dwarf planets such as Pluto.

Although the term Kuiper belt is com-
monly used, its naming is actually fairly
controversial (Green 1999). In Kuiper’s
relevant work (Kuiper 1951), he in fact
disputes the belt’s existence, while oth-
ers before him had already suggested it
(Leonard 1930; Edgeworth 1943, 1949). Re-
sponsible for this misattribution is likely
the much-cited paper by Fernández (1980),
who overlooked the work by Edgeworth,
and later Duncan et al. (1987). Many other
authors who wrote on this topic at the time
simply followed suit (Green 1999). Addi-
tional scientists with a claim for the nam-
ing may for example also be Cameron or
Whipple (Cameron 1962; Whipple 1964a,b;
Whipple 1972b).
At least in case of the Oort cloud, there
is no controversy regarding its naming,
but it is worth mentioning that an outer
reservoir of comets was already suggested
by Leuschner (1907) and Öpik (1932).

Classical Kuiper Belt objects (CKBOs) move on stable, non-resonant,
almost circular orbits that are mostly confined to the ecliptic (e. g., Mor-
bidelli et al. 2007; Gladman et al. 2008; Thomas 2020). The division into
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Figure 1.4: Artistic representation of the Solar System indicating the approximate size and
shape of the Kuiper Belt region and Oort Cloud.
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Figure 1.5: Inclinations, 8TNO, (top) and eccentricities, 4TNO, (bottom) of the different TNO
populations as a function of their semi-major axes, 0TNO (inspired by Fig. 2 of Morbidelli
et al. 2007). The data was retrieved from the MPC’s list of TNOs, SDOs, and Centaurs and
was filtered for objects with 0TNO > 30AU, that have been observed for at least three years
(2966 objects in total as of April 8, 2024). Hot CKBOs are shown in red, cold CKBOs in blue,
SDOs in orange, resonant populations in green, and detached objects in violet. The location
of Pluto is marked by its symbol (J). The vertical lines and integer ratios mark the locations
of Neptune’s mean-motion resonances up to 50 AU. For simplicity, objects within certain
approximate 0TNO ranges around these locations were assumed to be in resonance (data
from Robutel et al. 2001), although in reality, their orbital evolutions must be determined
numerically to confirm their resonance (e. g., Morbidelli et al. 1995; Gladman et al. 2008).
To better highlight the different features of the Kuiper Belt region, the plots are split at
50 AU, with a linear G-axis scale on the left, and a logarithmic G-axis scale on the right.
Notably, in the area between the 4:7 and 1:2 resonances, the eccentricities of hot and cold
CKBOs are significantly overlapping, which cannot be properly shown in this plot due to
the large number of objects. The two dotted curves in the bottom plots roughly indicate the
parameter space that most SDOs reside in, defined by a top perihelion distance limit of
@TNO = 30AU, and bottom limits of @TNO = 35AU (left) and @TNO = 38AU (right).

hot and cold CKBOs however has nothing to do with their temperatures,
but is instead a reference to gas kinetic theory and relates to the objects’
encounter velocities within each group, which strongly depend on their
(relative) ecliptic inclinations (Morbidelli et al. 2007). Accordingly, hot
and cold CKBOs are primarily separated based on their inclination, since
objects with highly inclined orbits (hot CKBOs) can have much higher
encounter velocities than those that move in essentially the same orbital
plane (cold CKBOs). The dividing line between hot and cold CKBOs typ-
ically sits (somewhat arbitrarily) at an inclination of 4 to 5° (e. g., Brown
2001; Levison et al. 2003; Delsanti et al. 2006; Gladman et al. 2008).

But apart from their dynamics, hot and cold CKBOs also differ in physical
properties like their size and “color”

In the context of SSSBs, the term “color”
generally refers to their spectral appear-
ance in the visible wavelength range, i. e.,
the relative spectral slope between re-
ceived and reflected sunlight, where ob-
jects that reflect more in the longer than
the shorter wavelengths are said to be
“red”, and “blue” in the opposite case,
(e. g., Morbidelli et al. 2007).

, with hot CKBOs tending to be
larger and “bluer” and cold CKBOs smaller and “redder” (e. g., Levison
et al. 2001b; Trujillo et al. 2002; Morbidelli et al. 2007; Petit et al. 2023).
Because of the color difference, Peixinho et al. (2008) also suggested to
use an inclination of 12° as the boundary between hot and cold CKBOs,
as it is where they found the spectral appearance to change. The different
physical properties additionally indicate different formation processes of
CKBOs: despite some discrepancies (e. g., Dawson et al. 2012; Morbidelli
et al. 2014; Gomes 2021), cold CKBOs likely formed in the region where
they are still located today (e. g., Tegler et al. 2003; Batygin et al. 2011;
Wolff et al. 2012; Schwamb et al. 2019; Kavelaars et al. 2021; Petit et al.
2023), while hot CKBOs likely formed closer to the Sun and were later

https://web.archive.org/web/20240508121521/https://minorplanetcenter.net/data
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dispersed into the Kuiper Belt region during the late planetary migration
(e. g., Nesvorný 2018; Schwamb et al. 2019). Many cold CKBOs are also
made up of loosely bound binary pairs (Noll et al. 2008), which should
have been destroyed if collisions among KBOs were common (Petit et al.
2004b). In combination with the crater density well below saturation
observed on the TNOs Pluto, Charon, and Arrokoth (Singer et al. 2019;
Spencer et al. 2020), this strongly supports the primitiveness of CKBOs.

Unlike CKBOs, SDOs move on unstable and typically more eccentric
and inclined orbits. Due to interactions with Neptune, they experience
significant changes in their semi-major axes on astronomically short
timescales (Gladman et al. 2021; e. g. 10 Myr according to the classification
scheme of Gladman et al. 2008). Consequently, even though their name
may suggest otherwise, scattered disk objects are still very much in the
process of scattering away from their current orbits (e. g., Gladman et al.
2008, 2021). Today’s SDOs may in fact be the diminishing remnants
(∼ 1%) of a once vast primordial scattering population that formed when
the giant planets dispersed the residual planetesimal disk (e. g., Duncan
et al. 1987, 1997; Gladman 2005; Gladman et al. 2021). But since their
perihelion distances do not change much after an encounter with Neptune,
SDOs perform somewhat of a random walk within the parameter space
displayed in Figure 1.5 (Morbidelli et al. 2007). Eventually however, they
leave the scattered disk and for example enter the inner Solar System
where they replenish and interchange with a group of objects called
Centaurs, which orbit between the orbits of Neptune and Jupiter (e. g.,
Thomas 2020). Due to gravitational perturbations of the giant planets,
centaurs also have typically short dynamical lifetimes (on the order of
Myr) and are seen as a sort of “gateway” population of objects that
transit between the outer and inner Solar System (e. g., Levison et al. 1997;
Morbidelli 2008; Thomas 2020; Wood et al. 2022).

Resonant populations on the other hand move on orbits that are stable
over timescales of the age of the Solar System (e. g., Morbidelli et al.
1995; Duncan et al. 1997; Robutel et al. 2001; Gladman et al. 2008, 2021;
although these populations are slowly decaying due to chaotic diffusion,
Morbidelli 1997; Tiscareno et al. 2009). These orbits derive their stability
from having orbital periods that are (small) whole-number multiples
of Neptune’s orbital period. Objects in such a configuration are said to
be in mean-motion resonance with Neptune (there are also so-called
secular resonances that relate to the objects’ precession rates and that
influence the shape of the Kuiper Belt region as well, e. g., Morbidelli
2008). In case of the 2:3 mean-motion resonance for example (see Fig. 1.5,
following the notation of, e. g., Morbidelli 2008), this means that during
the time Neptune orbits around the Sun thrice, a resonant object would
move around the Sun twice. Given the right geometrical configuration
(e. g., in the form of a sufficient temporal shift between the respective
perihelion passages), a resonant object can thus avoid any close encounters
with Neptune that would otherwise disrupt its orbit even if it were to
periodically cross Neptune’s trajectory (e. g., Murray et al. 1999; Morbidelli
et al. 2007). To determine if any particular TNO moves in resonance with
Neptune however, their orbits need to be numerically calculated (e. g.,
Robutel et al. 2001; Gladman et al. 2008). Similar to the scattered disk,
the prominent resonant populations likely also formed as a result of
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the giant planet migration (e. g., Luu et al. 2002; Morbidelli et al. 2007;
Malhotra 2019; Kaib et al. 2024).

Finally, the detached objects (also called extreme TNOs) have orbital
parameters similar to those of SDOs, which is why they are also seen as
an extension of the scattered disk. Yet because they have larger perihelion
distances than SDOs, they are essentially dynamically detached from
Neptune’s influence and thus move on orbits that are much more stable
(e. g., Emel’yanenko et al. 2003; Delsanti et al. 2006; Morbidelli et al.
2007; Gladman et al. 2008, 2021). So far, only relatively few such objects
have been discovered, but not just because they are difficult to detect
due to their extreme distances; they also reside in the transition region
between the Kuiper Belt and the inner Oort Cloud, which seems to
be sparsely populated (also known as the “Kuiper Cliff”, e. g., Chiang
et al. 1999; Trujillo et al. 2014; Sheppard et al. 2019; Gladman et al. 2021;
de la Fuente Marcos et al. 2024).

1.2.2 oort cloud

Accordingly, the Oort Cloud is located even more remotely than the
Kuiper Belt region. It has an average temperature of around 10 K, and
stretches from a more disk-like, inner structure beginning around 3 ·
103 AU to an almost spherical, outer structure ending around 150 ·103 AU
(e. g., Levison et al. 2001a; Weissman et al. 2020). Its outer limit is defined
by the tidal truncation radius of the Solar System, at which point the
gravity of other stars and massive objects can strip away comets from the
cloud (e. g., Levison et al. 2007). The cloud was postulated by Oort (1950)
to solve a conundrum (see, e. g., also Levison et al. 1997, 2007; Jewitt
2002): For one, observed comets (i. e., those that entered the inner Solar
System and became active) move on orbits that are unstable over the age
of the Solar System: due to gravitational perturbations from the planets,
they should have long been ejected from the Solar System, become “sun-
grazers” (i. e., comets with perihelion distances @c < 0.01AU, Bailey et al.
1992; Levison et al. 1994) and evaporated, or collided with the Sun, the
planets, or other massive Solar System bodies. Second, observable comets
should also have long since lost all their volatiles due to sublimation,
rendering them inactive or even causing them to disintegrate. Levison
et al. (1997) estimated the average dynamical and physical lifetimes of
such objects to be 4.5 × 107 and 1.2 × 104 years, respectively. Comets are
therefore inherently short-lived and cannot have formed on the orbits on
which they are observed, but must instead originate from somewhere
else: the Oort Cloud.

In fact, even though Oort (1950) only had reliable data from 19 comets,
he already noticed that the orbital binding energy of most observed
comets is much smaller (around 10×) than the average planetary “kick”
(i. e., kinetic energy transfer) that comets should receive when they pass
through the planetary system (see Fig. 1.6). These comets (also known
as “Oort Spike comets”, e. g., Królikowska et al. 2020) therefore must be
dynamically “new”, that is, when they were observed, they must have
entered the planetary system for the first time. To do so, Oort Cloud
comets must have perihelion distances @c > 15AU prior to their entry,
as they may otherwise be kicked out of the spike by the giant planets.
Consequently, they only enter the planetary system if galactic tides or
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Figure 1.6: Distribution of the inverse semi-major axis, 0c, of the original and osculating
orbits of 312 LPCs (data as of April 27, 2024, from the “Catalogue of Cometary Orbits
and their Dynamical Evolution”, Królikowska et al. 2020). Also indicated is the average
planetary kick (∼ 0.0005/AU) according to van Woerkom (1948) and Oort (1950). The
inverse semi-major axis is proportional to the orbital binding energy of comets,−�"⊙/2/0c,
where � is the gravitational constant and "⊙ the solar mass (e. g., Rimrott 1989). Although
negative values imply hyperbolic orbits (due to eccentricities 4c > 1, as 0c = @c/(1 − 4c),
where @c is the comet’s perihelion distance, e. g., Thomas 2020), in case of the original orbits,
the values instead resulted from inaccurate measurements and computations (e. g., Levison
et al. 2007). The difference between the two distributions clearly shows how strongly the
planets can affect cometary orbits once the comets enter the planetary system.

neighboring stars disturb their orbits enough to change their perihelion
distances by at least ∼ 10AU within one orbit (e. g., Levison et al. 2007;
Fouchard et al. 2017a,b).

1.2.3 classifications

Once discovered (to be active), comets are traditionally classified based
on their orbital period and separated into two groups: short-period
comets (SPCs), which have orbital periods, )c, less than 200 years, and
long-period comets (LPCs), which have orbital periods larger than 200
years (e. g., Weissman et al. 2020). SPCs are then further divided into
Jupiter-family comets (JFCs), which have)c < 20 yr and are considered to
mostly stem from the scattered disc (e. g., Duncan et al. 2004), and Halley-
type comets (HTCs), which have )c > 20 yr and are considered to mostly
stem from the Oort Cloud (e. g., Thomas 2020). This additional distinction
is based on the observation that comets with aphelion distances ≲ 10AU
are mostly concentrated close to the orbit of Jupiter and the ecliptic (see
Fig. 1.7), while comets with aphelion distances ≳ 10AU have much more
dispersed inclinations, or even move on retrograde orbits (including
1P/Halley, Thomas 2020).

The current (and recently updated) desig-
nation system of comets is also based on
the distinction between SPCs and LPCs
(Marsden et al. 1994; Williams 2017). It is
overseen by the Working Group on Small
Body Nomenclature of the International
Astronomical Union and enacted by the
Minor Planet Center, which documents
positional data and approves new discov-
eries of SSSBs. According to their system,
SPCs receive a “P/” as a prefix, LPCs a
“C/”, comets that disappeared a “D/”,
interstellar comets an “I/”, comets that
turned out to be asteroids or minor planets
an “A/”, and comets whose orbit could not
be reasonably established an “X/”. Follow-
ing the prefix, the designation consists of
the year of discovery, an upper-case letter
that indicates the half-month of discovery
(e. g., “A” for the first half of January and
“B” for its second half, continuing in alpha-
betical order excluding “I” and “Z”), and a
sequential number representing the order
of discovery within the respective half-
month. Once sufficient observations were
made to reliably determine the trajectory
of a periodic comet, the letters are addition-
ally preceded by a sequential number, and
the comet receives a proper name after its
discoverer(s) that follows the prefix (there
are however many ideosynchrasies and
complications regarding the designation
and naming of comets, Rickman 2017).

“Original” orbits refer to the state of cur-
rent apparition orbits when the comets
were still far outside (the influence of) the
planetary system (e. g., at Ah, c = 250AU,
Królikowska et al. 2020) and effectively or-
bited the Solar System’s barycenter (e. g.,
Bailey et al. 1990; Wiegert et al. 1999).
Thraen (1894) was the first to accurately
calculate such an orbit (see also Fabry 1893;
Fayet 1906; Strömgren 1914). Osculating
orbits on the other hand reflect the current
state of cometary orbits, which is typically
around the comets’ perihelion passages
(e. g., Królikowska et al. 2020; Thomas
2020). Because the cometary orbits are con-
stantly perturbed by the planets during
this phase, osculating orbits only repre-
sent “snapshots” of specific orbital states.

Yet the original distinction into these classes is not rooted in physics but
was instead driven by practical reasons, as orbital measurements have
only been reliable for about 200 years (Levison 1996). The classes are
additionally based on the assumption that comets move on Keplerian
orbits, that is, that their semi-major axis, 0c, is related to their orbital
period via Kepler’s third law (Kepler 1619b):

03c
)2

c
= �

"⊙ + <c

4�2
, (1.1)

where � is the gravitational constant, "⊙ the solar mass, and <c the
mass of the comet. Yet Keplerian orbits are only an approximation; in
reality, cometary orbits are much more complex. As already mentioned

https://web.archive.org/web/20240508121500/https://pad2.astro.amu.edu.pl/comets/index.php
https://web.archive.org/web/20240508121500/https://pad2.astro.amu.edu.pl/comets/index.php
https://web.archive.org/web/20240508121503/https://www.klet.org/csbn/
https://web.archive.org/web/20240508121503/https://www.klet.org/csbn/
https://web.archive.org/web/20240214104113/https://iau.org/
https://web.archive.org/web/20240214104113/https://iau.org/
https://web.archive.org/web/20240508121533/https://www.minorplanetcenter.net/iau/mpc.html
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The circular restricted three-body problem
describes a case where two of the three
bodies move on circular orbits around
their barycenter while the third body has a
negligible mass (e. g., Kresák 1972; Murray
et al. 1999).

Figure 1.7: Distribution of aphelion dis-
tances, &c, of 1334 periodic comets
with &c < 12AU and reasonably well-
determined orbits (error in &c < 10%;
data as of April 27, 2024, from the Jet
Propulsion Laboratory). The orbits of
Jupiter and Saturn are also indicared for
reference.

Figure 1.8: Inclination versus semi-major
axis for 743 ecliptic (filled, gray circles) and
591 nearly-isotropic (open, orange circles)
comets with reasonably well-determined
orbits (error in 0c < 10%; data as of April
27, 2024, from the Jet Propulsion Labora-
tory).

several times, cometary orbits can be significantly perturbed, in particular
by the gravitational interaction with planets in the Solar System. But in
a gravitational system with more than two bodies, their orbits cannot
be described analytically and instead must be determined numerically,
which requires good approximations and is a difficult problem to solve
(which is also why so many different methods have been developed to
calculate cometary orbits, e. g., Musielak et al. 2014). Active comets are
additionally affected by non-gravitational forces due to their constant
mass loss and the associated rocket forces (e. g., Whipple 1950; Marsden
et al. 1973; Micheli et al. 2018; Kramer et al. 2019a; Attree et al. 2019, 2023,
2024b).

Thus, because the distinction into SPCs and LPCs was essentially arbi-
trary, and to address the perturbations caused especially by the large
planets of the Solar System, Levison (1996) proposed to use the so-called
Tisserand parameter to distinguish between the different comet pop-
ulations (building on Kresák 1972; Carusi et al. 1987a). The Tisserand
parameter is derived from Tisserand’s relation (Tisserand 1896) and
approximates the Jacobi integral (Jacobi 1836), which is a property that is
conserved in the circular restricted three-body problem (see, e. g., also
Murray et al. 1999). During a real encounter between a small body and a
planet, the Tisserand parameter remains roughly constant (with an error
of a few percent, Kresák 1972; Murray et al. 1999). Since Jupiter is the
most massive planet in the Solar System and is likely mainly responsible
for “injecting” new comets into the inner Solar System, the Tisserand
parameter is usually determined with respect to Jupiter via

)J =
0J

0c
+ 2

√

0c

0J
(1 − 42c ) cos 8c , (1.2)

where 0J is Jupiter’s semi-major axis, and 4c and 8c are the comet’s
eccentricity and inclination, respectively. The relative velocity, EJ, rel,
between Jupiter and a comet in a close encounter can then be expressed
in terms of )J via (Kresák 1954)

EJ, rel =
√

3 − )J. (1.3)

This means that (in the circular restricted case) comets with )J > 3 cannot
cross Jupiter’s orbit, and must therefore stay either entirely within or
outside its orbit. Levison (1996) therefore divided comets with )J > 3 into
Encke-type (0c < 0J, named after its first member comet 2P/Encke, e. g.,
Encke 1819) and centaurs (0c > 0J, also known as Chiron-type comets,
named after its first member 95P/Chiron, Kowal et al. 1979). Together with
the JFCs, which Levison (1996) defined as having 2 < )J < 3 (meaning
they are allowed to cross Jupiter’s orbit), these groups make up the class
of ecliptic comets. Ecliptic comets have )J > 2, and move, as the name
suggests generally close to the ecliptic. Conversely, comets with)J < 2 can
move on arbitrarily inclined (or even retrograde) orbits and are thus called
nearly-isotropic comets (see Fig. 1.8). This group is then further divided
into dynamically new comets that have 0c > 104 AU, and returning
comets that have 0c < 104 AU (see also Oort et al. 1951). Finally, because it
was found that many returning comets with 0c < 40AU were temporarily
trapped in mean-motion resonances with one of the giant planets (e. g.,
Carusi et al. 1987a,b; Levison et al. 2014), returning comets are split once

https://web.archive.org/web/20240416015334/https://ssd.jpl.nasa.gov/tools/sbdb_query.html
https://web.archive.org/web/20240416015334/https://ssd.jpl.nasa.gov/tools/sbdb_query.html
https://web.archive.org/web/20240416015334/https://ssd.jpl.nasa.gov/tools/sbdb_query.html
https://web.archive.org/web/20240416015334/https://ssd.jpl.nasa.gov/tools/sbdb_query.html
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Figure 1.9: The current comet classifica-
tion scheme according to Levison (1996,
diagram also partly based on Fig. 1.4 of
Thomas 2020).

more into Halley-type (0c < 40AU) and external (0c > 40AU) comets,
although it’s still unclear where exactly the boundary between these
objects should lie (e. g., Levison 1996; Thomas 2020, 40 AU e. g. marks
the outer edge of Neptune’s 2:3 resonance, see Fig. 1.5). Figure 1.9 shows
Levison’s classification scheme in its entirety.

This classification scheme is still generally used today, although some
minor changes have been proposed since its introduction. Most notably,
Gladman et al. (2008) suggested to use )J = 3.05 as the dividing line
between JFCs and centaurs, since Jupiter moves on an orbit that is suffi-
ciently elliptic to allow comets with )J slightly larger than or oscillating
around 3 to cross its orbit (see also Duncan et al. 2004). But because
this would still classify some highly inclined TNOs as JFCs despite the
TNO’s large heliocentric distances, Gladman et al. (2008) argued that JFCs
should additionally have perihelion distances @c < 7.35AU (halfway be-
tween Jupiter and Saturn) to better separate them from centaurs. Objects
with )J slightly larger than or oscillating around 3 are also interesting
because they may pass through Jupiter’s Roche limit where they would
be torn apart by its tidal forces and may even impact Jupiter or one of its
moons (Melosh et al. 1993; Zahnle et al. 1994). Such an event was famously
observed in case of comet D/Shoemaker-Levy 9 (see Fig. 1.10).

Figure 1.10: 21 fragments of comet
D/Shoemaker-Levy 9 as observed by Hub-
ble on May 17, 1994, after it was disrupted
by Jupiter’s tidal forces in 1992. The frag-
ments span a distance roughly three times
that between Earth and Moon and later col-
lided with Jupiter (credit: NASA/ESA/H.
Weaver and E. Smith, STScI).

Next, there is the group of the so-called active asteroids. Active asteroids
are highly intriguing objects, since they blur the line between (traditionally
active) comets and (traditionally inert) asteroids (e. g., Hsieh 2015, 2017;
Jewitt et al. 2022). They occupy the inner Solar System on asteroid-like
orbits, but show comet-like activity despite their continuous proximity to
the Sun (e. g., Jewitt 2012; Jewitt et al. 2015). The first of their kind, comet
133P/Elst–Pizarro, was discovered by Elst et al. (1996) and subsequently
observed to display recurring activity during its following perihelion
passages (e. g., Hsieh et al. 2004, 2010; Jewitt et al. 2014). It therefore
belongs to an important sub-group of active asteroids, whose periodic
activity is best explained by water-ice sublimation: the so-called Main-Belt
comets (MBCs, Hsieh et al. 2006; see e. g. also Kim et al. 2022; Mastropietro
et al. 2024, for recent analyses). Although water-ice can generally not
survive for long when exposed on asteroid surfaces, thermal models
show that it can remain frozen for billions of years when located within
the asteroid interiors, where the ice is protected from the continuous
solar irradiation and the associated heating by an insulating crust. This
“buried snow-line” may even only lie a few meters below the surface
(Fanale et al. 1989; Schorghofer 2008; Prialnik et al. 2009; Schorghofer
2016; Snodgrass et al. 2017; see also Lebofsky et al. 1981), which would

https://web.archive.org/web/20240514211521/https://hubblesite.org/contents/media/images/1994/26/168-Image.html?itemsPerPage=100&keyword=shoemaker
https://web.archive.org/web/20240514211521/https://hubblesite.org/contents/media/images/1994/26/168-Image.html?itemsPerPage=100&keyword=shoemaker
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Figure 1.11: Simple schematic illustrating
the orientation of a comet’s ion (blue) and
dust (gray) tail. Since the tails always point
away from the Sun, they precede the nu-
cleus post-perihelion (schematic based on
figures from Faure et al. 2007; Freedman
et al. 2007).

allow for meteorite impacts to effectively excavate the ice and trigger
sublimation-driven activity (e. g., Hsieh et al. 2004; Haghighipour et al.
2016).

In cases of active asteroids where sublimation-driven activity is unlikely,
Jewitt et al. (2015) propose a number of alternative causes, including
rotational mass loss, meteorite impacts (by themselves), thermal disinte-
gration, radiation pressure sweeping, and electrostatic “gardening”. The
recent space mission OSIRIS-REx to near-Earth asteroid (101995) Bennu
(e. g., Hergenrother et al. 2020, and references therein), for example, also
found Bennu to be surprisingly active (albeit only very little). In this case,
either micro-meteorite impacts (Bottke et al. 2020) or thermal fatigue
(Molaro et al. 2020) may be responsible. Similarly, the equally recent
space mission Hayabusa2 to near-Earth asteroid (162173) Ryugu may
have also found evidence of slight activity on its surface (Watanabe et al.
2019).

Conversely, there are also inactive SSSBs that have been found to move
on comet-like orbits: Damocloids (named after its first member 5335
Damocles, Asher et al. 1994) move on HTC-like orbits, while another
group of inactive SSSBs move on JFC-like orbits. These objects are
believed to be the nuclei of inactive, dormant comets (e. g., Hartmann
et al. 1987; Jewitt 2005; Gundlach et al. 2016). At the other end of the
activity spectrum, some comets have recently been observed to be active
at heliocentric distances beyond 20AU (e. g., Jewitt et al. 2017; Meech et al.
2017a; Hui et al. 2019; Farnham et al. 2021). Jewitt et al. (2021) therefore
argue that cometary activity already starts at Kuiper Belt distances (see
also Gkotsinas et al. 2022).

Finally, 1I/‘Oumuamua and 2I/Borisov make up the latest group SSSBs:
they are the first confirmed interstellar objects that visited our Solar
System (e. g., Meech et al. 2017b; Drahus et al. 2018; Jewitt et al. 2019b;
Siraj et al. 2020; Borisov et al. 2021). This makes them incredibly inter-
esting targets for science missions as they may, for example, be key in
understanding planet formation (e. g., Hibberd et al. 2021; Hsieh et al.
2021; Opitom et al. 2021; Hein et al. 2022; Moro-Martín et al. 2022).

1.3 comet activity

1.3.1 tail and trail

Observed from a distance, the most striking features of an active comet
are certainly its ion and dust tails, a fact that also explains where comets
got their name: the ancient Greeks called them astēr komētēs meaning
“long-haired star” (e. g., Whipple 1974). The dust tails can reach lengths
of up to ∼ 107 km, and once the dust particles are decoupled from the
gas, they move on independent orbits that are primarily affected by the
solar gravity,

�G, ⊙ = <p
�"⊙
A2h

, (1.4)
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Figure 1.12: Different dust tail features. The left and center images (reprinted from Jones
et al. 2017) show Comet C/1975 V1 (West) observed on different dates, demonstrating both
synchrones (credit: Observatoire de Haute-Provence) and striae (credit: P. Stättmayer/ESO).
The right image shows comet C/1956 R1 (Arend-Roland) and its sunward spike (credit:
Lick Observatory, UC Regents).

and solar radiation pressure (a concept first suggested by Kepler 1619a),

�R = �p
!⊙&R

4�2A2h
, (1.5)

which is a force generated by the momentum transfer from incident
photons to the dust particles, where <p is the particle mass, �p the
particle cross-section, Ah the heliocentric distance, !⊙ the solar luminosity,
2 the speed of light, and &rad the radiation pressure coefficient averaged
over the solar spectrum (e. g., Burns et al. 1979; Brandt 2014; Beth et al.
2022; Agarwal et al. 2023). Both forces are proportional to 1/A2h , but
while the solar gravity is pulling the particles inwards, the solar radiation
pressure is pushing them outwards, which effectively results in a reduced
solar gravity

�net = �R − �G, ⊙ = (1 − �)�G, ⊙ , with (1.6)
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where A is the particle radius and �� = 5.77 × 10−4 kg/m2. Accordingly,
small particles experience only little solar gravity and are effectively
pushed away from the nucleus in the anti-solar direction where they form
the dust tail (see Fig. 1.11), whose curvature increases with increasing
� (Brandt 2014). Occasionally, the dust tail can also show so-called
synchrones and striae (see Fig. 1.12). Synchrones are linear features that
point toward the nucleus and are likely generated by the simultaneous
release of differently sized dust particles, whereas striae are parallel
features that only seem to form post-perihelion and may be caused
by solar wind interaction and particle fragmentation, but are so far
unexplained (e. g., Jones et al. 2017; Price et al. 2019).

Figure 1.13: Comet 67P’s dust trail (vertical
feature) and neckline (feature angled to the
lower left), as observed on March 8, 2016
(credit: Subaru Telescope, National Astro-
nomical Observatory of Japan, NAOJ).

Larger particles on the other hand are only weakly affected by the solar
radiation pressure and remain relatively close to the nucleus and its
orbital plane. If viewed from inside the comet’s orbital plane, due to
projection effects, these particles can appear as so-called sunward spikes
(generated from particles trailing in the orbital plane, e. g., Boehnhardt
2003, see Fig. 1.12) or necklines (generated from particles emitted half an
orbit before observation with non-zero velocities perpendicular to the

https://web.archive.org/web/20240508114433/https://subarutelescope.org/en/news/topics/2016/05/12/2485.html
https://web.archive.org/web/20240508114433/https://subarutelescope.org/en/news/topics/2016/05/12/2485.html
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comet’s orbital plane, e. g., Kimura et al. 1977, see Fig. 1.12). Eventually
however, they spread out over the cometary orbits to form the cometary
trails, that are also responsible for meteor showers whenever Earth passes
through one of them (e. g., Sykes et al. 1992a; Brandt 2014; Ye et al. 2022;
Agarwal et al. 2023).

Like the dust tail, the ion tail is also strongly influenced by the solar
radiation. But rather than accelerating the ions away from the Sun, the
solar radiation instead ionizes the gas molecules in the first place and
breaks them apart (e. g., Beth et al. 2022). These ions may in turn be
exited by the solar radiation, and although cometary gas is initially
mainly composed of water molecules (H2O), it is the fluorescence of
CO+ ions from other gas species such as carbon dioxide (CO2), carbon
monoxide (CO), or formaldehyde (CH2O), that creates the characteristic
blue shimmer of the plasma tail (e. g., Deslandres et al. 1907; Evershed
1907; Larsson et al. 2012; Beth et al. 2022).

In rare cases, comets were also observed
to display a yellow tail made of neu-
tral sodium atoms (e. g., Cremonese et al.
1997; Ip et al. 1998; Cremonese et al. 2002;
Afghan et al. 2024). The atoms are driven
away by solar radiation pressure and most
likely originate from fragmenting dust in
the coma (see also Birkett 2017). In an even
rarer case, Fulle et al. (2007) report the first
(and so far only) discovery of a neutral iron
tail.

Additionally, the gas molecules can also be ionized by the solar wind,
which itself consists of highly energetic electrons and ions. Which of
the different ionization processes dominates however, depends on the
cometary activity and the nucleocentric distance of the gas (e. g., Heritier
et al. 2018; Wedlund et al. 2019, 2020). In any case, once ionized, the
gas molecules also start to interact in complex ways with the magnetic
field generated by the solar wind, causing large-scale structures in the
plasma environment—most notably the ion tail (e. g., Hoffmeister 1943;
Biermann 1951, 1952; Parker 1958; Beth et al. 2022; Götz et al. 2022a,b):
cometary ions are picked up by the magnetic field and carried away
almost radially from the Sun.

Yet while it is comparatively straightforward to explain the presence
of the ion tail in so far as it results from sublimating ices that make
up part of the surface layers of cometary nuclei heated up by the Sun,
the mechanism responsible for the dust particle ejection is still not well
understood (e. g., Kührt et al. 1994; Skorov et al. 2012; Blum et al. 2014;
Fulle et al. 2019b; Gundlach et al. 2020; Bischoff et al. 2023). In his seminal
works, Whipple (1950; 1951) was the first to propose an elaborate theory
stating that at the center of a comet sits a cohesive nucleus made of
ice and dust, a model which soon became to be known as the “dirty
snowball” model. Although the idea of a cohesive nucleus was not
exactly new at that point, dating back to at least Laplace (1813) and Bessel
(1836b), prior to Whipple’s proposal, a commonly accepted theory was
that comets consist of a “gravel bank” (e. g., Whipple 1974; Mendis 1988).
The dirty snowball model nevertheless quickly became consensus as it
could explain how comets survive close encounters with the Sun, how
they remain active after many passages through the inner Solar System,
and how their activity affects their orbits due to non-gravitational forces
(see also Marsden et al. 1973; Micheli et al. 2018; Kramer et al. 2019a;
Attree et al. 2019, 2023, 2024b). But it was not until 1986, when the Giotto
spacecraft visited comet 1P/Halley during its return to the inner Solar
System, that the existence of a solid nucleus at the center of a comet was
finally confirmed (Keller et al. 1986, see Fig. 1.14; and also Sagdeev et al.
1986b).

If SSSBs are constantly exposed to signifi-
cant solar radiation over long periods of
time, their orbits can even be notably af-
fected by solar radiation pressure or the
Yarkovsky and YORP (Yarkovsky-O’Keefe-
Radzievskii-Paddack) effects, which are
driven by thermal radiation (although
these effects primarily apply to spacecraft,
asteroids, and meteoroids, e. g., Öpik 1951;
Rubincam 2000; Bottke et al. 2006). Briefly,
the Yarkovsky effect has a diurnal and sea-
sonal component, but generally describes
how the orbit of SSSBs can change due
to asymmetric thermal radiation caused
by the body’s thermal inertia and depend-
ing on its heliocentric distance, rotational
state, axis tilt, and physical characteristics.
Similarly, the YORP effect describes how
the reflection and re-emission of sunlight
can alter the rotational frequency of small
bodies, which in turn is relevant for the
Yarkovsky effect (e. g., Bottke et al. 2006).
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Figure 1.14: Halley’s comet in 1986 as
observed from the ground (left; credit:
NASA/W. Liller) and from the Giotto
spacecraft (right; credit: MPS).

1.3.2 activity paradox

It turned out however that “icy dirtball” may actually be the more fitting
description of cometary nuclei (Keller 1989), as Giotto showed that they
primarily consist of dust instead of ice (e. g., Sykes et al. 1992b; Fulle
et al. 2000). This was a major insight that was later reconfirmed by the
Rosetta mission to comet 67P, but it also led to one of the major challenges
in contemporary comet science (e. g., Kührt et al. 1994; Skorov et al.
2012, 2017; Blum et al. 2014; Gundlach et al. 2015b; Fulle et al. 2019b;
Vincent et al. 2019): “[First,] how is it possible that water-ice sublimation
from the nucleus surface does not lead to an insulating crust, stopping
every gas and dust ejection within a few days? [And second,] how is it
possible that the gas flow crossing the refractory surface crust ejects dust
particles bonded by tensile strengths larger than tens of [Pascal] when
the perihelion gas pressure at the nucleus-coma interface is less than one
[Pascal]?” (Fulle et al. 2019b). These questions are commonly known as
the “activity paradox”, and although significant progress has been made
in recent years towards solving it (e. g., Fulle et al. 2020a; Gundlach et al.
2020; Ciarniello et al. 2022; Davidsson et al. 2022a), it currently remains
unsolved (e. g., Bischoff et al. 2023; Attree et al. 2024a).

The tensile strength of cometary surface material is badly constrained
and can vary several orders of magnitude depending on the relevant
length scale (e. g., Biele et al. 2022; Blum et al. 2022). For meter-sized
surface material of comet 67P, Attree et al. (2018a) report tensile strengths
on the order of ∼ 1Pa, while the (internal) tensile strength of centimeter-
sized “pebbles” and smaller particles is possibly much higher (e. g., up
to ∼kPa, Blum et al. 2006, 2014, 2015; Gundlach et al. 2018b; Güttler
et al. 2019; Bischoff et al. 2020; Fritscher et al. 2022). Yet in the coma of
67P, even micrometer-sized particles were detected (e. g., Mannel et al.
2016; Merouane et al. 2016; Longobardo et al. 2019) even though the gas
pressure beneath the nucleus surface was likely less than 1 Pa (e. g., Pajola
et al. 2017b). Likewise, Jewitt et al. (2019a) found a special case of the
activity paradox which they dubbed the “cohesion bottleneck”. They
showed that the activity displayed by comets beyond ∼ 7AU cannot be
explained with current understanding either. At those distances, activity
is driven by super-volatiles like CO, but the gas pressure they generate
is two to three orders of magnitude too small to lift millimeter-sized
particles against interparticle cohesion.

To solve the activity paradox, Fulle et al. (2019b, 2020a) proposed a
macrophysical activity model assuming that the nucleus is made from
centimeter-sized pebbles. They argue that the (water-driven) erosion

https://web.archive.org/web/20230520171241/https://www2.mps.mpg.de/images/projekte/giotto/hmc/hmc_best.gif
https://web.archive.org/web/20230520171241/https://www2.mps.mpg.de/images/projekte/giotto/hmc/hmc_best.gif
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There are several other studies that used
thermophysical models to recreate ob-
served characteristics of 67P (e. g., Hu et
al. 2017b; Macher et al. 2019; Skorov et al.
2020; Herny et al. 2021), but none were
able to explain every observation.

and dehydration of surface material are independent from one another:
while the erosion rate only depends on the average dust bulk density,
the size of the largest ejected dust, and the pebble heat conductivity and
capacity, the dehydration rate only depends on the nucleus bulk density,
the water vapor flux, and the refractory-to-water-ice (mass) ratio. Notably,
their model implies no insulating nucleus crust, and allows for the gas
pressure inside pebbles to reach over 1 kPa.

Figure 1.15: Pebble model of Gundlach
et al. (2020).

In tandem with Fulle et al. (2019b, 2020a), Gundlach et al. (2020) simulated
the activity of a pebble-based nucleus containing both water- and CO2-
ice (see Fig. 1.15) on a microphysical level, and compared the results to
Rosetta observations. They found that the ejection of decimeter-sized
particles is driven by the sublimation of CO2-ice because it already
starts to sublimate at much lower temperatures and thus deeper surface
layers than water-ice, whereas water-ice sublimation is responsible for
ejecting centimeter-sized chunks and pebbles due to its much shallower
sublimation front (confirming previous theories about comet activity,
e. g., A’Hearn et al. 2011; Skorov et al. 2012). The simulations were however
unable to eject sub-centimeter-sized dust and the resulting size-frequency
distributions of the coma particles did not match those observed at comet
67P. Similarly, the simulated gas and dust production rates did not
(simultaneously) reproduce observations either, and importantly, the
model also required an (artificially) low gas diffusivity to allow for the
gas pressure to overcome the tensile strength of the surface material and
eject the dust particles.

In follow-up studies (Fulle et al. 2020b; Fulle 2021; Ciarniello et al. 2022,
2023), the macrophysical model of Fulle et al. (2019b, 2020a) was further
developed and most notably reconciled with the existence of water-
ice-enriched blocks (WEBs) discovered on 67P’s nucleus surface (e. g.,
Fornasier et al. 2023). This refined model assumes that ∼ 94% of the
surface material is made from water-ice-poor pebbles, while ∼ 6% is
made from water-ice-rich pebbles concentrated in meter-sized WEBs
(both mixed with some CO2-ice), and is able to reproduce the observed
water and CO2 production rates of 67P as well as its seasonality (see
also Sect. 1.5.2). Similarly, Davidsson et al. (2022a) were also able to
reproduce the observed water and CO2 production rates in a different
macrophysical model, but needed to shift the fit parameters around
perihelion to do so. They also used the observed dust production rate as
an input parameter and thus did not explicitly model the ejection process
of dust particles.

Finally, the most recent microphysical simulations by Bischoff et al. (2023)
showed that a simple pebble-based model cannot (simultaneously) repro-
duce the observed (trends of) water, CO2, and dust emissions. The model
for example either required artificially low tensile strength or reduced
gas diffusivity to eject dust, but the changes also resulted in outgassing
rates inconsistent with observations. The authors therefore conclude that
“a quantitative description of 67P’s dust and gas production remains
enigmatic” and that “to really understand the dust-ejection mechanism
in comets ... sintering, thermal cracking, and other phenomena might
have to be taken into account.”

Sintering describes the temperature-
driven process of materials to minimize
their surface area, which for example
means that two touching ice particles start
to grow a “neck” that connects them (e. g.,
Blackford 2007; Gundlach et al. 2018a).
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Curiously, it was Immanuel Kant who first
suggested that planets form from collaps-
ing clouds (Kant 1755).

1.3.3 comet formation

The activity paradox also goes hand in hand with another major contem-
porary challenge: the formation of comets. Currently, there are mainly
two competing theories (e. g., Weissman et al. 2020; Simon et al. 2022):
the hierarchical agglomeration scenario (e. g., Weidenschilling 1977, 1997;
Windmark et al. 2012a,b; Davidsson et al. 2016) and the gravitational
collapse scenario (e. g., Youdin et al. 2005; Johansen et al. 2007; Blum et al.
2017, 2022; Fulle et al. 2017a).

There also was the theory that comets
may be “collisional rubble piles” having
formed from fragments of larger parent
bodies (e. g., Stern 1988a,b; Farinella et al.
1996; Stern et al. 2001), but it seems to
have lost all support (e. g., Davidsson et al.
2016).

Both theories generally agree that at the
beginning, sub-micrometer- to micrometer-sized grains were condensing
out of the protoplanetary disk once it was cool enough (e. g., Blum et al.
2022; Simon et al. 2022, see also Fig. 1.16). These grains then formed larger
particles via low-velocity collisions (e. g., ≲ 1m/s for silicate, Blum et al.
2008; or ≲ 10m/s for water-ice, Gundlach et al. 2015a), which allows
them to stick together via inter-molecular forces like the van der Waals
attraction (e. g., Dominik et al. 1997). Initially, these particles are very
“fluffy” (i. e., highly porous), but as they grow, they may be increasingly
deformed and compacted (e. g., Zsom et al. 2008; Weidling et al. 2009;
Güttler et al. 2010), or even abrade and fragment (e. g., Kothe 2017). Once
the particles reach a certain size however, they encounter the so-called
bouncing barrier, which prevents similar-sized particles from growing
any larger as they bounce off of each other under moderate velocity
collisions (e. g., Blum et al. 1993; Weidling et al. 2012; Brisset et al. 2016).
This size limit is likely around a few millimeters to centimeters, but
depends on many factors such as where in the protoplanetary disk the
particles were forming, their material properties, and the properties of
the protoplanetary disk (e. g., Zsom et al. 2008; Lorek et al. 2018). Parti-
cles at this stage are commonly referred to as the previously-mentioned
“pebbles”, and it is where the two models diverge.

Figure 1.16: Example of a protoplanetary
disk, in this case of star HL Tauri (credit:
ALMA/NRAO/ESO/NAOJ).

Advocates of the gravitational collapse scenario argue that this bouncing
barrier cannot be overcome, and even if some particles manage to grow
past it, they would quickly encounter new challenges (e. g., Blum et al.
2022; Simon et al. 2022; Drążkowska et al. 2023). For one, unlike very
small particles (≪ 1m), which essentially follow the gas flow, or very
large bodies (≫ 1m), which are essentially decoupled from the gas and
move on Keplerian orbits, particles on meter-scales experience significant
radial drift towards the protosun, which may accrete them much faster
than they can grow out of the critical size range (e. g., Whipple 1972a;
Adachi et al. 1976; Weidenschilling 1977; Blum et al. 2022). Second, as
particles grow to a few centimeters in size and beyond, it becomes
increasingly likely for them to fragment already at low collisional speeds
of ≳ 1m/s (Blum et al. 2008). But even if they do not fragment, erosion
due to high-velocity impacts by small dust particles or grains should
stop them from growing past several tens of centimeters (Schräpler
et al. 2018). Thus rather than finding ways to overcome these barriers,
advocates of the gravitational collapse scenario instead propose that
comets are formed via gravitationally collapsing pebble clouds (Blum
et al. 2017; Fulle et al. 2017a). To achieve this, pebbles must first be
pre-concentrated, for example via eddies, vortices, and pressure bumps,
which can occur in turbulent protoplanetary disks (e. g., Johansen et al.
2014). Next, the pebble clouds are further concentrated via so-called
streaming instabilities (Youdin et al. 2005): essentially, pebbles that travel
in groups experience less friction from the surrounding gas (much like

https://web.archive.org/web/20240410075440/https://www.almaobservatory.org/en/press-releases/revolutionary-alma-image-reveals-planetary-genesis/
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migratory birds), which allows them to overtake more isolated pebbles
and potentially incorporate them into their group. This is a crucial step
because it allows pebble clouds to reach high enough mass concentrations
and become gravitationally bound. Subsequently, they gently (≲ 1m/s)
collapse into cometesimals, the precursors of comets (Johansen et al.
2007).

Although advocates of the hierarchical agglomeration scenario do not
dismiss the gravitational collapse of pebble clouds, they argue that
it mostly leads to planetesimals ≳ 50km, while smaller bodies likely
disintegrated due to steam pressure (Merk et al. 2006; Davidsson et al.
2016). Comets then form from the pebbles that survived this initial phase
of gravitational collapse, but they do so via hierarchical agglomeration.
The pebbles therefore need to overcome the bouncing barrier, which
may be achieved either through sufficient size differences, where the
larger particles can “sweep up” much smaller particles (Windmark et
al. 2012b; Drążkowska et al. 2013), or through “lucky” series of low
velocity collisions (Windmark et al. 2012a). The key to this is that (at the
same heliocentric distance) particles of different sizes move at different
speeds because they interact differently with the surrounding gas flow.
Accordingly, particles grow by accreting (mostly three to six times) smaller
particles where the relative velocity is high. Fragmentation or erosion
are effectively inhibited at this stage by taking water-ice into account,
which is significantly stickier than dust and thus allows for much higher
relative velocities (Wada et al. 2009). The particles that made it past the
bouncing barrier then continue to grow to a few meters in size, where
streaming instabilities may prevent them from drifting into the protosun
(Davidsson et al. 2016). From there on, the particles continue to grow via
hierarchical agglomeration at low relative velocities (∼ 1m/s), until they
eventually form cometesimals of a few kilometers in size.

Both scenarios have their own strengths and weaknesses, but neither
can currently explain all of the observed characteristics of cometary
nuclei (e. g., Weissman et al. 2020; Blum et al. 2022). The gravitational
collapse scenario can for example explain how fluffy particles that were
discovered in the coma of 67P may have survived for so long (see also
Sect. 1.5.3), whereas in the hierarchical agglomeration scenario, they
should have been destroyed due to the high velocity collisions (e. g., Blum
et al. 2017). The hierarchical agglomeration scenario on the other hand
might be able to explain the layered nucleus structure observed on comet
9P/Tempel 1 (Belton et al. 2007; Thomas et al. 2007; Belton et al. 2018) and
comet 67P (Massironi et al. 2015, see also Sect. 1.5.1), because it allows for
relatively high collisional velocities between two cometesimals. In such
a case, one of them might break apart into its meter-sized constituents,
which then settle as a global layer on the other cometesimal (Davidsson
et al. 2016; Weissman et al. 2020). Meanwhile, advocates of the gentle
gravitational collapse scenario admit that their model cannot currently
explain the formation of layers (Blum et al. 2022). In addition to several
other differences, neither comet formation model can currently explain
the existence of WEBs. And so in conclusion, although the gravitational
collapse scenario is currently favored over the hierarchical agglomeration
scenario, the debate about comet formation and the activity paradox is
not yet settled.
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1.3.4 particle & gas dynamics

So even though it is not clear yet how exactly particles are ejected, it is clear
that they are ejected. Once they have left the surface, they are exposed
to a number of different forces that govern their dynamics. The solar
gravity (Eq. 1.4) and radiation pressure (Eq. 1.5) were already mentioned
previously (see Sect. 1.3.1), but especially close to the nucleus, the most
critical force for most particles is likely the gas drag �D.

Figure 1.17: Arbitrary (half-)Maxwellian
distributions with different scaling param-
eter 0. Maxwell–Boltzmann distributions
describe the distribution of particle speeds
in ideal gases (Maxwell 1860a,b; Boltz-
mann 1872). A specific instance of such a
distribution is often called a “Maxwellian”.
Half-Maxwellians on the other hand de-
scribe the distribution of particle velocities
in one direction and correspond to Gaus-
sian distributions centered at zero and
multiplied by two (and defined only for
positive numbers, e. g., Zudin 2021).

Yet close to the nucleus, the gas environment can also be highly complex
due to the nucleus shape, topography, and composition (e. g., Marschall
et al. 2020c). Generally, such rarefied gas flows cannot be described
analytically by the Euler or Navier-Stokes equations (Euler 1757; Bistafa
2017). These equations are only valid in the continuous flow regime,
where the fluid is in thermal equilibrium, or rather, where the velocity
distribution is Maxwellian (see, e. g., Fig. 1.17). But in case of (active)
comets, the velocity distribution is non-Maxwellian close to the surface
(commonly assumed to be “half-Maxwellian”), since there is a net “gain”
in gas molecules due to the sublimating ice (e. g., Davidsson 2008). As
a consequence, a so-called Knudsen layer forms with a scale height
of roughly 10 to 100 molecule mean free paths (< 5 ?; e. g., Ytrehus
1975). Above this layer, the gas may transition into an equilibrium flow,
but because the gas becomes increasingly rarefied with nucleocentric
distance, it will eventually take on a non-equilibrium flow again due
to insufficient inter-molecular collisions (e. g., Marschall et al. 2020c).
These different flow regimes are characterized by the Knudsen number
(Knudsen 1909)

 = =
< 5 ?

!
, (1.8)

where ! is the characteristic size of the system (e. g., the radius of the
nucleus). For  = < 0.01, the flow field is considered continuous, for
0.01 <  = < 100 transitional, and for  = > 100 free molecular. If the
gas production rate is high, three different flow regimes can therefore be
discerned around the nucleus (e. g., Marschall et al. 2020c):

▶ a subsonic non-equilibrium flow near the surface,
▶ followed by a supersonic continuous flow layer,
▶ and a supersonic non-equilibrium flow above.

If the gas production rate is low however, the near-surface Knudsen
layer and the outer non-equilibrium flow merge together and cannot be
distinguished. The gas environment around an active comet can therefore
generally be rather complex.

Nevertheless, it can usually be assumed that the dust particle size is much
smaller than the mean free path of the gas molecules, which means that
the flow can be treated as free molecular regarding the dust dynamics
(e. g., Finson et al. 1968a; Gombosi et al. 1985, 1986; Gombosi 1987; Sengers
et al. 2014; Marschall et al. 2016; Agarwal et al. 2023). And while in case
of strong outbursts for example, the particles’ influence on the gas as
well as particle-particle interactions need to be considered (Shou et al.
2017), it is generally fair to assume that the particle number density is
low enough so that they do not significantly affect the gas flow and for
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example decelerate it or heat it up (Tenishev et al. 2011). Assuming a
spherical particle, the gas drag can then be written as

�D =
1

2
�D<g=g�p|Eg − Ep|(Eg − Ep), (1.9)

where <g is the mass of a gas molecule, =g the gas number density, Eg

the gas velocity, �p the particle cross section, Ep the particle velocity, and
�D the (dimensionless) drag coefficient, defined as (Baines et al. 1965;
Bird 1994)
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where)p is the particle temperature,)g the gas temperature, & the fraction
of specular reflection, and

� =
|Eg − Ep|
√

2:B)g

<g

, (1.11)

where :B ≃ 1.38 × 10−23 J/K is the Boltzmann constant. Which forces
dominate accordingly depends on many different factors such as the
heliocentric distance, the particle size, their nucleocentric distance, the gas
production rate of the nucleus, and how well the particles couple with the
gas. Smaller particles (≲ 1 cm) are for example predominantly affected
by the gas drag and may only decouple from it beyond ∼ 10 nucleus
radii, where solar gravity and radiation pressure become increasingly
relevant (e. g., Agarwal et al. 2023). Larger particles (≳ 1dm) on the other
hand likely only weakly couple with the gas and are thus predominantly
affected by the nucleus gravity.

How much certain particles are affected by the gas drag is however still not
entirely understood. Highly porous particles may for example experience
significantly higher accelerations (Skorov et al. 2016, 2018; Reshetnyk
et al. 2018), while oblate, prolate, or irregularly-shaped particles may start
to rotate, which can also affect their dynamics (Ivanovski et al. 2017a,b;
Moreno et al. 2022; see also Ivanovski et al. 2024). Finally, there are also
several other forces that may affect the particle dynamics (e. g., Chesley
et al. 2020; Jiang et al. 2020; Agarwal et al. 2023), most importantly
“rocket forces” induced via asymmetric outgassing, which is discussed
separately in Section 1.5.4.

1.4 rosetta mission

The Rosetta mission to comet 67P/Churyumov-Gerasimenko was, and
still is, the first space mission that performed a rendezvous maneuver
with an (active) comet (Bonnet 1985; Schwehm 1989; Schwehm et al. 1994;
Kolbe et al. 1997; Glassmeier et al. 2007; Taylor et al. 2017). It subsequently
accompanied 67P for over two years as it passed through the inner Solar
System and even managed to deploy a lander on 67P’s surface (although
due to some unfortunate circumstances, the lander was only able to
perform a fraction of its intended measurements).
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The Rosetta mission was fittingly named
after the world-famous Rosetta stone
(Budge 1913), which was discovered in
1799 and finally allowed the deciphering
of the ancient Egyptian hieroglyphs. The
fact that Rosetta became a cornerstone mis-
sion makes this even better.

The mission was approved in 1993 as one of the cornerstones of ESA’s
new Horizon 2000 long-term science program, but early planning for the
mission however already began in 1985 (Bond 2020), the year when the
first space mission to visit a comet, the International Cometary Explorer
(ICE), was crossing through the tail of comet 21P/Giacobini-Zinner (von
Rosenvinge et al. 1986). Shortly afterwards, in 1986, ICE also performed
a far flyby of comet 1P/Halley, which was visited via flybys by five
additional spacecraft that same year: the two Soviet spacecraft Vega 1
and Vega 2 (Sagdeev et al. 1986a), the two Japanese spacecraft Sakigake
and Suisei (Hirao et al. 1988), and of course the ESA spacecraft Giotto
(Reinhard 1986). In 1992, the Giotto spacecraft additionally flew by comet
26P/Grigg-Skjellerup (although without a working camera, McBride
et al. 1997). This was followed by NASA’s Deep Space 1 mission to comet
19P/Borrelly in 2001 (Boice et al. 2002), NASA’s CONTOUR mission
intended to visit comets 2P/Encke and 73P/Schwassmann–Wachmann
3, which unfortunately exploded on the way to its first target (Cochran
et al. 2003; Kerr 2003), NASA’s Stardust mission to 81P/Wild 2 (Brownlee
et al. 2003), where it collected coma dust samples in 2004 and brought
them back to Earth in 2006 (e. g., Brownlee et al. 2004, 2006; Brownlee
2014), and NASA’s Deep Impact mission to comet 9P/Tempel 1, where it
released a copper probe to collide with the comet in 2005 (A’Hearn et al.
2005; Schultz et al. 2007). In 2010, the Deep Impact spacecraft additionally
passed by comet 103P/Hartley 2 (by then renamed EPOXI, A’Hearn et al.
2011), and finally in 2011, the repurposed Stardust spacecraft visited
comet 9P/Tempel 1 to reexamine the aftermath of the artificially induced
impact (by then renamed Stardust-NExT, Veverka et al. 2013). While there
are currently several new cometary space missions under development
(most notably Comet Interceptor, Snodgrass et al. 2022; Jones et al. 2024),
for the moment, the Rosetta mission marks the most recent space mission
to a comet.

During its long development, the mission underwent several major
changes, most notably a downgrade from a sample-return mission to a
“simpler” rendezvous mission with a lander (which was still incredibly
ambitious), and a reassignment of the main target from comet 46P/Wirta-
nen to comet 67P due to some delays (Lamy et al. 2007). The mission
was eventually launched on March 2, 2004, and arrived at comet 67P on
August 22, 2014, after several gravitational assists by Mars and Earth,
two flybys of asteroids (2867) Steins and (21) Lutetia (Schulz 2010; Schulz
et al. 2012), and a 31-month-long hibernation phase while it was waiting
for the comet to make its way back to the inner Solar System.

The prime scientific objectives of the Rosetta mission were (slightly
modified from Schwehm et al. 1999; Glassmeier et al. 2007; Taylor et al.
2017):

▶ to globally characterize the nucleus, and to determine its dynamic
properties, surface morphology, and composition,

▶ to determine the chemical, mineralogical, and isotropic composi-
tions of volatiles and refractories,

▶ to determine the physical properties and the interrelation of
volatiles and refractories in a cometary nucleus,

▶ to study the development of cometary activity and the processes
in the surface layer of the nucleus and the inner coma (dust–gas
interaction),
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▶ to learn about the origin of comets, the relationship between
cometary and interstellar material, and the implications for the
origin of the Solar System,

▶ and to globally characterize the asteroids, and to determine their
dynamic properties, surface morphologies and compositions.

To address all these challenging tasks, the Rosetta spacecraft was equipped
with a diverse suite of eleven scientific instruments (taken verbatim from
the ESA/ATG medialab with added references, see also Fig. 1.20):

Figure 1.18: “NAC Flight Model during
integration and in flight configuration”
(Keller et al. 2007, reprinted with permis-
sion from Space Science Reviews).

Figure 1.19: Rosetta spacecraft in prepa-
ration for thermal testing. OSIRIS/NAC
(black cover) and OSIRIS/WAC (golden
cover) are indicated by the orange circle
(credit: ESA/A. Van Der Geest).

▶ ALICE: Ultraviolet Imaging Spectrometer (characterizing the com-
position of the comet nucleus and coma, Stern et al. 2007)

▶ CONSERT: Comet Nucleus Sounding Experiment by Radio wave
Transmission (studying the internal structure of the comet with
lander Philae, Kofman et al. 2007)

▶ COSIMA: Cometary Secondary Ion Mass Analyser (studying the
composition of the dust in the comet’s coma, Kissel et al. 2007)

▶ GIADA: Grain Impact Analyser and Dust Accumulator (measuring
the number, mass, momentum and velocity distribution of dust
grains in the near-comet environment, Colangeli et al. 2007)

▶ MIDAS: Micro-Imaging Dust Analysis System (studying the dust
environment of the comet, Riedler et al. 2007)

▶ MIRO: Microwave Instrument for the Rosetta Orbiter (investigating
the nature of the cometary nucleus, outgassing from the nucleus
and development of the coma, Gulkis et al. 2007)

▶ OSIRIS: Optical, Spectroscopic, and Infrared Remote Imaging Sys-
tem Camera (a dual camera imaging system consisting of a narrow-
angle (NAC) and wide-angle camera (WAC) and operating in the
visible, near infrared and near ultraviolet wavelength range, Keller
et al. 2007)

▶ ROSINA: Rosetta Orbiter Spectrometer for Ion and Neutral Analy-
sis (determining the composition of the comet’s atmosphere and
ionosphere, and measuring the temperature, velocity and density
of the gas flow, comprising: DFMS (Double-focusing mass spec-
trometer), RTOF (Reflectron Time-Of-Flight mass spectrometer)
and COPS (Comet Pressure Sensor), Balsiger et al. 2007)

Figure 1.20: The Rosetta spacecraft and its instruments (credit: ESA/ATG medialab; label
size increased for better readability).

https://web.archive.org/web/20240508120522/https://www.esa.int/Science_Exploration/Space_Science/Rosetta/The_Rosetta_orbiter
https://web.archive.org/web/20240508120616/https://www.esa.int/Space_in_Member_States/Germany/Rosetta_-_ein_neues_Ziel_zur_Loesung_planetarer_Raetsel
https://web.archive.org/web/20240508120522/https://www.esa.int/Science_Exploration/Space_Science/Rosetta/The_Rosetta_orbiter
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▶ RPC: Rosetta Plasma Consortium (studying the plasma environ-
ment of the comet, comprising: ICA (Ion Composition Analyser),
IES (Ion and Electron Sensor), LAP (Langmuir Probe), MAG (Flux-
gate Magnetometer), MIP (Mutual Impedance Probe), PIU (Plasma
Interface Unit), Carr et al. 2007)

▶ RSI: Radio Science Investigation (tracking the motion of the space-
craft to infer details of the comet environment and nucleus, Pätzold
et al. 2007)

▶ VIRTIS: Visible and Infrared Thermal Imaging Spectrometer (study-
ing the nature of the comet nucleus and the gases in the coma,
Coradini et al. 2007)

Rosetta’s lander, called Philae, came with an additional ten instruments
(see, e. g., also the ESA/ATG medialab), but because they are only of
minor importance for my PhD project, they are not listed here. Of
central importance on the other hand are the wide-angle and especially
the narrow-angle camera of Rosetta’s scientific camera system OSIRIS
(see also Figs. 1.19 & 1.18). While OSIRIS/NAC was designed to obtain
high-resolution images of 67P’s surface with an angular resolution of
18.6�rad/px and a FOV of ∼ 2.20 × 2.22°, OSIRIS/WAC was intended
to capture images of 67P’s near-nucleus environment with an angular
resolution of 101�rad/px and a FOV of ∼ 11.35 × 12.11° (Keller et al.
2007, see also Fig. 1.21). They also both had various filters specifically
selected for their respective tasks as well as doors in front of their lenses
to not only protect them from dust impacts while they were not in use,
but also to use the door backsides as screens for calibration.

Figure 1.21: Comet 67P as recorded by WAC and NAC on June 23, 2015, illustrating the significant difference in the camera’s FOVs.

https://web.archive.org/web/20240508120522/https://www.esa.int/Science_Exploration/Space_Science/Rosetta/The_Rosetta_lander


26 comets and rosetta

1.5 comet 67p

Rosetta’s target, comet 67P, was discovered by the soviet scientist Svetlana
Gerasimenko during an excursion led by Klim Churyumov to the Alma-
Ata Institute of Astrophysics in Kazakhstan in September 1969 (Lamy
et al. 2007). While using a 50-cm Maksutov telescope to look for comet
32P/Comas-Solá, she spotted an object on the faded background of
a defective photographic plate (see Fig. 1.22) and decided to keep the
plate for later inspection. This was indubitably the right decision, since
once they were back at their home institute in Kiev and after some close
inspection, Gerasimenko and Churyumov realized that the mysterious
object on the defective plate was in fact a new comet.

Figure 1.22: The (brightness-inverted)
discovery image of comet 67P/Churyu-
mov–Gerasimenko (Lamy et al. 2007,
reprinted with permission from Space Sci-
ence Reviews). 1.5.1 basic properties

Comet 67P currently has an orbital period of ∼ 6.4 years, a perihelion
distance of ∼ 1.2AU, an aphelion distance of ∼ 5.7AU, an eccentricity
of about 0.65, and an inclination of around 3.8° (according to the MPC).
This classifies 67P as a typical JFC with )J = 2.75, which also means
that its orbit is highly unstable. In 1959, it experienced a close encounter
with Jupiter, dramatically changing its orbital elements: its perihelion
distance was reduced from roughly 2.7 to 1.3 AU, its semi-major axis
decreased from 4.3 to 3.5 AU, its eccentricity increased from 0.38 to
0.63, and its inclination decreased from 23.2° to 7.2° (Carusi et al. 1985;
Belyaev et al. 1986; Krolikowska 2003; Maquet 2015; see also Groussin
et al. 2007; Guzzo et al. 2015, 2017). These changes put 67P on an orbit
favorable for a rendezvous mission, which was already recognized by
Yeomans (1985). Yet when 67P was selected as the new target for the
Rosetta mission almost two decades later, nothing much was known
about the physical properties of its nucleus, sparking “highly targeted
observational campaigns with the most appropriate telescopes, as well as
thorough theoretical investigations” (Lamy et al. 2007). As a result, 67P’s
nucleus likely became the best studied nucleus not visited by spacecraft
prior to Rosetta’s arrival.

Yet even these measurement campaigns did not manage to accurately
predict 67’s most striking feature (e. g., Lamy et al. 2006; Lowry et al. 2012):
its bi-lobed, “duck-like” nucleus (Sierks et al. 2015, see e. g., Fig. 1.23). The
larger lobe (body) is about 4.1× 3.3× 1.8 km in size, whereas the smaller
one (head) is only about 2.6× 2.3× 1.8 km in size. Although this bi-lobed
shape seems to be fairly common among comets (see e. g., Fig. 1.24
and Noll et al. 2008; Nesvorný et al. 2018), the cause for this particular
shape is still a matter of debate. Because both lobes also show concentric
stratifications roughly perpendicular to their respective gravity vectors
(i. e., they are layered like an onion, e. g., Massironi et al. 2015; Ruzicka
et al. 2019; Penasa et al. 2017, see Fig. 1.25), the two lobes likely formed
independently from one another, and may have later merged during a
gentle collision (Jutzi et al. 2015; Massironi et al. 2015; de Niem et al.
2018; Nesvorný et al. 2018). Such a contact binary would have mostly
preserved the pristine state of the two lobes, but it was also suggested
that 67P may have formed via a sub-catastrophic collision, or even a
coagulation of fragments from catastrophic collisions (Morbidelli et al.

https://web.archive.org/web/20240507175313/https://minorplanetcenter.net/db_search/show_object?utf8=%E2%9C%93&object_id=67p
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Figure 1.23: Three images of 67P’s nucleus recorded by OSIRIS/NAC on August 3, 2014, in
the near-infrared filter (top), and on June 27, 2015, in the orange filter (bottom). The top
image was cropped to better show the nucleus and highlighting its bi-lobed shape, while
the two bottom images show the same source image, but with different contrast settings to
highlight 67P’s strong activity and the enormous dynamic range of the camera.

2015; Rickman et al. 2015; Jutzi et al. 2017a,b). Yet because the deuterium
to hydrogen ratios of both lobes were found to be identical within their
margins of error (Schroeder et al. 2019), it seems at least likely that both
lobes formed within the same region of the protoplanetary disk.

The nucleus is extremely porous with a bulk porosity between 65 and 79%
(Pätzold et al. 2019) or even up to 85% (at least in case of the small lobe,
Kofman et al. 2015; Herique et al. 2016; Ciarletti et al. 2017), depending on
its refractory-to-ice (mass) ratio, �RI, which may for example lie between
3 and 7 (Pätzold et al. 2019), but is difficult to determine (e. g., Fulle
et al. 2017b, 2019a; Choukroun et al. 2020). Overall however, the nucleus
structure is likely very homogeneous without any larger voids (Pätzold
et al. 2016), although the porosity may also increase with depth (Kofman
et al. 2020). The nucleus bulk density and mass on the other hand have
been reliably determined and measure 537kg/m3 (Preusker et al. 2017)
and almost 1013 kg (Pätzold et al. 2019), respectively. Accordingly, the
nucleus generates a gravitational surface acceleration on the order of
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Figure 1.24: “[To-scale] collage of all cometary nuclei imaged by spacecraft and planetary radars” (credit: Daniel Macháček).

https://web.archive.org/web/20240508114359/https://www.planetary.org/space-images/cometary-nuclei-to-scale
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Figure 1.25: Stratifications observed on the big lobe of 67P suggesting a layered nucleus
structure: “(a) A render of the three-dimensional shape model by Preusker et al. (2017),
centered on the Imhotep region on the [big lobe]. High-slope regions (> 35°) have been
shaded in red and highlighted in yellow to demonstrate their elongated and laterally
persistent geometry. It is evident that cliffs and terraces create a staircase pattern. (b)
Topographic profile obtained cutting the model along the H–F direction from Bes towards
Imhotep region further illustrates the alternation of flats and cliffs. In cross-section (c) cliffs
and terraces are highlighted by red and blue lines, respectively. Arrows illustrate how the
terraces change orientation along the topographic profile. To maintain [these orientations
coherent,] the surfaces forming the terraces must indeed be curved within the nucleus
interior” (Penasa et al. 2017, figure shows recreation of their Fig. 1, figure elements kindly
provided by Luca Penasa).

10−4 m/s2 (e. g., Marschall 2017), while it also shed about 0.28% of its
mass during Rosetta’s rendezvous phase due to activity (Laurent-Varin
et al. 2024).

1.5.2 seasonal changes

Because of this mass-loss and the outgassing, 67P’s rotational period
changed by about 21 minutes from about ∼ 12.4 hours in March 2014
to ∼ 12.1 hours in September 2016 (Godard et al. 2017; Kramer et al.
2019b; see also Jorda et al. 2016; Kramer et al. 2019a). An almost identical
decrease in its rotational period was also already observed after its
perihelion passage in 2009 (Mottola et al. 2014). Notably, these changes
may only be explained when taking another characteristic feature of 67P
into account: its strong seasonal and diurnal change in activity (e. g.,
Keller et al. 2015b; Attree et al. 2019, 2023, 2024b).

67P’s nucleus has an obliquity (i. e., axis tilt relative to its orbital plane) of
about 52° (e. g., Sierks et al. 2015) in a configuration such that its southern
solstice coincides with 67P’s perihelion passage, which causes strong
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seasonal and diurnal effects in several regards. For one, because of the
complex shape of the nucleus and its high obliquity, there are areas that
lie in constant shadow after the outbound equinox. As a result, the surface
temperatures of these areas are lower than the core temperature for a
certain time due to the low thermal inertia of the nucleus. And because
CO2-ice is much more volatile than water-ice, this temperature inversion
then allows for CO2-ice to sublimate in deeper layers and subsequently
re-condense on the surface, resulting in a seasonal CO2-cycle (Filacchione
et al. 2016). For similar reasons, there is also a diurnal water-cycle where
water-ice sublimates during the day and re-deposits on the surface during
the night (e. g., De Sanctis et al. 2015; Ciarniello et al. 2016; Fornasier et al.
2016; Tosi et al. 2019; Hu et al. 2021).

Additionally, while the overall appearance of the nucleus is very dark,
with a geometric albedo of around 6% (which is roughly that of asphalt,
e. g., Lin et al. 2010), there is also a seasonal color-cycle of the nucleus
surface: during the southern summer, CO2-ice sublimation in deeper
surface layers continuously removes larger (≳ 1 cm) chunks of surface
material from the southern hemisphere and exposes fresh water-ice
to the sunlight (notably also in the form of water-ice-enriched blocks,
so-called WEBs, Ciarniello et al. 2022; which have been observed on the
nucleus as bright spots, e. g., Fornasier et al. 2016, 2017, 2023; Oklay et al.
2016, 2017; Deshapriya et al. 2018). Most of the ejected material that is
too slow to escape from the nucleus gravity settles again on the much
less active northern hemisphere, where it builds up smooth blankets
of fall-back material (e. g., Keller et al. 2015a, 2017; Thomas et al. 2015a;
Lai et al. 2016; Hu et al. 2017a; Cambianica et al. 2020, 2021; Davidsson
et al. 2021). But because of the exposed water-ice on the illuminated
southern hemisphere, the nucleus surface appears significantly bluer
during the southern summer than during other orbital phases further
away from the Sun, when the northern hemisphere becomes increasingly
exposed and the surface temperatures are getting too low for sustained
water-driven erosion. This causes the surface to appear significantly
redder due to the blankets of (at least partially) dehydrated fall-back
material (e. g., Ciarniello et al. 2016, 2022, 2023; Fornasier et al. 2016;
Filacchione et al. 2020; conversely, the opposite color-cycle was found for
the dust coma, Filacchione et al. 2020). Water activity in these northern
regions only sets in again during the inbound phase when they are
sufficiently illuminated, and dominates the global activity up to about
the pre-perihelion equinox, when the activity in the southern hemisphere
takes over (e. g., Bockelée-Morvan et al. 2015; Lara et al. 2015; Lin et al.
2015; Sierks et al. 2015; Fougere et al. 2016; Marschall et al. 2016).

1.5.3 surface material

This dichotomy in the hemispherical activity and the consequential
mass transfer also significantly affect 67P’s surface morphology (see also
El-Maarry et al. 2019). While the northern hemisphere is characterized
by large areas covered in smooth dust blankets created by the fall-back
material (e. g., El-Maarry et al. 2015; Thomas et al. 2015b), such areas are
entirely absent from the southern hemisphere, which instead features
mostly rough, consolidated terrains and outcroppings (e. g., El-Maarry
et al. 2016, 2017a). Notably however, this does not mean that the latter
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features are absent from the northern hemisphere, and especially on
smaller scales, almost any kind of geological feature can be seen anywhere
on the nucleus including “ridges, terraces, scarps, niches, (coarse or fine
grained) dust-blankets, boulders (El-Maarry et al. 2015, 2016; Thomas
et al. 2015b, 2018; Ferrari et al. 2018; Leon-Dasi et al. 2021), (steep) cliffs
(Attree et al. 2018a), fractures and other linear features (Giacomini et al.
2016; Lee et al. 2016), [and] even clods or ‘goosebumps’ (Sierks et al. 2015;
Davidsson et al. 2016)” (to cite my science paper, see, e. g., Fig. 1.26).
Based on this surface morphology and topography, El-Maarry et al. (2015,
2016, 2017a) defined 26 different surface regions (named after Egyptian
deities, see Fig. 1.27), which Thomas et al. (2018) later subdivided even
further to address intra-regional changes.

Figure 1.26: The diversity of 67P’s surface
material: smooth terrain in the Ash region,
recorded on October 20, 2014 (top), and
consolidated terrain in the Bastet region
(bottom), recorded on August 15, 2014.

Largely independent of its macro-structure or location however, the
surface material likely has an average compressive strength of no more
than∼ 800Pa (Heinisch et al. 2019), whereas the primordial ice embedded
in boulders was discovered to have a much lower compressive strength of
< 12Pa, making it softer than freshly fallen snow (O’Rourke et al. 2020).
Additionally, the average tensile strength of the nucleus material is even
lower, at no more than a few Pascal (Groussin et al. 2015; Attree et al.
2018a). Based on the analysis of sub-millimeter dust particles collected
in the coma of 67P, it was found that the refractory material consists of
nearly equal amounts of anhydrous mineral phases and organic matter
made from large macro-molecular compounds (Fray et al. 2016; Bardyn
et al. 2017; Rubin et al. 2020). In terms of size, the collected coma particles
ranged from tens of nanometers to a few tens of micrometers (in case of

Figure 1.27: The 26 surface regions of comet 67P according to El-Maarry et al. (2015, 2016,
2017a, reprinted with permission from Astronomy and Astrophysics).
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MIDAS, e. g., Bentley et al. 2016; Mannel et al. 2016, 2019; Kim et al. 2023),
from about 10 micrometers to sub-millimeters (in case of COSIMA, e. g.,
Hilchenbach et al. 2016; Langevin et al. 2016, 2017; Merouane et al. 2016,
2017), and from sub-millimeters to a few millimeters (in case of GIADA,
e. g., Fulle et al. 2015a, 2017a; Rotundi et al. 2015; Longobardo et al. 2019,
2020, 2022).

Because these particles were observed to have vastly different structures
and material properties, they can be roughly divided into three distinct
groups (e. g., Güttler et al. 2019):

▶ solid particles with low porosity (< 10%) and high strength, notably
including grains, which are the smallest observed particles starting
at tens of nanometers and are thought to be the building blocks of
the larger particles;

▶ porous particles with “intermediate” porosity (10–95%) and low
strength, comprising (hierarchic) agglomerates in the micro- to
millimeter size rage;

▶ and fluffy particles with high porosity (> 95%) and very low
strength, notably including fractal particles in the micro- to mil-
limeter size rage.

By tracing GIADA particles back to the nucleus surface, Longobardo et al.
(2019, 2020) conclude that porous and solid particles likely originated
from the processed smooth terrains, whereas fluffy particles likely origi-
nated from the pristine rough terrains. This fits well with the cometary
formation model of gentle gravitational collapse, because unlike more
energetic collisions, which should have compacted or dispersed the fluffy
particles, a gentle collapse allows for the fluffy particles to be preserved
in the voids between the centimeter-sized pebbles, which the model pos-
tulates as the single-size building blocks that cometary nuclei are made
of (e. g., Blum et al. 2017, 2022, see also Sect. 1.3.3). Additionally, Pestoni
et al. (2023) found via a multi-instrument analysis that fluffy particles
likely still contained ices by the time they arrived at the spacecraft, which
supports their pristine nature.

1.5.4 distributed sources

Nevertheless, whether or not especially larger (≳ 1 cm) particles still
contain significant amounts of water-ice after being ejected and thus
continue emitting gas and dust while traversing the coma is still a matter
of debate. On the one hand (e. g., Cambianica et al. 2020; Fulle et al. 2020a;
Fulle 2021; Ciarniello et al. 2022, 2023), it is argued that most of the
water-ice is contained in pebble-based water-ice-enriched blocks (WEBs),
which have refractory-to-ice (mass) ratios �RI < 5 and are responsible
for the sub-centimeter erosion of the nucleus surface. Such WEBs then
only constitute around 6% of the southern surface material, which would
be enough to explain the observed fine-dust emission solely via WEB
erosion. The rest of the surface material is much dryer in this scenario
with �RI > 5, which prevents the material from water-driven erosion and
causes it to dehydrate instead. This dryer material is then ejected in larger
chunks via CO2-ice sublimation and quickly forms an insulating crust
during its coma passage before falling back and settling on the (northern)
surface. Accordingly, the larger particles do not contain large amounts of
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The model of Davidsson et al. (2021) the-
oretically even includes crystallization of
amorphous water-ice and heating via ra-
dioactive decay, but in this case, the for-
mer was not considered and the latter
completely negligible.

water-ice, because if they did, their erosion during their coma passage
would produce much more fine dust than what was measured by Rosetta
(especially because most of the coma dust mass is contained in the larger
particles).

On the other hand, much evidence has been found in support of out-
gassing particles due to their contribution to the gas coma of 67P (e. g.,
Altwegg et al. 2016; De Keyser et al. 2017; Biver et al. 2019; Hadraoui
et al. 2019; Schuhmann et al. 2019; Hänni et al. 2020; Hadraoui et al.
2021). These so-called distributed (or earlier “extended”) sources help
to explain overabundances of certain (gas) molecules in the coma that
typically cannot be accounted for via sole nucleus activity (e. g., Ip et al.
1974; Cottin et al. 2008).

In the context of (significant) overabun-
dances of water, this phenomenon is also
known as hyperactivity (e. g., Rickman
et al. 1998; Lis et al. 2019; Sunshine et al.
2021), and was for example first confirmed
in case of comet 103P/Hartley 2 (A’Hearn
et al. 2011).

Importantly, the previously described model also
implies the existence of distributed sources, since it only allows for parti-
cles to be ejected whenever erosion dominates over dehydration, which
means that the ejected material must necessarily still contain water-ice.
So although an abundance of distributed sources in the coma of 67P was
previously disputed by advocates of this model (Fulle et al. 2016a), their
latest work actually predicts that the water production of distributed
sources contributed significant and even dominating amounts to the total
water production observed over the course of Rosetta’s rendezvous phase
(Fulle 2021; Ciarniello et al. 2023). According to the authors, the existence
of distributed sources is also not conflicting with the dust production
based solely on surface erosion, since the sublimating water-ice inside
the ejected particles should not be able to build up enough pressure
to overcome the particles’ internal tensile strengths, because otherwise,
they should have already eroded on the surface.

Yet there are also other studies that predict the ice-content of dust particles
in the coma: Gundlach et al. (2020) for example used a thermophysical
model of the nucleus surface material to study the particle ejection
process, and assumed that the material was made from millimeter-sized
pebbles consisting of dust, water-ice, and CO2-ice particles. Depending
on the input-parameters, they found that decimeter-sized particles can
still contain up to 90% of their original water-ice content when they
are ejected. Once they are part of the coma, decimeter-sized particles
may however continue to retain most of their water-ice content: using
a different thermophysical model that also accounts for gas advection
in the energy-balance of a particle, Davidsson et al. (2021) investigated
the ice-retention of dust particles while they were migrating through
the coma from the southern to the northern hemisphere. They found
that decimeter-sized particles with �RI = 4 lose less than 10% of their
water-ice content during their coma passage. Davidsson et al. (2021)
therefore favor the scenario of Keller et al. (2017), who suggested “wet”
fall-back material to explain the water-dominated activity in the northern
regions prior to the inbound equinox. This was further corroborated by
Davidsson et al. (2022a), who used the same code to model the water
and CO2 production rates of 67P and found that distributed sources only
contributed ∼ 8% to the total water production rate at perihelion (in
conflict with Fulle 2021; Ciarniello et al. 2023). But while decimeter-sized
coma particles may only lose small amounts of their water-ice content,
this is likely quite different for centimeter-sized particles and below:
using yet another thermophysical model, Markkanen et al. (2020) not
only found that centimeter-sized icy dust particles should lose their
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entire ice content within hours after being ejected, but they also suggest
that internal gas pressure within these particles may even become high
enough for them to disintegrate.

Finally, the outgassing of such particles may noticeably affect their
dynamics, especially if it occurs asymmetrically (i. e., predominantly
in one direction) and thus manifests as a “rocket force” (e. g., Reach
et al. 2009; Kelley et al. 2013; Agarwal et al. 2023, equivalent to the
non-gravitational forces experienced by the nucleus itself):

0rocket =
3

4

<H2O
/Eth 5ice

�pA
�, (1.12)

where 0rocket is the acceleration a particle experiences due to the rocket
force, <H2O

= 3 × 10−26 kg is the mass of a water molecule, / the
sublimation rate, Eth the mean thermal expansion speed of the gas,
5ice = 1/(1 + �RI) the particle ice fraction, �p = 537kg/m3 the particle
density (approximated via the nucleus bulk density, Pätzold et al. 2019),
A the particle radius (assuming the particle is spherical), and 0 ≤ � ≤ 1

the degree of asymmetric outgassing, where � = 0 and � = 1 correspond
to isotropic and one-directional outgassing, respectively. Not all of these
parameters are easy to determine however, in particular the sublimation
rate (strictly speaking, it is also the sublimation rate per surface area, but
5ice is likewise the ice fraction of the surface area, so the dependency
cancels out). To nevertheless estimate an upper limit of /, it is helpful to
assume that all of the solar energy is used for water-ice sublimation (i. e.,
no loss via scattering, thermal emission or other effects), which allows to
calculate the maximum sublimation rate /max via (e. g., Kelley et al. 2013;
Güttler et al. 2017)

/max =
(1 − �B)(⊙#A

A2h!
, (1.13)

where �B = 0.0157 is the Bond albedo (derived for 67P at 649 nm,
Fornasier et al. 2015), (⊙ = 1361W/m2 the solar constant, #A = 6.022 ×
1023 mol−1 the Avogadro constant, Ah the heliocentric distance, and
! = 51 000 J/mol the latent heat of sublimating water-ice at a temperature
of 300 K (Murphy et al. 2005). Assuming �RI = 5, Ah = 2AU, and
Eth = 500m/s, which are representative values for our observations, the
corresponding rocket acceleration of a decimeter-sized particle is around
1.3 × 10−4 m/s2. Although this is an upper-limit estimate, it still shows
that the rocket force is likely on the same order of magnitude as the
nucleus gravity, and thus may be noticeable in the particle dynamics.
Agarwal et al. (2016) and Güttler et al. (2017), for example, who previously
studied the dynamics of particles in the coma of 67P have likely already
found evidence for asymmetric outgassing as they observed particles
being accelerated in the anti-solar direction.

1.6 this work

This work systematically examines the dynamics of dust particles in the
near-nucleus coma of comet 67P. Understanding these dynamics provides
key insights into various aspects of cometary science, a fact already
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recognized during Rosetta’s mission planning and in-situ operations.
Consequently, throughout Rosetta’s rendezvous phase, OSIRIS/NAC
routinely recorded image sequences of 67P’s near-nucleus coma to capture
the motion of recently ejected dust particles (see also the OSIRIS Science
User Guide). Our analysis focuses on these sequences, which primarily
consist of image pairs—two images taken in quick succession, followed
by a longer pause before the next pair. This structure allows for the
assignment of instantaneous velocities to particles detected in both
images of a pair, and thus significantly improves their tracking. Due
to large particle-observer distances however, the particles could not be
spatially resolved by the camera and instead appear as point-sources
in the images. Each of the sequences shows thousands of such point-
source-like dust particles moving through the coma, necessitating a
reliable algorithm that can track them automatically. The successful
development of this algorithm is the main technical achievement of this
work and represents a major improvement over any previous studies on
dust particle dynamics, as they only relied on tracking small numbers of
particles by hand.

Within the scope of this work, we then apply our tracking algorithm to
dozens of the previously mentioned image sequences, although only a
fraction of them are shown here. Specifically, we concentrate our scientific
analysis on four image sequences that proved to be most suitable. Of
the thousands of particles that we tracked through these four sequences,
we trace hundreds of them back to the nucleus surface and determine
their potential source regions, size distributions, and dynamics. Using
a state-of-the-art coma model, we then further corroborate our results
with simulations of 67P’s gas and dust coma as it was observed during
the respective time periods.

Overall, we most notably find that: (a) the suspected source regions
correlate with rough terrain types or steep slopes like scarps, cliffs, or
fractures, that facilitate activity; (b) the observed ejection of large, roughly
decimeter-sized dust particles is locally confined and does not necessarily
correlate in neither place nor time with the much more homogeneous
ejection of small, roughly sub-centimeter-sized dust particles; (c) neither
solar irradiation nor the local gravity and centrifugal forces can explain
the local confinement of the observed ejection of large dust particles,
indicating a local overabundance of CO2-ice; (d) a significant amount
of dust particles seem to show notable accelerations in the anti-solar
direction, which may be evidence for asymmetric outgassing; and (e) the
large dust particles couple only weakly with the escaping gas and instead
likely received most of their speed, around 0.5m s−1, during their ejection
events. Collectively, these findings help to constrain the conditions that
are necessary for the ejection of such large particles, bringing us a step
closer to solving the activity paradox. The strong evidence for significant
initial velocities in particular implies that the corresponding ejection
events must be considerably more energetic than gradual lift-offs.

In the following chapter, I motivate our choice to develop our own
tracking algorithm, while the algorithm itself is described in detail in Part
two. Part three discusses our scientific results including the comparison
to our dust coma modeling, followed by a general closing discussion in
Part four.

https://web.archive.org/web/20240508120823/https://rosetta-osiris.eu/documents/SCIENCE_USER_GUIDE.PDF
https://web.archive.org/web/20240508120823/https://rosetta-osiris.eu/documents/SCIENCE_USER_GUIDE.PDF
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The competent tracker is both scientist and storyteller. You must critically

observe, collect good data, and avoid rash conclusions, as well as use your

imagination to interpret and celebrate the signs you’ve discovered.

— Elbroch (2003). Mammal Tracks & Sign.

B
efore my tracking algorithm and its intricacies are explored in
detail in the next chapter, it is important to put it in the proper
disciplinary context. “Optical cometary dust particle tracking”

My technique is optical, because it relies on
image sequences instead of other media or
sensor data; the particles are cometary, be-
cause they were recorded in space around
a comet instead of in a laboratory experi-
ment, for example, and dust, because they
are agglomerates of refractory material
(and possibly ice) instead of elemental par-
ticles, for example; and the target of my
tracking algorithm are particles instead of
mice, cars, people, or aircraft, for exam-
ple. Technically, automated should also be
added to chain of descriptors, since things
can also be tracked manually, but that is
probably too fine a distinction.

is
currently a very niche application that branches off of a highly nested
tree of partly well-established tracking disciplines. It may therefore seem
natural to use one of these already existing techniques for our purposes,
which is why we also briefly investigated this option at the beginning of my
PhD project (November 2018). Yet after a few tests, we quickly realized that
our image sequences came with a number of challenges unique in their
combination: low time-resolution (i. e., down to around two images every
six minutes), changing time intervals (i. e., pair-wise image recording,
with short time periods between two images of a pair and a long pause in
between pairs), alternating exposure times (requiring different sensitivity
settings for the detection algorithm), strongly fluctuating particle signals
(potentially preventing their continuous detection), thousands of particles
with complex dynamics and densely populated areas (requiring dynamic
criteria to separate particles), and fluctuations in the camera pointing
(adding spatial displacement that needs to be corrected), just to name
the most severe. Third-party software would therefore likely not be
able to track our particles “straight out of the box”, and there was no
guarantee that they would be able to do so eventually. Consequently, we
decided that I should develop my own tracking algorithm that would
address these challenges and properly utilize all the features of our image
sequences.

2.1 methodological context

In the following, I give a (by no means comprehensive) overview of
other tracking applications to provide reasons for our decision and to
put our application into context. In doing so however, it is unavoidable
to explain or reference technicalities that may only become clearer once
our approach is understood. It might therefore be advantageous to read
the methods paper first. In any case, here is the list of other tracking
techniques, starting with those that are most closely related to mine (and
that I am most familiar with):

Although there are review articles of track-
ing techniques in many of the fields that
are listed here, as far as I know, nobody
has yet attempted to create an overview
of the entire field of (object) tracking as I
attempt here. The groupings are therefore
entirely my own, and likely miss some rel-
evant entries. But if nothing else, the list
at least demonstrates the diverse meaning
of the word “particle”.
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Epipolar geometry is for example impor-
tant in stereo vision and describes the
relation between different views of the
same scene (e. g., Hartley et al. 2003). In
such a geometry, the vectors that connect
the observers with their respective images
of an object in the scene can be extended
outwards from their FOVs, where they
eventually intersect, marking the exact lo-
cation of the object.

2.1.1 optical cometary dust particle tracking

In the introduction of the methods paper, we mention many studies
that use various techniques to detected dust particles around comet 67P
(see p. 53), but of those, only Marín-Yaseli de la Parra et al. (2020)
automatically tracked a single particle throughout an image series. They
did so with the help of the TrackMate software, which was originally
developed for tracking single particles in live cell microscopy images
(Tinevez et al. 2017). TrackMate is also one of the tools that we briefly
considered for our application, but which turned out to be inadequate
for several of the reasons listed above (e. g., sparse data, changing time
intervals, simultaneous tracking of thousands of particles). Yet to be fair,
TrackMate is much more versatile by now (Ershov et al. 2022) and thus
may actually be configured to also work with our image sequences if
they are appropriately pre-processed.

But apart from Marín-Yaseli de la Parra et al. (2020), so far, the only other
instance where cometary dust particles were optically tracked was in case
of the Deep Impact/EPOXI flyby past comet 103P/Hartley 2 (Hermalyn
et al. 2013, which has more to do with the scarcity of space missions to
comets than anything else; see also Kelley et al. 2013, 2015). Similar to
our case, Hermalyn et al. (2013) were also faced with sparse data and a
larger number of particles to track. Yet because their data is from a flyby
mission with a high relative encounter speed between the spacecraft and
the nucleus, they only had a short observation window of around three
minutes, which meant that the main motion of the observed particles
was due to parallax. This allowed them to rely on “epipolar” geometry
to locate and track the dust particles in 3D. In our case however, this is
not possible because the relative speed between spacecraft and nucleus
is much slower, and the observational periods much longer (almost two
hours), which means that the main motion of our particles is due to
their ejection. This is additionally complicated by the camera pointing
fluctuation, which can be on the order of the apparent motion of sidereal
background objects.

Finally, Moretto et al. (2023) announced a novel approach of tracking
dust particles around comet 67P using track-oriented multiple hypothesis
tracking (MHT, e. g., Blackman 2004) based on Kalman filtering (Kalman
1960), but they have yet to publish their results. Kalman filtering is a
widely-used technique to recursively predict the state of parameters
(such as particle locations and velocities) in a noisy dynamical system
(e. g., Humpherys et al. 2012). It does so in a two-step iteration, where it
first estimates the new parameter state from the previous estimate and
the dynamical model that describes the system, and then updates the
estimate by averaging it with the current measurement of the parameter
state. In a linear dynamic system, the Kalman filter is the best unbiased
estimator, and because it only needs the information of the previous
step to make a prediction, it can do so effectively in real-time. It is thus
employed in many tracking applications and was also famously used for
guidance of the Apollo spacecraft (Grewal et al. 2010).

During the early stages of my project, I also
tried to use Kalman filtering with our data
via a third-party software. But unfortu-
nately, that software came with a built-in
detection algorithm that was unsuitable
for our images. It relied on relatively sta-
ble image backgrounds that contrast with
the motion of objects in the foreground.
But because of the low time resolution of
our image sequences and their alternating
exposure times, their image backgrounds
can change drastically from one image to
the next due to the rotation of the nucleus
and the diffuse dust coma. This approach
therefore seemed unfeasible and I stopped
investigating the Kalman filter any further
due to time constraints.

MHT is a technique that is particularly useful for tracking many closely-
spaced targets at once (Blackman 2004). It provides decision logic based
on Bayesian statistics for handling situations where a single detection
may for example be associated with several tracks or vice versa. It does
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so by maintaining the corresponding potential track states and their
likelihoods (hypotheses) and propagating them into the future, where
the conflicts may be resolved with the help of subsequent data. Track-
oriented MHT is a particular derivative of this technique where instead
of maintaining and updating the hypotheses, they are discarded and new
ones formed with each iteration. At its core, MHT seems quite similar to
our approach in terms of how to resolve association conflicts, although
we do not maintain multiple hypotheses and also do not encounter cases
where single detections may be associated with several tracks out of
principle. Both Kalman filters and MHT (Levesque et al. 2008, as well as
their employed iterative background removal method by) may therefore
be a viable alternative to our approach, but it remains to be seen how
Moretto et al. (2023) for example resolve the issues generated by the
spatial shifts due to the pointing fluctuation.

2.1.2 optical asteroidal dust particle tracking

Next, there are the works of Liounis et al. (2020, and references therein),
who tracked dust particles around active asteroid (101955) Bennu. Their
application is therefore still closely related to ours in that it deals with
simultaneously tracking multiple dust particles in space recorded in
sparse data. Yet setting-wise, it also already differs in at least two sig-
nificant ways: For one, unlike active comets, active asteroids do nei-
ther have a complex gaseous environment that needs to be considered
nor a diffuse coma that has to be subtracted. And second (at least in
this case), their image sequences contain far fewer particles that ours
(factor of up to at least ∼ 100).

Very recently, Deshapriya et al. (2023),
Moreno et al. (2023), and Dotto et al. (2024)
also published the first analyses of the
ejecta plume that was generated by the
impact of the DART spacecraft with the
asteroid Dimorphos (a satellite of asteroid
65803 Didymos) in September 2022. While
they did measure and track some morpho-
logical features, it seems that no individual
particles could be detected (somewhat re-
menscient of the Deep Impact event, e. g.,
Richardson et al. 2007).

Implementation-wise, their approach relies on a multiple-object-tracking
extended Kalman filter (EKF, Al-Shakarji et al. 2017) and is thus quite
similar to the approach of Moretto et al. (2023). The EKF is a derivative of
the Kalman filter used for non-linear dynamical systems as it produces
the best unbiased estimates for linearized systems (e. g., Humpherys et al.
2012). The overall structure of their tracking algorithm is nevertheless
notably similar to ours (cf. their Fig. 5 with Fig. 7 in the methods
paper), although like Moretto et al. (2023), they create new track variants
whenever there is more than one option for a track to continue, and
propagate all variants till the end. Only then do they decide on which
tracks to keep and which to discard based on residuals after backward
smoothing the fitted trajectories.

In our case however, we realized early on that pursuing every possible
track variant was computationally not feasible because our images typ-
ically contain several thousands of detections, which would produce
an unmanageable amount of track variants after only a few steps. We
therefore decided for a more economic solution by only pursuing the
track variants that produce the best fit at each step. A core strength of
our algorithm is also that it takes advantage of the pair-nature of our
data sets, which is something that Kalman filters can generally not do.

Based on the data from asteroid Bennu,
Azzalini et al. (2023) just suggested a cu-
rious way of dealing with the low time-
resolution of such image sequences: In-
stead of using a standard frame-based
camera, they suggest to use an event-
based camera, whose pixels trigger in-
dependently whenever their brightness
values notably change. Accordingly, the
particles would basically be tracked in
real-time. This is certainly an interesting
technique, but I am not sure if it could
also be adapted for observations around
an active comet due to its diffuse coma.

Yet despite all the differences, their approach may still be a viable option
for our data and it would be interesting to see how well it fares. But
because it was developed in parallel to our approach, we only learned
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about it when our algorithm was essentially finished, so we could not
take advantage of their insights.

2.1.3 optical star and debris tracking

Because our particles are typically unresolved and therefore appear as
point sources in the images, they look very similar to stars. The next
closest thing to our application may thus be star trackers. Much like
sailors at sea, star trackers (i. e., camera-software-combos) on spacecraft
scan the celestial surroundings for familiar constellations and use them
for navigation and guidance (e. g., Cole et al. 2004, 2006; Mortari et al.
2004; Curti et al. 2015; Zhang 2017; Christian et al. 2021; Zapevalin et al.
2023). These systems have played a crucial role in space exploration
for a long time (e. g., Junkins et al. 1977; Strikwerda et al. 1981), and
rudimentary versions relying on sextants were already famously used
during the Apollo missions (Hoag 1983).

Just like with our application, star trackers also have to potentially
distinguish between thousands of objects at once when they are in an
active cometary environment. Yet they have the advantage that they
are tracking fixed patterns that they cross-correlate with star catalogs,
and which do not change unless the spacecraft is reorienting (which
usually happens under controlled conditions). Notably, Rosetta’s star
tracker (Buemi et al. 2000; Airey et al. 2003) was nevertheless irritated
by dust particles several times during the rendezvous-phase with 67P,
as it was unable to distinguish them from stars (Accomazzo et al. 2016;
Regnier et al. 2016). This even caused the spacecraft to go into “survival
mode” after one such occasion at the end of May 2015 (Accomazzo et al.
2017). Grün et al. (2016) on the other hand made practical use of the
fact that Rosetta’s star trackers are also sensitive to 67P’s dust coma.
They identified brightness changes in the background signal recorded
in the star trackers’ housekeeping data and used that information to
corroborate measurements made by Rosetta’s scientific instruments of a
strong outburst.

The significant overlap between particle and star trackers may have
also been exploited during the development of the previously described
algorithm that was used to track particles around asteroid (101955) Bennu.
According to Liounis et al. (2020), they built their algorithm using the
same software that was used to create the star trackers for the mission
(Jackman et al. 2013, 2017; Wright et al. 2018; Liounis et al. 2019).

Lastly, due to the massive use of commercial, scientific, and military
satellites around Earth, star tracking (or more generally optical navigation)
is also explored as a space-based means for hazard prevention by detecting
and tracking debris and other resident space objects (RSOs) in (low) Earth
orbit and even near-Earth objects (NEOs, i. e., typically asteroids; e. g.,
Feiteirinha et al. 2019; Spiller et al. 2020; Mastrofini et al. 2023). But star
trackers or not, such space-based systems proposed for Space Situational
Awareness (SSA) seem to have really gained traction only recently (just last
year, e. g., ESA organized the 2nd NEO and Debris Detection Conference)
and were consequently developed essentially in parallel to our application
as well. One reason for the increasing interest in such systems may also be
that they should ideally run completely autonomously on the spacecraft

https://www.spacefoundation.org/space_brief/space-situational-awareness/
https://www.spacefoundation.org/space_brief/space-situational-awareness/
https://esoc.esa.int/content/2nd-esa-neo-and-debris-detection-conference
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they are deployed on, which means that they are severely limited by the
(computational) power of the spacecraft and thus need to be optimized
for their specific application (e. g., Spiller et al. 2020).

So while such systems are still reasonably closely related to our appli-
cation in that they are space-based and have to simultaneously track
multiple objects that appear as point sources (or streaks), they also seem
to be generally intended for data with a better time-resolution, and
more importantly, they do not have to deal with an active cometary
environment, and thus likely have to track far fewer moving objects on
simpler trajectories through much less crowded fields.

2.1.4 optical tracking of small solar system bodies

Still reasonably closely related to our application are also the algorithms
that are used to track and discover asteroids and other small Solar System
bodies (SSSBs) in the massive sky surveys such as Pan-STARRS or LSST
(e. g., Kubica et al. 2007; Denneau et al. 2013; Jones et al. 2018).

Other sky surveys for which tracking en-
gines have been developed include: Space-
watch (Rabinowitz 1991); CFHT, SKADS,
OSSOS (Petit et al. 2004a; Gladman et al.
2009; Bannister et al. 2016); (NEO)WISE
(Mainzer et al. 2011); PTF (Waszczak et al.
2013); and ZTF (Masci et al. 2019). “Re-
cently, also more general-purpose SSSB
discovery engines have been developed,
such as HelioLinC (Holman et al. 2018),
THOR (Moeyens et al. 2021), or tracee (Oh-
sawa 2021)” (to cite the methods paper).

Such
algorithms emerged from a long tradition of manually inspecting pairs
of images through a process called blinking, where a device is used to
quickly switch back and forth between two images of the same area of
the night sky, making small changes in their composition more apparent
(e. g., due to moving objects, e. g., Knox-Shaw 1934; Groeneveld et al.
1954; Gehrels 1981). With the advent of the CCD, this technique was
subsequently replaced by digital processes that were already able to
automatically detect and track moving objects through multiple images
(e. g., McMillan et al. 1986; Gehrels 1991; Helin et al. 1997; Larsen et al.
2007). But, to say it in the words of Liounis et al. (2020): “These techniques
have largely been developed for terrestrial-based observations of planets,
asteroids, and comets, where the distance between the observer and the
target is very large, and thus, the apparent motion in subsequent images
is small and fairly linear ... While [they] are effective when the observer
is largely stationary and there is a low density of moving objects that
are captured in the field of view in each frame with near-linear motion
in the detector, they begin to break down when the observer is moving
and there is the potential for a high density of objects in each frame with
substantial nonlinear motion observed in the detector, as may be the case
when a spacecraft encounters an active asteroid or comet.”

2.1.5 optical particle tracking

While the previous four categories are basically all twigs at the very top
of the discipline tree, this category is the next big branch further down.
It sprouts a huge family of different tracking techniques or applications
from all kinds of fields, and so only some of them are mentioned here:

▶ Lagrangian particle tracking (LPT) and particle tracking velocime-
try (PTV; e. g., Ouellette et al. 2006; Westerweel et al. 2013; Schröder
et al. 2023), which are popular and well-established techniques in
the field of fluid dynamics, where tracer particles like oil droplets
are dispersed into fluid media and subsequently tracked to study
their dynamics.
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▶ Tracking of nanoparticles or colloids in the field of microrheology
(and other soft matter physics, e. g., Crocker et al. 1996; Rose et al.
2020), which is a technique similar to PTV, where the properties
of fluids is studied by analyzing the behavior of suspended tracer
particles (a particle tracker developed for such colloidal studies is
for example trackpy, Allan et al. 2021, although like TrackMate, it
is also more versatile).

▶ Particle tracking in granular media like sands or gravel (e. g.,
Ermilov et al. 2022; Schroeter et al. 2022), which is used to study
geological processes.

▶ Particle tracking in microbiology (e. g., Chenouard et al. 2014;
Ulman et al. 2017; Fukai et al. 2023), which generally encompasses
the tracking of anything from single molecules up to cells (this is
e. g. also where TrackMate fits in).

What probably sets most of these applications fundamentally apart from
those mentioned in the previous four groups is that they are developed
for much more controlled environments like laboratory experiments.
So while we only have sparse data that cannot be reproduced and thus
have to make every pixel count, workers in these fields can often repeat
experiments and optimize their set-ups. Naturally, these applications
of course come with their very own sets of challenges such as big data,
extremely crowded fields, chaotic particle motion, or particle-particle
interaction, but going into detail is out of the scope of this overview.
Because of these unique challenges however, the respective tracking
techniques are usually highly specialized and tailored to the specific
needs of their applications (much like in our case) and thus cannot be
directly applied to our data.

2.1.6 optical tracking

The next even broader branch of applications sprouts straight from the
stem of the discipline tree, and is accordingly even farther away from my
area of expertise. It encompasses the tracking of anything that moves in
videos or image sequences. In the following, I therefore again only give a
few examples of this category in an attempt to highlight its scope:

Due to the recent advancements in (AI-
driven) computer vision, there is an enor-
mous demand from both science and in-
dustry for highly versatile tracking en-
gines that can essentially track any kind
of object (e. g., Fiaz et al. 2019). Many of
the above-listed applications by now also
heavily rely on AI technology (e. g., like
the very popular, versatile, and powerful
YOLO engine, e. g., Redmon et al. 2018;
Bochkovskiy et al. 2020; Wang et al. 2022),
which has become a lot easier to access
and implement. In the early development
phase of my algorithm, we therefore also
briefly considered to integrate AI routines.
But due to our small number of data sets
and the lack of training data, this was not
feasible.

▶ the tracking of coronal bright spots on the Sun (e. g., Shahamatnia
et al. 2016; Pires et al. 2019);

▶ the tracking of air bubbles in flowing water (e. g., ur Rahman et al.
2019);

▶ the markerless tracking of animals as a non-invasive means to study
their behavior (e. g. using deep learning, Mathis et al. 2020);

▶ the tracking of vehicles (e. g., Liu et al. 2021; Li et al. 2022) or
pedestrians (e. g., Sighencea et al. 2021), which is paramount for
the development of fully autonomous vehicles;

▶ the satellite-based tracking of objects on Earth, for example to
monitor sea ice, wildfires, traffic, or shipping commerce, and for
other civilian or military applications (e. g., Aguilar et al. 2022;
Zhang et al. 2022);

▶ or even the tracking of Unidentified Aerial Phenomena (UAPs,
Szenher et al. 2022).
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2.1.7 other particle tracking

Finally, as a sort of sister-branch to optical particle tracking, there is
also a group of particle tracking techniques that do not rely on image
analysis. Among them are for example techniques to track elemental
particles, which cannot be detected—or tracked—with classical imaging
techniques, during experiments conducted at facilities like the CERN
Large Hadron Collider (e. g., DeZoort et al. 2021; Akiba et al. 2023). But
more importantly, the particle “tracking” that was performed with the
help of Rosetta’s Grain Impact Analyser and Dust Accumulator (GIADA,
Colangeli et al. 2007; Della Corte et al. 2014, see also Sect. 1.4) should also
be mentioned in this context. GIADA had an impact sensor and a laser
curtain to measure the momentum and speed of infalling (≲mm-sized)
particles. Although the tracking technique was rather rudimentary, the
data that GIADA collected was also used to trace particles back to the
nucleus of 67P (Longobardo et al. 2019, 2020, 2022).

2.1.8 conclusion

In conclusion, my (particle) tracking application is clearly only one of a
myriad of different tracking techniques. Yet as stated at the beginning of
this chapter and as explained in the subsequent discussions, due to our
unique set of challenges as well as for historic reasons (i. e., the parallel
development of closely related and potentially viable techniques), we
saw the need to come up with our own tracking algorithm.

2.2 a brief philosophical aside

[The standard account of identity] requires that we either deny that Oscar

minus a hair is a dog—and a Dalmatian—or else that we must affirm that there

is a multiplicity of Dalmatians, all but one of which is incapable of independent

action and all of which bark in unison no more loudly than Oscar barks alone.

— Deutsch et al. (2022). “Relative Identity”.

In its most abstract form, the particle tracking that I am concerned with
can be understood as an undertaking that constantly needs to solve
the conundrum of identity: are two point sources recorded in separate
images impressions of the same particle?

To answer this question I first had to define what it means for two point
sources to be impressions of the same particle, and so I introduced a
set of tracking parameters that provide clear criteria against which the
properties of point sources can be tested (see Sect. 3.2 in the methods
paper). Coming up with such criteria is mostly a technical problem
that is governed by the available information, but there is also a more
fundamental aspect to consider: when are two particles identical?

This may seem like a deeply philosophical question—which it is (and it is
currently also unsolved, Deutsch et al. 2022)—that is nonsensical in the
context of my work. In the strictest sense, two particles might only ever
be identical if they had the same physical configuration down to their
elemental particles (spatial location and rotational state aside). But this
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is obviously not a helpful interpretation, especially considering that our
particles are likely constantly changing.

Our particles may for example change due
to sublimation or thermal radiation, which
raises the question if an object at different
temperatures is still considered the same
object. What if its chemical composition or
structure changes? A block of clay molded
into the shape of a mug is still the same
block of clay—until you heat it up. What if
you melt down iron ore and let it solidify
as a bar? Is it still the same iron? I would
say so. A lake that freezes in the winter and
thaws in spring is still considered the same
lake. But what if water-ice sublimates and
redeposits again? Is it still the same ice?
I’m not sure. A cake pre- and post-baking?
Likely not. There seems to be no universal
answer. Things apparently can change and
yet remain the same.

I did however encounter at least
one situation where the identity of a particle is crucial—but to explain it,
I need to jump a little ahead:

Once my tracking algorithm was fully functional and delivered satisfying
results, I wrote simulation software to test it. The software is actually
significantly more complex and versatile than what the brief section
in the methods paper gives away (see also discussion on p. 72 as well
as Sect. 5.3). Other than simple noise, it can for example also simulate
particle tracks in all kinds of “flavors” by changing, among other things,
how often they were “detected” throughout an “image sequence” (their
so-called miss-rate), or how much their detections scatter from their true
locations (their offset).

Notably, the simulation software doesn’t
simulate images. It’s purpose is not to
test the detection of particles, but their
tracking, so it only simulates the locations
of where signal may have been detected.

So I simulated many different scenarios, and subsequent tracking runs
showed solid results (see e. g. Fig. 2.1). This was easy enough to confirm
by eye, But how can this actually quantified? Because naturally, it would
be good to know if the algorithm managed to find 70, 80, or even 90% of
the simulated tracks, and how many it generated out of noise. But how
to decide if a track was found or not? Or in the opposite case: opposite:
When should a track be considered spurious and generated from noise?
Of course the limiting cases are simple. If none of the detections that
constitute a simulated track are part of the tracks that the algorithm
found, then the track was not recovered. And if all of them (and them
alone) were identified as being part of the same track, then the track
was found. But there are many intermediate cases where it is difficult to
decide one way or the other—and yet to quantify the tracking results,

Figure 2.1: Comparison between an exemplary set of simulated (yellow to green gradient) and recovered (yellow to red gradient) tracks.
Even though it seems as if many simulated tracks were not recovered, this is actually not the case. Most (if not all) of these simulated tracks
consist of too few detections to be accepted as a track, either because they have high miss-rates, or because they have partially left the field
of view. There are also a few simulated stars in the image, but because in this instance no camera motion was added, they are stationary and
appear as small white dots in the image on the left (not to be confused with the noise in the background image, which is only generated to
vaguely imitate proper master images and to give an idea about the detection density; it is not used for detection or tracking). But despite
their static nature, the algorithm still managed to find them.
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they nevertheless need to be categorized. Here are some of them (see
also Fig. 2.2):

(a) One or more detections of the simulated track are missing from the recovered

track. This is still fairly easy to solve by for example calculating the
percentage of missing detections and reporting it as a recovery rate.

(b) The recovered track includes unrelated detections from other tracks or

noise. This is already more complicated depending on the degree
of contamination. If only a few detections are unrelated, it may be
handled like case (a), but otherwise it is difficult (cases (d) and (e)).

(c) Same as case (b), but this time, the replaced detections were not simulated.

Was the simulated track completely recovered? Basically yes, be-
cause all of its detections are part of the same recovered track; and
yet the recovered track is not correct. Does that make it better or
worse than case (b)?

(d) The simulated track is shared (in equal parts) by two (or multiple)

recovered tracks. This can for example happen when the algorithm
stops to pursue a track at some point because it cannot find any
subsequent detections, but later-on starts a new track with the
missing detections. Is it fair to say that the simulated track was
recovered? Or maybe only part of it?

(e) The recovered track consists of (two equal parts of) different simulated

tracks. This may be easier to solve than case (d) by claiming that
at least one of the simulated tracks was recovered (although incor-
rectly).

Figure 2.2: Different classes of track recov-
ery from simulations. The black and gray
lines and dots represent two simulated
tracks and their detections, the dashed cir-
cles represent the simulated noise, and the
orange and green lines and dots represent
two recovered tracks and their detections.

Another aspect to consider about incorporated, unrelated detections
might also be how strongly they affect the properties of a track. Some
might only slightly change its general course, while others, particularly
in case (e), might notably redirect it or alter its speed and acceleration.

Technically however, all these cases are solvable in so far as they only
require clear definitions. But because it would have taken significant
time and effort to come up with meaningful definitions, implement
the corresponding decision tree, and create the routine that matches
simulated and recovered tracks, we ultimately decided to focus on the
tracking of simulated noise only.

Still, being able to compare and match tracks like this would also be very
useful when comparing results from different tracking runs on real data.
It would for example allow us to determine which tracks were only found
with a certain tracking parameter set, and help us to identify strengths
and weaknesses of said parameters. And although when assessing the
results from a particular tracking run on real data, there is no objective
truth to compare them against, being aware of these different cases can
still be beneficial for manual evaluation.

Finally, with the real data, there is also another possibility to consider:
the particles might lose matter, be it via outgassing or because of solid
material that is breaking off. While outgassing may be less of an issue,
material breaking off can be reason for an identity crisis. Shedding small
bits and pieces is likely fine, but if the particle breaks in two (or more)
roughly equal parts, which one should the tracking algorithm continue to
follow? Even multiple hypothesis tracking would not help in this regard,
since in the end, there can only be one valid track: allowing for detections
to be shared among tracks would open the floodgates and drown any



46 particle tracking

genuine particle tracks in a see of imposters. So far however, I also haven’t
seen any evidence in my data of particles breaking apart (or of particles
colliding for that matter). Such events are likely incredibly rare, but they
would also be exiting to find and might even help to better understand
the particle’s composition and structure. Coming up with a solution to
this problem may therefore be worthwhile.



T H E M E T H O D S PA P E R





P R E A M B L E 3
PA RT CO N T E N T S

Preamble 49
The Methods Paper 50

Introduction 51
Data 53
Tracking algorithm 57
Parameter optimization 67
Results and discussion 71
Summary and outlook 77
Appendix 81

Additional Thoughts 83
The Detection Threshold 83
More on Quality Control 85
Last Words on Simulations 87

I
n my first paper, “Dynamics and potential origins of decimeter-sized
particles around comet 67P/Churyumov-Gerasimenko” (which in
this dissertation is called the “methods paper” for convenience), I

introduce and explain the functionality of our particle tracking algorithm.
The methods paper is now presented unaltered and in full (as it was
published in the journal Astronomy & Astrophysics) following the layout
described in the Preface. Each page of the original paper is reprinted on
the right side of a double-page and augmented by in-situ discussions on
the left side to provide additional information. Because it is currently
not possible to include pdf pages with working hyperlinks in a LATEX-
document, I manually added all hyperlinks back into the methods paper
(except for those found in its bibliography). Citations within the digital
version of this document therefore redirect to the bibliography at the end
of the dissertation.

* * *

Contribution disclosure

I wrote the entire methods paper except for parts its introduction, which
were formulated by Jessica Agarwal, and created all its figures. The
tracking algorithm was entirely written by myself and developed and
analyzed under the advice of Jessica Agarwal and Matthias Schröter.
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4
In theory, point sources are infinitely small sources of light, but in reality,
they do not exist. So in practice, point sources are radiating (or reflecting)
objects that are too small or too far away from the observer to be resolved.
A typical example are stars. In optical systems however (like our eyes,
telescopes, cameras, etc.), such point sources do not appear as tiny dots,
but as small, spread-out blobs. On CCDs for example, the images of point
sources often occupy several pixels in radius. Their exact appearance is
determined by the so-called point spread function (PSF).

The PSF not only depends on the optical system and its imperfections,
but is also a consequence of the wavelike behavior of light: while a flawed
optical system can blur or distort the image of a point source, due to the
diffraction of the light with the aperture, even a perfect optical system
can also only focus the point source down to a certain size—the so-called
Airy disk (Airy 1835). Because modeling the PSF for a specific optical
system can be very difficult and depends on a lot of factors,

Factors that influence the appearance of a
PSF are for example (Gábor Kovács, priv.
com.): the filter (the blob becomes larger
with longer wavelengths), the location on
the CCD (the blob becomes larger toward
the sides), or the spacecraft movements
(the blob becomes slightly larger or elon-
gated).

the central
peak of the diffraction pattern is often approximated by a 2D Gaussian.
In case of OSIRIS/NAC, the fitted 2D Gaussian has a standard deviation
of roughly one pixel (see Fig. 4.1).

Figure 4.1: Comparison between a 2D Gaussian (� = 1px) and the PSF of a star detected in
one of the images OSIRIS images that we used. The top row shows the “top” view (i. e., the
image plane), the bottom row the same data represented as a 3D histogram.

As I explain in Section 1.3.3, the formation process of comets has not yet
been solved. There is however no doubt that once the comet has reached
a certain size, the formation process is dominated by gravity. Since the
smooth areas consist mostly of ejected material that fell back onto the
nucleus, but that can clearly be distinguished from consolidated terrain,
the consolidated material likely underwent additional processing after it
was gravitationally bound to the nucleus during its formation.
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ABSTRACT

Context. During the post-perihelion phase of the European Space Agency’s Rosetta mission to comet 67P, the Optical, Spectroscopic,
and Infrared Remote Imaging System on board the spacecraft took numerous image sequences of the near-nucleus coma, with many
showing the motion of individual pieces of debris ejected from active surface areas into space.
Aims. We aim to track the motion of individual particles in these image sequences and derive their projected velocities and accelera-
tions. This should help us to constrain their point of origin on the surface, understand the forces that influence their dynamics in the
inner coma, and predict whether they will fall back to the surface or escape to interplanetary space.
Methods. We have developed an algorithm that tracks the motion of particles appearing as point sources in image sequences. Our
algorithm employs a point source detection software to locate the particles and then exploits the image sequences’ pair-nature to
reconstruct the particle tracks and derive the projected velocities and accelerations. We also constrained the particle size from their
brightness.
Results. Our algorithm identified 2268 tracks in a sample image sequence. Manual inspection not only found that 1187 (∼52%) of
them are likely genuine, but in combination with runs on simulated data it also revealed a simple criterion related to the completeness
of a track to single out a large subset of the genuine tracks without the need for manual intervention. A tentative analysis of a small
(n = 89) group of particles exemplifies how our data can be used, and provides first results on the particles’ velocity, acceleration, and
radius distributions, which agree with previous work.

Key words. comets: general – comets: individual: 67P/Churyumov-Gerasimenko – zodiacal dust

1. Introduction

Comets are relatively well-preserved remnant building blocks of
our planets. Their interiors may provide us with clues about plan-
etesimal formation and the composition of the outer solar nebula.
One of the key quantities relevant in this context is the relative
abundance of refractories and volatiles inside the cometary
nucleus, often referred to as the refractory-to-ice (mass) ratio.

This ratio cannot be measured directly with current space-
craft or remote observation techniques. An alternative is to deter-
mine it indirectly by measuring the dust-to-gas (mass) ratio of
the material that was released from the nucleus into interplane-
tary space. This technique however comes with caveats. For one,
estimating the lost dust mass relies on models that require knowl-
edge of or assumptions about the dust size distribution and either
optical properties (for remote sensing data) or spatial distribution
(for in situ data).

Then, translating the dust-to-gas to the refractory-to-ice ratio
is not straightforward. Part of the refractory material is con-
tained in blocks that are too heavy to be accelerated past the
comet’s escape speed, and so they never leave the nucleus or
fall back onto its surface (Choukroun et al. 2020). The blocks’
volatiles on the other hand may have escaped entirely. Based
on the coma dust-to-gas ratio, the refractory-to-ice ratio would
thus be underestimated. Meanwhile, investigation of the surface
would tend to overestimate it because of the refractory deposits.

Such deposits may also quench the nucleus’ outgassing (e.g.,
Gundlach & Blum 2016), while ejected material may be out-
gassing too (Reach et al. 2009), making the translation to the
refractory-to-ice ratio more complicated. Both issues would be
better understood with a firmer grasp of the material’s dynamics.

The European Space Agency’s Rosetta mission to comet
67P/Churyumov-Gerasimenko has revealed that fall-back of
refractory material is a common phenomenon, as wide parts
of 67P’s surface are uniformly covered in loose material
(Thomas et al. 2015). Images obtained during the final descents
of both the lander Philae (Mottola et al. 2015; Pajola et al. 2016)
and the Rosetta orbiter (Pajola et al. 2017) show the ground
coated in a loose assembly of irregularly shaped blocks with
typical sizes down to the centimeter-scale resolution limit of
the images. Compared to the consolidated terrains thought to be
more representative of the comet’s “bedrock”, from further out,
these areas look relatively smooth.

Smooth terrains are predominantly found in the northern
hemisphere (Thomas et al. 2015). This regional distribution of
fall-back material is likely related to the asymmetric seasons on
67P, with short (∼1 yr), hot perihelion summers in the southern
hemisphere and long (∼5.5 yr), yet colder aphelion summers in
the north (Keller et al. 2015). Pajola et al. (2017) have plausibly
modeled the inter-region transport of fall-back material driven
by the differences in local gas pressure due to varying solar irra-
diation. They showed that debris should be carried from regions
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In this context, it would have been better to for example cite Schröder
et al. (2023) instead of Westerweel et al. (2013), because the latter give
an overview that is more focused on the developments in particle image
velocimetry (PIV), which is a statistical approach where no individual
particles are tracked, while the former focuses more Lagrangian particle
tracking (LPT) and particle tracking velocimetry (PTV), which are much
closer related to our application. For a more detailed discussion of other
tracking applications see Chapter 2.

Likely the only other study that is missing from this list is that of
Cremonese et al. (2016), who also developed a semi-automatic algorithm
to detect elongated particle trails in image pairs. Their approach is based
on Laplace filtering (i. e., edge detection; e. g., Burger et al. 2009), and
they identified 70 particle tracks in 6 image pairs. Additionally, since the
methods paper was published, there is now also the work by Lemos et al.
(2023) and Lemos et al. (2024), who used the technique of Frattin et al.
(2021) to identify over 30 000 particle trails in 189 OSIRIS images, the
work of Shi et al. (2024), who (manually) studied the dynamics of boulder
clusters, and Moretto et al. (2023), who announced another method for
tracking dust particles around comet 67P similar to our approach (see
also Chap. 2).
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of high gas pressure to regions where gas pressure is too low
to keep the material afloat. Lai et al. (2016) have followed a
more global approach studying the trajectories of dust particles
embedded in a 3D Direct Simulation Monte Carlo model, and
found that regional change in dust mantle thickness can be on the
meter-scale.

For such models, it is mandatory to have good knowledge
of the debris’ source distribution, (i.e., its production rate as a
function of time and surface region), and the constituents’ initial
velocities and accelerations. But accelerations can also provide
information about the ice content of larger chunks, because sub-
limating ice may manifest as an acceleration component toward
the antisolar direction (Kelley et al. 2013, 2015; Agarwal et al.
2016).

To learn more about these factors, Agarwal et al. (2016)
manually tracked 238 decimeter-sized particles in an image
sequence obtained by the Optical, Spectroscopic, and Infrared
Remote Imaging System (OSIRIS) on January 6, 2016. Of the
particles whose projected velocities were measured, at least 10%
were faster than the local escape speed of the nucleus; hence they
likely reached interplanetary space, contributing to the comet’s
debris trail (e.g., Sykes & Walker 1992). Keller et al. (2017) esti-
mated that of the remaining 90%, at least 20% fell back to the
surface within several hours, possibly accumulating in a regional
layer of debris that still contains some water ice.

Other studies that looked for ejected debris in OSIRIS
images also did so manually, or mostly by making use of the
elongated particle trails in long-exposure images: Bertini et al.
(2015) searched for satellites near 67P using the SExtrac-
tor software (Bertin & Arnouts 1996), but found no unam-
biguous candidates. A moon (dubbed “churymoon”) was later
discovered visually by Roger (2019), and in the following
tracked by Marín-Yaseli de la Parra et al. (2020) using Track-
Mate (Tinevez et al. 2017). Rotundi et al. (2015) and Fulle et al.
(2016) manually identified ∼400 and 204 particles respectively
using image differencing. Davidsson et al. (2015) detected, man-
ually tracked, and determined the orbital elements of four parti-
cles. Ott et al. (2016) developed an algorithm to detect elongated
particle trails based on Canny edge detection (Canny 1986) and
Hough transformation (Hough 1959), and used it to measure 262
particles (Drolshagen et al. 2017; Ott et al. 2017). Güttler et al.
(2017) used the blurriness of defocussed particles–instead of
the parallax effect used in most of the previous studies–to
derive the properties of 109 particles semi-automatically. Finally,
Frattin et al. (2017) developed an automated detection method
based on line-shaped matching functions to detect elongated par-
ticle trails, and identified 1925 tracks (and again 1916 tracks
in Frattin et al. 2021). No algorithm however has been devel-
oped for OSIRIS images to automatically track point-source-like
particles.

During the post-perihelion phase of the mission, OSIRIS has
regularly obtained image sequences like the one analyzed by
Agarwal et al. (2016). Many of them show fountains of debris
that seem to stem from locally confined sources. Exploiting
the sequences’ very specific properties, we have created a tool
that can automatically detect and track the motion of the point-
source-like debris.

Instead of tracing particle tracks manually on a stacked
image sequence as performed by Agarwal et al. (2016), our algo-
rithm first examines each image individually before recovering
tracks from the gathered data. Because the particles scatter sun-
light but are not spatially resolved, they appear as point sources
in the images, which already distinguishes them from most other
features. Nevertheless we further clean the images to improve

their signal-to-noise ratio and then use the SExtractor software
(Bertin & Arnouts 1996) to detect them. Once located, their
positions are passed on to the core of our project, the tracking
algorithm. Here, we exploit the dataset’s pair-nature to recon-
struct the particle motions.

Our work presents a new approach in the large field of par-
ticle tracking (for other disciplines see e.g., Westerweel et al.
2013; Chenouard et al. 2014; Ulman et al. 2017; Rose et al.
2020). In astronomy, tracking algorithms were developed to
discover small Solar System bodies (SSSBs) in large-scale
sky surveys, such as: Spacewatch (MODP, Rabinowitz 1991);
CFHT, SKADS, OSSOS (MOP, Petit et al. 2004; Gladman et al.
2009; Bannister et al. 2016); Pan-STARRS, LSST (MOPS,
Kubica et al. 2007; Denneau et al. 2013; Jones et al. 2018);
(NEO)WISE (WMOPS Mainzer et al. 2011); PTF (PTF MOPS,
Waszczak et al. 2013); and ZTF (ZMODE, Masci et al. 2018).
Recently, also more general-purpose SSSB discovery engines
have been developed, such as HelioLinC (Holman et al. 2018),
THOR (Moeyens et al. 2021), or tracee (Ohsawa 2021). All
these algorithms were however mostly designed for Earth-based
observations of SSSBs, where the object density is low, the
apparent speed small, and the motion near linear (as pointed out
by Liounis et al. 2020). They are therefore not very well suited
for the dense and more dynamic dust environment in the coma
of 67P.

Much closer related to our project are the methods for
particle tracking around asteroid (101955) Bennu, which were
developed in parallel to our own algorithm and recently pub-
lished by the OSIRIS-REx team (see Hergenrother et al. 2020
for an overview of the special issue). Following the discov-
ery of Bennu’s activity (Hergenrother et al. 2019; Lauretta et al.
2019), Liounis et al. (2020) developed a dedicated algorithm
to detect and track the ejected material. Pelgrift et al. (2020),
Leonard et al. (2020), and Chesley et al. (2020) then estimated
the trajectories and orbits of the identified particles and traced
them back onto the surface of Bennu to reconstruct the ejection
events.

In this paper we describe our methodology in detail and
apply it to the same image sequence analyzed by Agarwal et al.
(2016). Because our algorithm can detect much fainter tracks,
we find more than three times as many tracks than the manual
procedure and hence significantly improve the statistics.

The data and image processing are described in Sect. 2.
The tracking algorithm is described in Sect. 3, and the param-
eter optimization in Sect. 4. In Sect. 5, we evaluate the per-
formance of the algorithm and present initial scientific results.
Our findings are summarized in Sect. 6. The entire project
is written in the Python programming language version 3.7.7
(Van Rossum & Drake 1995) and we are happy to provide access
to the code on request.

2. Data

The source material for our tracking algorithm are the previ-
ously discussed image sequences recorded by OSIRIS’ Narrow
Angle Camera (NAC) on board the Rosetta spacecraft (for NAC
specifications see Table 1 and Keller et al. 2007). The sequences
typically show (parts of) 67P’s nucleus and coma from ∼20–
400 km distance, and share a characteristic that is essential for
our tracking algorithm: their images were recorded in pairs with
the time interval between pairs being much longer than the intra-
pair cadence (see Sect. 3.1).

We refer to the image sequence that we exemplarily ana-
lyze in the following as STP090. It was obtained with NAC on
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Technically, because the first nine pixel columns on the left and the last
three on the right side of the NAC CCD were dead, the width of the
images is twelve pixels shorter (in our orientation anyways), reducing
the resolution to only 2036px × 2048px.

Even though the sharp intensity spikes caused by cosmic ray hits do not
resemble the brightness profiles of point sources and therefore should
not get picked up by the detector, we found that they can still affect
the detection process. Since we estimate the background signal locally,
particularly numerous, bright, or extensive cosmic ray hits can lead us
to overestimate the background signal of the section they reside in—so
much so that when we remove the background signal, we also discard
enough of the point source signal that our detection algorithm failed to
pick them up (see Fig. 4.2). I thus implemented the option to remove
cosmic ray hits prior to the background removal, making use of the
Astro-SCRAPPY Python package (McCully et al. 2018) that is based on
the Laplacian cosmic ray identification by Van Dokkum (2001).

But during test runs, it turned out that we were not able to calibrate
the tool in a way that would produce satisfying results. Not only were
particularly protruding features not fully removed (see Fig. 4.3), but
more importantly, a significant number of point sources were mistakenly
removed instead. Eventually, we decided to make the local background
mesh several times finer, and set up our detection algorithm to be more
sensitive to point sources. This significantly reduced the impact of cosmic
ray hits. The few additional spurious detections due to cosmic ray hits are
also dwarfed by the number of detections caused by residual background
noise and other artifacts, and have virtually no effect on the tracking
results. This was later also confirmed by tracking tests using simulations.
We hence decided against removing any cosmic ray hits.

There may however still be a way of dealing with them, assuming
that the detection algorithm generally doesn’t pick up many cosmic ray
hits (particularly the disturbing bright ones): the detection algorithm
also produces a segmentation map where all the extracted pixels are
marked. So after running it once, this map could then be fed into the
cosmic ray detection algorithm to stop it from removing point sources.
Afterwards, the detection algorithm can be run properly. But for this to
have a noticeable effect, the cosmic ray detection of course also has to
work well.

Figure 4.2: Comparison of detection results (red spots) highlighting the potential effect of
cosmic ray hits. In both cases, no cosmic ray removal (CRR) was performed. While in the
left case, the cosmic ray hit clearly prevented detections in its vicinity, in the right case, its
impact is significantly reduced, due to the finer background mesh and the more sensitive
detection process.

Figure 4.3: Close-ups of the area around
the large cosmic ray hit discussed in
Fig. 4.2 (top and bottom) showing the
effect of different detection set-ups (de-
tections indicated by red ellipses).
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Table 1. Mission details for sequence STP090.

Date of recording January 6, 2016
Time of recording UT 07:01:03–UT 08:51:15
Total duration 1 h 50 min 11 s
Heliocentric distance ∼2.06 AU
Nucleocentric distance ∼86 km

Camera OSIRIS NAC
Field of view (FOV) 2.208◦ × 2.208◦

CCD resolution 2048 × 2048 px | ∼3.3 × 3.3 km
Pixel resolution 18.6 × 18.6µrd | ∼1.6 × 1.6 m
Filter (NAC F22) center: 649.2 nm, bandwidth: 85 nm

January 6, 2016, starting from UT 07:01:03 when Rosetta was
∼86 km away from the nucleus, and 67P was at a heliocentric

distance of ∼2.06 AU post-perihelion. We constructed STP090
from two sub-sequences, a short and a long one. The short
sequence (OSIRIS activity tag “JETS_MOVIE”) consists of 20

images and covers roughly six minutes, while the long sequence
(OSIRIS activity tag “DUST_JET”) contains 24 images and
spans almost two hours, starting roughly two minutes before
the short one (see Fig. 1). While the exposure time for the short

sequence is constant at 0.24 s, it alternates between 0.24 and 6 s
for the long one. In the following we refer to the short and long
one as the principal and extended sequences respectively, a dis-

tinction that becomes clearer in Sect. 3.3. The relevant mission
details are summarized in Table 1.

We use OSIRIS images of calibration level 3E (Committee
on Data Management, Archiving, and Computing, CODMAC,
level 4), which includes solar and in-field stray-light correc-
tion, radiometric calibration and geometric distortion correction1

(Tubiana et al. 2015). The pixel values of this level are provided
in radiance units (W m−2 sr−1 nm−1).

1 The data are available at the Planetary Science Archive of the Euro-
pean Space Agency under https://www.cosmos.esa.int/web/
psa/rosetta

s

JETS_MOVIE

DUST_JET

Fig. 1. Timeline of image sequence STP090. The sequence was con-
structed from the two subsequences “JETS_MOVIE” (20 images, prin-
cipal sequence) and “DUST_JET” (24 images, extended sequence). The
whole sequence spans almost two hours. Due to the alternating time
intervals between recordings, the images come in pairs.

Fig. 2. One of the source images of STP090. It showcases the appearance of dust particles as small point sources, as well as the bright surface of
the irradiated nucleus and its radiant features. Full image on the left, close-up of central region on the right (contrast enhanced for visibility).

At this “raw” stage, it is already possible to see some of
the brighter particles (see Fig. 2). To also detect fainter parti-
cles however and track their motion, the images are first cleaned
before the point source coordinates are extracted (see Sect. 2.2).

2.1. Image cleaning

To optimize particle detection, we aim to minimize signals not
associated with point sources. Of those, we identify three types:
(1) ambient background noise that stems from the diffuse coma
and bright, roughly cone-shaped dust streams radiating from the
nucleus (in the following called radiant features, Fig. 2); (2)
prints of cosmic ray hits; and (3) the nucleus itself. While cos-
mic ray hits may confuse the point source detector occasionally,
we found that due to their small number, they do not significantly
affect the tracking results. The background noise and the nucleus
however need to be removed.

The diffuse coma signal is determined by the background
estimator from the library for Source Extraction and Photome-
try (SEP, Barbary 2016; Bertin & Arnouts 1996; Stetson 1987).
It subdivides an image into a grid of rectangular sections, cal-
culates the background locally for each (with the help of itera-
tive κ-σ-clipping and mode estimation), and merges the resulting
background patches smoothly back together (via natural bicubic
spline interpolation) to form the global background map. This
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In the following comments I refer to it as the master image, which is the
term that I also use in the science paper. Because most tracks are easy to
spot on this image, it is essential for the tracking assessment, whereas
the algorithm works much better with the individual images.

In the hopes that it may be helpful to somebody else, here is a more
detailed description of how the background signal is estimated:

Because the background subtraction is an
essential step of our particle tracking rou-
tine, I wanted to understand exactly how
it works, especially because we use a third-
party tool (a luxurious endeavor that I
unfortunately could not afford through-
out my whole PhD project). The original
paper that introduced the Source Extractor
(SExtractor) software (Bertin et al. 1996),
as well as its documentation were how-
ever not always very clear. And while I
failed to reach the original authors, I was
luckily able to talk to Kyle Barbary (the au-
thor of the SEP Python package, Barbary
2016), Benne Holwerda (the author of the
SExtractor guide), and Peter Stetson (the
author of the DAOPHOT program which
the background estimator is based on, Stet-
son 1987), who were extremely helpful.

Subdivision: The source image is divided into subsections starting from
its origin (i. e., the (0, 0)-position of the pixel matrix, typically the top left
corner). To better fit the image’s (background) structure, the number and
aspect ratio of the sections can be adjusted.

Iteration: Each section is assigned a single background value valid
for all the pixels it contains. The value is determined iteratively with
the help of �-�-clipping and mode estimation, an approach based on
Stetson (1987)’s algorithm for crowded-field stellar photometry (see also
Da Costa 1992). Kappa-sigma-clipping is a technique where the ends of
a sorted dataset—in our case the pixel values of a section—are trimmed
to a limit around a central value—in our case the median. The limit is a
multiple (�) of the standard deviation (�).

The mode marks the most frequently occurring value in a dataset,
or the highest peak of a distribution.

Pearson (1895), who coined the term
“mode”, might have chosen it because he
may have been familiar with the French
expression «à la mode», meaning fash-
ionable, or that which is most popu-
lar (George Udny Yule 1911; Codogno
2013). Conversely, when visualizing the
frequency-distribution of the dataset, the
clipping always reminded me of a bowl-
cut.

In a symmetrical distribution, it
coincides with both median and mean, but this is rarely the case with
the pixel data of an astronomical image. Pearson (1895) observed that for
such skewed distributions (see Fig 4.4), the mode can be estimated via

mode = 3 × median − 2 × mean,

which Bertin et al. (1996) adapted for their datasets as

mode = 2.5 × median − 1.5 × mean.

The iterative process then works as follows: (1) check if all pixel values of
a section lie within ±3� around their median. If so, use the mode as the
section’s background. If not, (2) remove the excess values outside ±3�
and repeat step (1) with the clipped dataset, unless the new � varied by
less than 20 %. In that case, use the new mean as the background instead.

Choosing the mode as a background estimator has the benefit that “it is
itself a maximum-likelihood estimator—it represents the most probable
value of the brightness of a randomly chosen pixel in that part of the
image” (Stetson 1987). Bertin et al. (1996) opt for the mean only if the
field is uncrowded, that is, if the image section contains only few distinct
light sources. They argue that in that case, the mean is the more reliable
estimator. Bertin et al. (1996) may have chosen the 20 %-criterion as the
condition for the switch since bright features typically lie far from the
median and are thus clipped off during the iteration. But if they are only
few, clipping them off will only have a small effect on �.

Assembly: To form the background of the whole image, the local
background tiles are assembled and potentially subjected to a median
filter. The median filter is a method to adjust the brightness levels of
adjacent background tiles (see Fig. 4.5): Each tile is assigned the median
brightness of a tile subset that includes the tile itself and some of its
neighbors, which are determined by a distinct pattern that slides across
the tile array, the so-called (filter) kernel (e. g., Burger et al. 2009). Finally,
a (natural) bicubic-spline interpolation (which I cannot explain here) is
applied on the pixel scale to smooth out the tile transitions even further.

Figure 4.4: Relation between mode, me-
dian, and mean in case of a skew-normal
distribution.

Figure 4.5: Application of a median filter
with a 3 × 3-kernel. Input image on the
top, filtered image below.
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Fig. 3. Illustration of the cleaning pipeline: (1) the unaltered source
image (OSIRIS level 3E); (2) the masked-out nucleus; (3) the esti-
mated background level (a) and the corresponding RMS map of the
background-subtracted image (b); (4) the background- and nucleus-
subtracted image predominated by dust particles. All images show the
same central region indicated in Fig. 2 and are brightness-inverted for
better reading.

approach has the advantage that it can account for medium-scale
changes in the background level–such as radiant features–and is
therefore generally well-suited for our datasets (Fig. 3).

The bright nucleus on the other hand poses an issue for the
background estimation. For sections at its limb that include both
nucleus and coma the background level would be overestimated.
To prevent this, we mask out the entire nucleus using its approxi-

mate shape retrieved from the OSIRIS level 4S (CODMAC level
5) georeferencing layers, and subsequently refine the mask with
the help of edge-detection algorithms. The shape is then passed
on to the background estimator which ignores the masked area
during processing. Because particle detection is not possible in
front of the illuminated surface, by removing the nucleus we
only lose information of particles that appear in front shadowed
regions.

The background estimation also renders a root mean square
(RMS) map. It is calculated in a similar fashion as the back-
ground signal, where the RMS values are first determined
locally, before being smoothed out to form the global map. Since
the RMS map is calculated from the background-subtracted
image, it gives us an idea about the remaining random noise.
This information is used during the point source detection.

With the nucleus and background removed, the images are
predominated by the signal of dust particles. We call the remain-
ing area that still contains data the dust field.

Lastly, the processed images are stacked by selecting the
maximum value that each pixel assumed over the sequence (see
Fig. 4). Unlike Agarwal et al. (2016) however, we do not use this
stacked image to track the particles, but instead only as a visual
aid to check the tracking results and identify sidereal objects.

2.2. Point source detection

The particles are detected with the help of the SEP software
(Barbary 2016; Bertin & Arnouts 1996). It employs a threshold-
ing approach based on Lutz (1980)’s one-pass algorithm that can
be used to identify point sources. Only pixels whose values are
above the local RMS level (see Fig. 3) multiplied by some user-
defined detection threshold are considered during the detection
process.

The algorithm then extracts sources based on the number
of contiguous pixels, which are later-on deblended (using their
brightness topology, Beard et al. 1990) to separate neighboring
point sources that have been extracted together. The resulting
dataset can additionally be “cleaned”, meaning it is checked
whether each source would have also been detected without
its neighbors being present. In the following we call identified
sources detections, and the entirety of all sources detected in a
single image a detection set. Figure 5 shows a sample of such a
set.

3. Tracking algorithm

In the following we assume an image sequence comprised of N
images recorded at times tn (n ∈ {0, 1, ...,N−1}), thus containing
N/2 image pairs. We start by briefly defining key concepts:

– Track and candidate track. Track refers to a collection of
detections that are all of the same object and thus depict the
object’s path through the recorded scene. Candidate track refers
to any collection of detections, independent of whether or not
they belong to the same object. They are only accepted as tracks
once they pass a quality check.

– Pursuit and tracking run. Pursuit refers to the tracking of a
single object throughout a dataset, while tracking run describes
the exhaustive analysis of an entire dataset, encompassing every
possible pursuit for a fixed set of tracking parameters.

– Tracking parameters. Tracking parameters are the param-
eters that govern the execution of a tracking run and each of its
pursuits. They influence for example which detections and detec-
tion pairs are considered during a pursuit and define how many
of them candidate tracks must contain to be accepted.

A171, page 4 of 16

on the trail of a comet’s tail: a particle tracking algorithm for comet 67p 57

Agarwal et al. (2016)

Barbary 2016 Bertin et al. 1996
Lutz (1980)

Beard et al. (1990)

2

3

4

3

5

16



58 on the trail of a comet’s tail: a particle tracking algorithm for comet 67p

Although the SExtractor was designed to identify more conventional
sources such as stars and galaxies, it also works well for our particles.
Still, Bertin et al. (1996) note that in case of stars, peak finding is more
appropriate than their thresholding approach. Potential alternatives to
the SExtractor might be astropy’s photutils (Bradley et al. 2022), the
psphot program developed for Pan-STARRS data (Magnier et al. 2020),
or possibly even DeepSource (Vafaei Sadr et al. 2019), a point source
detector based on neural networks. Another interesting option to improve
the detection results might have been also the Tractor software (Lang
et al. 2016), which uses probability methods to pinpoint light sources
in astronomical images. Lastly, the SExtractor now also seems to have
received a complete overhaul (Bertin et al. 2020; Kümmel et al. 2020).

Notably, Marschall (2017) also came up
with a simple but effective way to detect
particles in OSIRIS images.

Analogous to the previous in-situ discussion of the background sub-
traction, I briefly expand on some of the detection algorithm’s key aspects
in the following:

The detection process is arguably an even
more important step of our tracking pro-
cedure than the background subtraction,
but it is also significantly more complex
(in particular the deblending), so my de-
scriptions are mostly qualitative.

Convolution: Prior to the thresholding, it is possible to enhance the
signal of point sources by convolving the background-subtracted image
with an appropriate filter kernel. Convolution is a mathematical concept
that operates similar to the median filter application in case of image
processing (e. g., Burger et al. 2009). But instead of the median, it calcu-
lates the weighted sum of the affected pixel values, where the weights
are provided by the kernel (in our case, e. g., a discretized PSF or 2D
Gaussian, Irwin 1985).

SEP also offers the option to apply a
matched filter instead of the convolution
(Barbary 2016). A matched filter accounts
for the individual noise in each pixel (e. g.,
provided by the RMS map) and maximizes
the local signal-to-noise ratio specifically
for the used filter kernel (e. g., Pratt 2007).
Curiously, we found that neither the reg-
ular convolution nor the matched filter
yielded the best results, so we skipped this
step. They might have failed because our
simple particle PSF model does not match
the actual PSFs well, or more likely, be-
cause the local noise around the PSFs is not
Gaussian (see the RMS map in Fig. 4.12),
which is required for the matched filter to
work (e. g., Vio et al. 2021).

Thresholding: As explained in the methods paper, the threshold is the
product of a user-defined factor and an estimate for the noise in each
pixel, in our case derived from the root mean square (RMS). Analogous
to the background, the RMS is calculated locally for each subsection of
the background-subtracted image via

RMS =

√

√

1

= 9

= 9
∑

8=1

H2
8
,

where = 9 is the number of pixels in the 9th subsection of the image, and
H8 is the value of the 8th pixel of said section. While the RMS is generally
an average similar to the mean or median, in our case it is a good estimate
of the remaining noise in the image (if it is not too crowded), since we
already removed the background, which should leave only residue noise
or signal. So if pixels are significantly brighter than the RMS, chances are
that their signal came from a light source.

Detection: The algorithm now scans the image for pixel groups that are
above the threshold and are 8-connected (as opposed to,e. g., 4-connected;
see Fig 4.6 and e. g., Rosenfeld 1970; Lutz 1980). To count as a detection, a
group of 8-connected pixels additionally needs to consist of more than a
minimum number of pixels that is specified by the user.

Deblending: Very briefly, for each extracted pixel group, the algorithm
calculates a (user-specified) number of intermediate thresholds that are
logarithmically spaced between the base threshold of the pixel group and
its peak value. Next, it creates a tree-like structure based on the group’s
brightness profile (see Fig. 4.7), and follows the branches down toward
the stump. At each junction it then decides if the traversed branches are
bright enough to be extracted as a separate source.

Figure 4.6: Difference between 4- and 8-
connectivity. In case of 4-connectivity, only
the vertical and horizontal pixel neigh-
bors are considered, while in case of 8-
connectivity, the diagonal ones are consid-
ered as well. In the example, the left group
of pixels would be considered both 4- and
8-connected, while the right group would
only be considered 8-connected, made up
of the 4-connected groups A, B, and C.
Connectivity only dictates how individual
pixels must be connected to be considered
part of the same group, but not how many
pixels a group must at least consist of.

Figure 4.7: Schematic of the deblending
tree structure of an extracted pixel group.
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Fig. 4. Stacked image of sequence STP090. It was created by selecting the maximum value for each pixel across the image sequence. Full
(brightness-inverted) image on the left, close-up of central region on the right. The stacked image is only used to check the tracking results and
identify sidereal objects.

Fig. 5. Sample detection set (red ellipses) from one of the processed images of sequence STP090. Full image on the left, close-up of central region
on the right.

3.1. Pair-tracking

A central aspect of our tracking algorithm is the exploit of the
image sequences’ pair-nature. We assume that during the time
interval of an image pair, the particles only travel a short dis-
tance (typically no more than a few pixels). This allows us
to pair neighboring detections, one from each of the images,
and analyze them as a unit: close detections likely belong to
the same object. Consequently, our tracking algorithm predomi-
nantly operates pairwise, reverting to search for single detections

only when there are no suitable pairs. We call this process pair-
tracking.

To create the detection pairs, our algorithm iterates over the

detection sets of each image pair. For every detection in the first
set, the algorithm looks for detections in the second set within
a predefined search radius we call the initial search radius. Each

secondary detection found this way then forms a detection pair
with the primary detection (see Fig. 9a). Thus, any detection can

be part of multiple detection pairs.
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To minimize the bias against very fast particles, this parameter should be
maximized. After a certain distance however, it becomes impossible to
tell whether two detections belong to the same particle. Hence there is a
subjective upper limit to this parameter.

Although I didn’t directly test this, there
is also a technical limit to the initial search
radius. Because the detections are roughly
homogeneously distributed, the number
of possible pairs will grow with '2

init. But
that really means that the number of spu-

rious pairs will grow with '2

init, since a
primary detection can only form a single
genuine pair at most. Increasing the ini-
tial search radius will thus very quickly
add a tremendous amount of noise (and
along the way also significantly scale up
the computation time). Another objective
limit to this parameter (and all the others)
is of course always how much physical
sense they make.

I put this measure into place for several reasons: For one, I believe that
accepted tracks should not share any detections, since I assume that at
this stage, they are genuine. No shared detections also means not having
to decide which of the affected tracks has the best claim to the shared
parts, and what to do with the other tracks—two difficult problems to
solve. Should the latter be declared spurious and be deleted? Or should
they continue to exist, but without the misattributed parts? Of course
this introduces a bias by way of “first come first serve”, but it can also be
an advantage.

Making these constituents unavailable during subsequent pursuits
cleans the parameter space from unrelated detections, which increases
the quality of subsequently pursued tracks. I observed this for example
when I used very high acceptance thresholds to only allow for the most
complete tracks to make it past candidate status. While this resulted in a
lower number of recovered tracks, I also expected their overall quality
to improve, however the opposite was the case. Because “lower-quality”
tracks were not accepted and their constituents therefore not removed,
the parameter space was still crowded with unrelated detections, causing
the tracking algorithm to go off trail more often. There hence exists
a sweet spot for the acceptance threshold that allows for just enough
lower-quality tracks and even spurious tracks to make it through so that
the parameter space is sufficiently cleaned.

Effectively removing the constituents from their respective pools also
has the positive side effect of speeding up the tracking run. Not only
are there fewer and fewer candidates available during each subsequent
pursuit, but more significantly, the number of potential origins, and thus
overall pursuits, is constantly falling.

Lastly, but very importantly, it prevents the algorithm from pursuing
and accepting the same track many times, starting only at different origins.
Obviously this would be a waste of resources, but more crucially, it would
require the removal of duplicate tracks. If any of the duplicates have the
slightest variation however (due to missing or incorporating different
detections e. g., which can happen depending on the origin and initial
tracking direction), this becomes very difficult to solve (see Sect. 2.2).

Accordingly, the tracking process is sequential. I tested the proficiency of
parallel tracking in earlier versions, but the results were not convincing.
In theory, parallel tracking should be fairer to each individual track,
because it is harder for other (spurious) tracks to “steal” their detections.
But it also means either (a) that the initial pool of available pairs (and
detections) remains untouched throughout the whole tracking procedure
(which is not good, see above), or (b) that candidate tracks are already
allowed to lock down their constituents during their pursuit. But since
there is no distinction between genuine and spurious tracks at that stage,
and since there are many more spurious tracks than genuine ones, having
spurious tracks locking down detections and potentially stealing them
from genuine tracks becomes a serious issue. The sequential method is
therefore much better.
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Time

Image sequence ...

Detection sets ...

Pair groups ...

Fig. 6. Illustration of the relation between image sequence, detection
sets, and pair groups. Together, the pair groups comprise the pool of
available pairs.

During a tracking run, we treat each pair as a singular unit
with its own location in time ti,i+1 = (ti + ti+1)/2 and space
ppair = (pdet,i + pdet,i+1)/2, where pdet,i and ti are the positions
and recording times of its two detections, i ∈ {0, 2, 4, ...,N − 2}
(for simplicity we refer to any time-step as ti following Eq. (1)).
What discriminates pairs from single detections however, is that
we additionally attribute each pair with a velocity vector:

upair =
pdet,i+1 − pdet,i

ti+1 − ti
. (1)

Once all the pairs are created and their properties computed,
they make up the initial pool of available pairs. Because pairs
that stem from the same two images all share the same point in
time, the pool of available pairs is quantized into N/2 pair groups
(see Fig. 6).

Each pair from this pool is considered as part of a candidate
track at least once: either to establish a new one, or to become
part of another. We allow detections and pairs to be associated
with only one track however, thus as soon as a candidate track
is accepted, its components (and any other unrelated pairs its
detections were part of) become unavailable throughout the rest
of the tracking run.

Accordingly, a complete tracking run consists of a series of
individual pursuits of one candidate track at a time (see Fig. 7).
The algorithm walks forward in time through the pool of avail-
able pairs, and starts a new candidate track with each (though
successful pursuits lower the number of remaining available
pairs). We call this initial pair of a candidate track its origin,
and track from it forward and backward in time.

Each candidate track is pursued from one pair group to the
next, an operation quantized in what we call pair-steps (see
Fig. 8). If at any pair-step no suitable pair could be found, the
algorithm switches for that instance to single-steps, looking for
a single suitable detection instead. Afterwards, the algorithm
switches back to pair-tracking, searching the next pair group in
line.

In this manner, each candidate track is pursued throughout
the whole dataset, independent of how many pairs or detections
may have been missed along the way. The pursuit only stops
prematurely if, after no suitable pair or detection were found at a
given step, it is determined that the center of the search area lies
outside the dust field. The pursuit at the other end of the candi-
date track remains unaffected by this. Any pursuit concludes by
checking if the candidate track qualifies as a track (see below).
Only then does the algorithm move on to pursue a new candidate
track.

3.2. Tracking parameters

Whether a candidate track qualifies as a track and which criteria
single detections and pairs need to satisfy to become part of one
is governed by a set of tracking parameters. While some of them
are static and do not change during the whole tracking run, others
are dynamic and adjust as the candidate track in pursuit evolves.
The static tracking parameters only play a role at the beginning
and end of a pursuit. They are (see Fig. 9):

– The initial search radius Rinit, which is used to create the
detection pairs (Fig. 9a). It limits the maximum velocity any pair
can have and sets the stage for individual pursuits of candidate
tracks, as the properties of the origin are decisive in what the
algorithm is looking for.

– The residual offset Roff , which is the final tracking param-
eter that affects the candidate track itself (Fig. 9b). Once the
pursuit of a candidate track is over, a final curve is fitted to its
detections, and the distances doff between them (pdet,i) and the
locations where they should lie according to the fit (pfit(ti)) are
calculated. Any detection where doff > Roff is removed from the
candidate track.

– The minimum number of detections Ndet and detection
pairs Npair, which define the acceptance thresholds (Fig. 9c).
After the residual offsets have been checked, any candidate track
must have at least that many detections and detection pairs to be
accepted.

Even though exceeding the acceptance thresholds does not
guarantee that a group of detections all belong to the same
object, it does increase our confidence in the tracking results.
The more detections a candidate track contains, the less likely
it is that they are unrelated (i.e., stem from different particles or
sources). Thus, for the remainder of the tracking run, we treat
any candidate track that passes these thresholds as a valid track.

Avoiding to add unrelated detections is also helped by the
dynamic tracking parameters: They repeatedly adjust to the
properties of the candidate track during its pursuit and there-
fore narrow the track-specific parameter space that the algorithm
searches for suitable detections and detection pairs. With the
exception of the first pair-step, where the properties of the origin
are used, these parameters depend on the properties of a curve
that is fitted to the candidate track at every step. We refer to the
detections or detection pairs that satisfy the criteria derived from
these parameters as candidate pairs or detections. The dynamic
tracking parameters are (see Fig. 10):

– The dynamic search radius Rdyn, which defines the area
within which the algorithm looks for candidate pairs and detec-
tions (Fig. 10a). The size of the area depends on the distance
d: the spatial distance between the candidate track’s pair ppair

that is closest in time to the investigated step (in case of single-
tracking the closest detection), and the predicted position pfit(ti)
of where the next pair (or detection) is expected to lie according
to the curve fitted to the candidate track. We chose the relation
between the search radius and distance to be that of an arctan-
gent, whose free parameters Rmin, Rmax, d̂ (shift), and d̄ (stretch)
we can control at the beginning of the tracking run:

Rdyn(d) := Rmin +

(

Rmax − Rmin

2

)

(

1 +
2

π
arctan

(

d − d̂

d̄

))

. (2)

Increasing with distance, this function still allows for meaning-
ful search radii at the smallest distances, while being capped at
larger distances, as to not include candidate pairs or detections
that are too far out.

– The (maximum) offset angle Ω, which defines a circular
sector within which the candidate pairs or detections must lie
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This extreme adaptability of the tracking parameters proved to be vital
for a successful tracking run, and led to the discovery of particles that
appeared to be quasi-stationary relative to the observer (see Fig. 4.8). This
was a pretty surprising find, both in terms of the algorithm being able to
track them even though I did not consciously account for them, and in
terms of such a population of particles existing in our data sets. Since
they do not seem to remain in the same positions during the extended
sequence, dead pixels or other artifacts are no plausible explanations.
Instead, they are likely particles that—at least for the roughly six minutes
that we observed them—moved parallel to the camera pointing.

At the other end of the spectrum, the same parameter settings still allow
for the tracking of very fast particles as well (see Fig. 4.10). Even though
such particles have a fairly constrained parameter range, tracking them
is not as trivial as it might seem—precisely because of their reasonably
straight dynamics. They only allow for candidates pairs and detections to
deviate little from the predicted configurations, which in theory should
make it easier to choose the correct ones. But due to pointing fluctuations
of the camera (see Sect. 4 in the methods paper) and inaccuracies in the
measured point source positions, especially the orientation and velocity
of detection pairs can vary notably. It is thus quite difficult to make sure
that such tracks are as complete as possible, while also not allowing for
an entire class of spurious tracks to be extracted as well.

Between those two extremes lie the particles with moderate speed.
Their tracks are typically easy to identify by eye and often show substantial
curvature (see Fig. 4.9). This makes them very interesting targets, but as
with the fast particles, it is difficult to choose just the right amount of
leniency in the tracking parameters. Curving tracks require considerable
parameter tolerances, but at the same time, this can open the door for
similar looking, but entirely spurious tracks.

Figure 4.8: Selection of quasi-stationary
particles found in sequence STP090. The
particles were only tracked throughout the
first 20 “principal” images (6 min). The
time intervals between “extended” image
pairs are too large (∼ 10min) and the par-
ticle dynamics too unconstrained for the
algorithm to find subsequent detections.

Figure 4.9: Curvy particle track from im-
age sequence STP089 that was particularly
hard to recover due to the residual noise
induced by the camera pointing fluctua-
tion. Even though the pointing fluctuation
was pretty well accounted for, the residual
noise made the choice of appropriate track-
ing parameter values extremely difficult. Figure 4.10: A selection of the fastest particles tracked in image sequence STP090.
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Fig. 7. Flowchart and pseudo-code illustrating the structure of an entire tracking run. The algorithm iterates over the pool of available pairs (I),
using each pair as the starting point for a new candidate track (II, III). If a candidate track is accepted (IV), its pairs and detections are removed
from the respective sources (as well as any other available pair that shares detections with the track) and cannot be used to create future tracks.
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Fig. 8. Typical track demonstrating the pursuit process. The algorithm operates pair-step-wise, going from one pair group to the next. In this
case, it starts with a pair from the second group. Because the origin lies in the first half of the image sequence, the candidate track is first tracked
forward, then backward in time (indicated by the circled numbers). If no suitable pair is found at a given step, the algorithm switches to searching
for suitable single detections (single-step) instead, starting with the detection set that is closer in time to the previous step. The algorithm only
searches the second set as well if it finds no suitable detection in the first. Afterwards, the pair-tracking continues. The track’s color gradient from
red to yellow indicates the direction of time (and therefore the object’s motion through space). While the red ellipses mark the detections that make
up the track, the black, dashed circles indicate where detections are missing. The background image is part of the stacked image similar to Fig. 4.

(Fig. 10b). It measures from the vector that points in the same
direction as the fitted curve at the time of the investigated step
(ufit(ti)), and, like the dynamic search radius, it depends on the
distance d. The sector originates from the center of the candi-
date track’s closest pair (or closest detection in case of single-
tracking), and opens up in tracking direction. Its arc spans twice
the offset angle. The relation between Ω and d is otherwise iden-
tical to that of Eq. (2), but with the arctangent flipped:

Ω(d) :=

Ωmin +

(

Ωmax −Ωmin

2

) (

1 −
2

π
arctan

(

d − d̂Ω

d̄Ω

))

, (3)

where we again have control over the free parameters Ωmin,

Ωmax, d̂Ω, and d̄Ω. In this case however, we allow the largest
deviations for the smallest distances, since even small positional
changes perpendicular to the candidate track can mean large
angular ones. The opposite is true for large distances.

– The (maximum) inclination angle I, which is also mea-
sured with respect to the candidate track’s direction at the inves-
tigated time-step (ufit(ti), Fig. 10c). It shares the same value as
Ω, but instead limits the inclination that pairs can have toward

the reference vector. Because single detections do not have an
inclination, this parameter is only relevant during pair-tracking.

– The relative difference in speed ∆V , which restricts how
much the speed of candidate pairs can stray from that of the fit-
ted curve at the investigated time-step (|ufit(ti)|, Fig. 10d). It is
calculated as the relative deviation from |ufit(ti)| in percent, from
a relation that has the same shape as Eq. (3):

∆V(|ufit|) :=

∆Vmin +

(

∆Vmax − ∆Vmin

2

) (

1 −
2

π
arctan

(

|ufit| − v̂

v̄

))

, (4)

where we also have control over the free parameters ∆Vmin,
∆Vmax, v̂, and v̄. Analogous to the offset and inclination angle,
we allow the largest relative deviation for the smallest speeds,
because in this regime, pixelization and uncertainties in the
pointing of the camera and source detection can have a sig-
nificant effect. For high speeds on the other hand, we only
expect small deviations, for example due to a curved flight path.
Because single detections cannot be assigned a velocity, this
parameter is also only relevant during pair-tracking.

For each candidate pair or detection that satisfies all criteria
set up by the dynamic tracking parameters, we compute a match-
factor M as a proxy for the candidate’s validity. The match-factor
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Another parameter that was frequently suggested to use for tracking is
the particle radiance. Unfortunately, this parameter is very unreliable
for a number of reasons: For one, as explained in the methods paper,
two alternating and vastly different (factor of 25) exposure times are
used during the extended part of the sequence. In theory, the images
are all normalized to 1 second of exposure (Tubiana et al. 2015; Kovács
2018), however as Figure 4.11 shows (see also Fig. 7.18), there is often a
considerable difference in radiance between two consecutive detections,
even in case of a star whose radiance should otherwise be constant. This
may be because the images that were only exposed for 0.24 seconds
have a significantly worse signal-to-noise ratio than the images that were
exposed for 6 seconds. So when their signal is scaled up to match that of
1 second exposure, their noise is scaled up, too.

Another reason may be that we deliberately do not subtract any
background signal during photometry (e. g., derived from elliptical
annuli around the detections), because we already removed the local
background in preparation for the detection process, on a scale (16×16px)
very similar to typical annuli radii (∼ 11–17px). The radiance values are
simply calculated by integrating over the elliptic apertures and the RMS
maps show that the remaining background signal is roughly two orders
of magnitude weaker than the signal we are usually interested in (see
Fig. 4.12).

The ellipses semi-major and -minor axes
“represent the maximum and minimum
spatial dispersion of the object profile
along any direction” (Bertin 2023), and are
scaled up by a factor of 3, as the resulting
ellipse generally describes the isophotal
limit (the contour of equal brightness) of
the detected object well.

Nevertheless, the noise might still influence the integrated
radiance, as the RMS maps are used to determine the detection threshold.

Lastly, but most importantly, many of the particles are evidently
oblate rotators (see Fig. 4.13). Their signal therefore naturally changes
periodically, which is virtually impossible to account for. Purely from
visual inspection of the master images, it seems that many of these
particles have rotation frequencies on the order of at least minutes,
however due to the other issues mentioned above and the low time
resolution, it is likely impossible to reliably fit their periodic signal
(although Lomb-Scargle periodograms may be an option; e. g., VanderPlas
2018).

Figure 4.11: Light curve of the (non-
variable) star HD 25627, extracted from
image sequence STP090 (it is the same
star that is also shown in Fig. 13 in the
methods paper). Notably, the extreme out-
lier in the upper right corner is not the
result of an unrelated detection. Instead,
it is likely caused by a particle that just so
happened to cross in front of the star at
just the right moment. It would be inter-
esting to see if this difference in radiance
also remains when comparing the average
radiance of consecutive images. Since dur-
ing the extended sequence two images of
a pair are only taken ∼ 12 s apart, nothing
much should change content-wise. Any
difference in the averages might then be
attributed to the different exposure times.

Figure 4.12: Background and RMS map
of the first image of sequence STP090
(brightness-inverted and with masked-out
nucleus). While the background captures
the features of the diffuse coma very well,
the RMS map clearly shows some kind of
artificial signal, which is likely a moiré pat-
tern introduced by the image calibration.
In retrospect, this may have been taken
care of by dividing the image by the RMS
map.

Figure 4.13: Three tracks from sequence STP090 that seem to stem from oblate, rotating
particles. The master images on the top row show the first 24 detections of each track,
indicated by the orange contours and the gray, semi-transparent curves. The varying shapes
of the PSFs can clearly be seen. The track on the right is also an example of a track that
had two of its detections (thick green contour) stolen by another track (in this case also a
highly spurious one). The plots on the bottom row show the particles’ light curves, which
are significantly dispersed.
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a) b)

c)
...

...

Fig. 9. Diagrams illustrating how the static tracking parameters oper-
ate: (a) the initial search radius Rinit around a primary detection (orange
circle), used to create pairs with secondary detections (violet circles);
(b) the residual offset Roff , which defines the maximum distance doff

any detection pdet,i (red circle) can have from the corresponding loca-
tion pfit(ti) of the curve (black line) fitted to the candidate track (orange
path); and (c) the minimum number of detections Ndet and detection
pairs Npair, which any candidate track (ndet, npair) must have to be
accepted as a track. The candidate track is shown as a gradient line
from red to yellow, the present and missing detections as red, and gray
dashed circles, respectively.

is used in two ways: to decide between different candidate pairs
or detections, and to weigh the contribution of the selected one
on the curve fitted to the candidate track:

Mcand := 1 −
1

4

(

rcand

Rdyn

+
ωcand + Icand

Ω
+
∆vcand

∆V

)

, (5)

for pair-tracking, or

Mcand := 1 −
1

2

(

rcand

Rdyn

+
ωcand

Ω

)

, (6)

for single-tracking, where rcand, ωcand, Icand and ∆vcand are the
dynamic parameter values of the candidate pair or detection,
which are normalized by the respective maximum values as
determined by Eqs. (2)–(4). We then choose the pair or detec-
tion with the highest match-factor to become part of the candi-
date track.

3.3. Principal and extended tracking

To address the different time-steps of the two sub-sequences (see
Fig. 1), our tracking algorithm has two operating modes on the
pursuit level: principal, and extended tracking. Due to the shorter
intervals of the principal sequence, particle tracks are generally
easier to identify during principal tracking–both visually and by
the tracking algorithm. Thus, candidate tracks are only pursued
during extended tracking if they passed the acceptance thresh-
olds after principal tracking. For the same reason, any track
becomes part of the final tracking results independent of how
many detections were missed during this second stage.

Both modes have their own set of predefined tracking param-
eters. Extended tracking however has an additional parameter we
call life. The lives of a track define how many detection pairs are
allowed to be missed during extended tracking. If no pair and
no single detection is found at a given step, then the life counter
is reduced by 1. Lives also cannot be replenished: should the
counter fall to zero, the pursuit is stopped. This prevents adding
unrelated detections to a track, something that becomes increas-
ingly more likely the further the search area is away from the
established part of the track.

a)

b)

c)

d)

Fig. 10. Diagrams illustrating how the dynamic tracking parameters
operate (pairs that satisfy the respective criteria are shown in violet,
the ones that do not in gray): (a) the dynamic search radius Rdyn, which
defines the area the algorithm searches for candidate pairs or detections.
It depends on the distance d between the candidate track’s pair ppair

closest in time to the investigated step, and the predicted position pfit(ti)
where the next pair is expected to lie according the curve (black, partly
dashed line) fitted to the track (orange path). The relation between Rdyn

and d is that of an arctangent (see Eq. (2)) shown by the graph on the
right. (b) the (maximum) offset angle Ω, which defines a circular sector
within which candidate pairs or detections must lie. The sector origi-
nates from the candidate track’s closest pair and opens up in the same
direction as the fitted curve at the investigated time-step (ufit(ti), black
arrow). The offset angle also depends on d in the form of an arctangent,
although reversed, as shown by the graph on the right (see Eq. (3)). (c)
the (maximum) inclination angle I, whose value is equal to that of Ω. It
defines the maximum inclination candidate pairs can have with respect
to ufit(ti). (d) the relative difference in speed ∆V , which determines how
much the speed of a candidate pair can relatively deviate from |ufit(ti)|.
The relation between ∆V and |ufit(ti)| is also that of a reversed arctangent
as shown by the graph on the right (see Eq. (4)).

Once the algorithm checked the residual offset again
after extended tracking, another control mechanism executes.

Because detections may have been removed during the residual
offset check, the extended part of the track is inspected for larger
gaps (i.e., missing pairs). Should any individual gap or the sum

of all gaps be larger than the granted extra lives, then all detec-
tions that come after the critical gap (i.e., the gap that let the sum

of all gaps exceed the number of extra lives) are removed as well.

Finally, principal and extended tracking differ by the kind
of curve that is fitted to the candidate track during its pursuit.

Because the particles only travel relatively short distances during
the principal sequence, we fit their tracks with straight lines. This

is more robust than a parabola for example, since we found that
the parabola’s extra degree of freedom often causes the track-

ing algorithm to trail off in the wrong direction when the detec-
tions of a candidate track are not perfectly aligned. During the

extended sequence however, we expect tracks to curve signifi-
cantly because it covers a much longer time period. Thus at this
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Adding the wrong detections to a track can have a number of different
effects. In the least severe case, usually when the track already consists
of a good amount of related detections, the algorithm is not irritated
enough and goes back on track immediately afterwards. These detections
are often removed during the residual offset check (which is why we
introduced it in the first place). But even if they remain part of a track,
they do not drastically change its properties (and hence neither the overall
statistics of a tracking run, see also Sect. 5.2).

A more severe case happens when unrelated detections cause the
algorithm to literally lose track, leaving it unable to add further detections,
and the track shorter than it could be. If this happens during the early
stages of a pursuit, the trajectory might even fail to pass the acceptance
threshold and end up being rejected. This would not only mean one less
recovered particle track, but also more noise during subsequent pursuits,
since its constituents remain available.

The most severe case is likely when unrelated detections cause the
algorithm to add even more unrelated detections to the track. Even if the
first part of the track belongs to a real particle, it ends up spurious.

Also, as already discussed, if the unrelated detections actually belong
to another track, that other track might be significantly affected. At the
same time, should the detections that actually belong to the original track
exist, then they add to the noise during subsequent pursuits.

As far as I know, there is currently no definitive explanation for this
phenomenon. Probable causes include:

A defective reaction wheel: Reaction wheels are spinning metal wheels
that utilize the conservation of angular momentum to precisely orient a
spacecraft. During the Rosetta mission, two of Rosetta’s reaction wheels
showed abnormal behavior (McMahon et al. 2017). This might be a source
for the pointing fluctuation that we see in our image sequences, although
during Rosetta’s comet phase, there were apparently no real issues with
the reaction wheels (Cecilia Tubiana, priv. com.).

A timing offset that translates into a pointing offset: During dust obser-
vations like ours, spacecraft maneuvers were often scheduled with not
too stringent pointing accuracy (which was instead reserved for limb
observations, Cecilia Tubiana, priv. com.). The timing offset between a
maneuver and the recording of an image can thus effectively translate
into a pointing offset.

Cometary particles hitting the spacecraft: This is by far the most exiting
option. Kyriazis (2021) therefore created a 3D computer model of Rosetta
to investigate how particle impacts would affect its moment of inertia.
He then retrieved the pointing fluctuation data from Rosetta’s attitude
monitor and correlated it with 67P’s phases of increased activity. While
he does not rule out particle impacts as a possible cause, he concludes
that technical causes are more probable.

Star tracker confusion: Kyriazis (2021) also suggests another potential
cause. As explained in Section 40, Rosetta’s star trackers were occasionally
irritated by the signal of dust particles. Kyriazis (2021) shows that such
events can cause pointing fluctuations of the same order as we have
observed. It seems unlikely to me however, that the star trackers were
irritated virtually every time when one of our sequences was recorded
(and also during other surveys).
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stage, we fit parabolas to the tracks, which is also less likely to
fail now that the tracks already consist of a considerable amount
of detections.

The curve fitted to a candidate track to determine the residual
offsets on the other hand is always a parabola. And no matter
the circumstance under which a curve is fitted, the detections are
always weighted by the match-factor (Eqs. (5) and (6)) they were
assigned when added to the track.

3.4. Sidereal-motion-based attitude correction

This process precedes any particle tracking, but as it uses
the same tracking algorithm, it is described only now. While
studying the stacked image of sequence STP090, we noticed
a pointing fluctuation with a typical amplitude of a few pixels
that occurred during the principal sequence and which can be
observed in every track (see Fig. 11). It compromises the track-
ing results in several ways: (1) A significant spread of detections
from their expected positions can quickly lead the algorithm to
go off trail. (2) To account for a higher variance in location,
velocity, and orientation of candidate pairs and detections, we
need to chose more lenient tracking parameters. Inevitably, this
further increases the chances of adding unrelated detections and
going off trail. (3) Drastic changes in velocity also translate into
incorrectly computed accelerations. This makes extended track-
ing based on parabolas virtually impossible, as predictions over
the long time intervals between image pairs require accurate
accelerations; otherwise, the search areas are too far off, again
leading the candidate track to go astray.

Since the deviations are systematic, we attribute them to
unexpected changes in spacecraft attitude. During STP090 (and
other sequences like it), Rosetta’s orbit around 67P is noticeable.

But to keep the camera’s reference frame fixed to the comet’s
center of mass, the spacecraft’s attitude was constantly adjusted.
Sidereal objects therefore describe an apparent linear motion
across the dust field. By comparing the pointing data of the
image headers–which represent the commanded pointing–with
the actual motion derived from tracks, we can thus reconstruct
the pointing fluctuation.

To identify sidereal objects in a sequence, we query the
SIMBAD Astronomical Database (Wenger et al. 2000) via the
astroquery library (Ginsburg et al. 2019). Objects such as bina-
ries that are spaced too close to each other to be distinguishable
in the images are recorded only once. We then use gnomonic
projection to transform the objects’ equatorial coordinates back

to image coordinates and generate the expected motions (see
Fig. 12).

Next, we run the tracking algorithm in a local area around
each of the identified objects, visually compare the tracking

results to the expected motions, and match them manually.

Figure 13 shows an example of such a track we call sidereal
track, and its companion, the previously estimated motion. By

choosing a reference image, calculating the relative distances
of the commanded positions to that reference image, doing the

same for the detections of the sidereal tracks, and subtracting
the former distances from the latter, we can calculate the relative
offsets induced by the pointing fluctuation:

δi = (pdet,i − pdet,ref) − (pcom,i − pcom,ref), (7)

where δi is the relative offset of a sidereal track at the ith image,

pdet,ref the position of the track’s detection in the reference image,
and pcom,i the commanded position of the ith image relative to the

position of the reference image pcom,ref .

1|a 1|b 2|a 2|b

Fig. 11. Two sample tracks (1, 2) from the principal sequence, once
without (a) and once with (b) the pointing correction applied (the image
shown in the background is left unchanged). Tracks are shown as col-
ored lines from red to yellow, detections indicated by red ellipses.

However, because we need to choose particularly liberal
tracking parameters during the pursuit of sidereal tracks to

account for the still present pointing fluctuation, there is an
increased chance to pick up unrelated detections. Thus before we

estimate the pointing fluctuation, we calculate the mean absolute
offset values:

¯|δi| =
1

Mi

Mi
∑

j=0

|δi, j|, (8)

where Mi is the number of sidereal tracks that have a detection

in the ith image, and exclude any data point from the signal esti-
mation whose absolute offset lies outside a certain range around

its mean (±1.7σi in case of sequence STP090). Only then do we
calculate the mean offsets (see Fig. 14) and use them to correct
our detection sets:

δ̄i =
1

M̃i

M̃i
∑

j=0

δi, j, (9)

where M̃i is Mi minus the excluded data points. Figure 11 shows

two sample tracks from the principal sequence with and without
the pointing correction.

The choice of the reference point that is used to calculate the

relative distances is crucial in this, since a) sidereal tracks that
are missing the respective detection cannot be considered for the

signature estimation, and b) sidereal tracks that have an unre-
lated detection as the reference end up with shifted offsets. For
sequence STP090, we decided to use the first image of the prin-

cipal sequence as the reference, as we found that detections from
this image are usually not only included in all sidereal tracks but
also the most reliable.

Finally, identifying the sidereal tracks also allows us to
remove their constituents from the detection sets prior to the
actual tracking run, ridding the tracking results of a statistical
bias.

4. Parameter optimization

The whole tracking process–including image cleaning, point
source detection, attitude correction and the tracking run itself–
involves far too many parameters (> 74) for a systematic grid
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This is actually a comparatively mild case. In case of sequences STP068
and STP071 for example, the pointing fluctuation is much more severe
and accordingly difficult to recover. The maximum offset between two
consecutive images of these sequences is about 10 px, which corresponds
to an attitude change of almost 0.2 µrd. As a result, sidereal tracks can even
turn in on themselves (see Fig. 4.14). And as Figure 4.15 shows, tracking
particles in these sequences would be impossible without correcting for
the pointing fluctuation.

In a weird way, we were actually lucky that the pointing fluctuation
was so prominent and easy to spot in the principal sequence, since it
also affects the extended sequence, but is essentially impossible to spot
during that phase due to the large distances between detection pairs.
And so without its presence in the principal sequence, we would have
likely missed it, which would have given us a very hard time during
extended tracking.

Lastly, even if it were possible to track the particles without the attitude
correction and all the tracks were complete and did not contain any
unrelated detections, the derived dynamics would be drastically off,
and we would not be able to extrapolate the tracks at all. The attitude
correction is therefore crucial.

Figure 4.14: The first 24 detections of two
sidereal tracks from sequences STP068 and
STP071 (images rotated for better presen-
tation).

Figure 4.15: Sample particle tracks from sequences STP068 and STP071, demonstrating
the extreme pointing fluctuations and the efficacy of our correction method, once on a
more general level for small groups of tracks, and once focusing on two individual tracks
(bottom right images rotated). Notably, the “before” tracks are merely reconstructions by
undoing the correction. They were not originally tracked that way.
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Fig. 12. Sidereal objects identified in the dust field of sequence STP090. On the left: results from searching the SIMBAD database (lines colored
violet to aquamarine). On the right: sidereal tracks obtained from our tracking algorithm that matched some of those results (lines colored dark
blue to green). The objects move from right to left.

Fig. 13. Sample of a sidereal track (top line from dark blue to green,
detections indicated by red ellipses) and the expected motion of a side-
real object it was matched with (bottom line from violet to aquamarine,
expected positions indicated by blue circles). The top panel shows the
whole track, the bottom one a close-up of the first 24 detections, includ-
ing the entire principal sequence. The pointing fluctuation is mainly
acting along the direction of motion from right to left.

search. However for most parameters, preliminary tests indi-
cate that their exact value is (within some range) secondary to
achieving good results. We therefore focused on optimizing only
the detection threshold (see Sect. 2.2) and 15 dynamic track-
ing parameters of the principal and extended tracking (in the
following referred to as principal and extended parameters, cf.
Table A.1), which we found to be more influential. In the fol-
lowing, we analyze their effect using a single quality index: the
miss-rate Γ. It measures the percentage of detections that were
missed during the pursuit of a track (i.e., whenever no suitable
pair or detection was found, or when detections were later-on
removed during offset checks):

Γ := 100 ·
Ñdet − ndet

Ñdet

, (10)

where Ñdet ≤ N is the maximum possible number of detec-
tions a specific track can have, which depends on whether and
when the track supposedly left the dust field (e.g., if it lies close
to the edge, the detections expected outside the field do not
count toward the total). We then estimated the quality of track-
ing results by looking not only at the total number of tracks, but

more importantly at the numbers of tracks with Γ = 0% and
Γ < 30%. By visual inspection we found 30% to be a reasonable
threshold where most tracks still belong to real particles and only
occasionally incorporate unrelated detections.

Because the principal parameters directly affect the total
number of tracks (as the acceptance criteria are applied only
once after the principal tracking), we optimized them first. Each
of the twelve free parameters from Eqs. (2)–(4) was varied at
least ten times around an initial guess. Since testing all value
combinations would still take 1012 individual tracking runs, we
decided on a different strategy: First, we reduced the track-
ing runs to principal tracking only; and second, we tested each
parameter value only once, keeping all other parameters con-
stant. After the full value range for a given parameter was
explored, we chose the value that produced the best results and
used it as the parameter’s new fixed value for the remaining runs.
The results of this process are listed in Table A.1.

Next, we optimized the extended parameters. Since we
decoupled principal and extended tracking, and on its own the
latter runs much faster than the former, we adapted our approach.
Instead of testing the whole set, we only varied the three parame-
ters that we deemed the most influential (Rmax,Ωmax, and ∆Vmax),
and used the optimized principal values for the rest. We again
chose ten different values for each of the three variable param-
eters, but this time, we explored all of the 1000 correspond-
ing value combinations. The parameter set that produced the
best results according to our miss-rate criteria is also shown in
Table A.1.

Lastly, we estimated the optimal detection threshold (in units
of signal-to-noise S/N). This dimensionless parameter deter-
mines the sensitivity of the detection algorithm toward weaker
sources and is therefore directly linked to the number of detec-
tions per image. While being able to detect weaker sources can
be beneficial in case of fainter particles or oblate rotators (i.e.,
particles that strongly vary in brightness), it also means to pick
up more noise. Hence the detection threshold can neither be too
high, as a significant portion of signal would be ignored, nor too
low, as the signal would be overwhelmed by noise.
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Another short philosophical parenthesis: Despite all the objective parameters,
in the end, judging the quality of the tracking results still comes down to
subjective interpretation (see also Chap. 5). As I explain in Section 5.1 of
the methods paper, I thus rigorously tested the predictive proficiency of
the miss-rate criterion, and assessed the quality of every single track. But
using the miss-rate and the number of tracks as criteria only works given
a reasonable set of tracking parameter values. This is especially true for
the detection threshold, as it single-handedly determines the number of
available detections. Obviously with a low enough threshold, we would
be able to find many times more tracks than with our more conservative
setting, and most of them would likely also not miss a single detection.
But most—if not all—of them would also be spurious, and so it would of
course be highly counter-productive. The question is, where is the sweet
spot? At what point does the net quality of the tracks actually decline?
This is not so easy to say.

Another aspect to consider regarding the overall quality of tracking
results is how well they represent what is actually present in the data.
While it is important that each individual track is as complete as possible
and preferably does not contain any unrelated detections, it is also
important that the tracking parameters do not favor certain kinds of
tracks over others. It is possible that even though a large number of
high-quality particle tracks was recovered, an entire population of tracks
was ignored.

Of course it would be possible to use dif-
ferent tracking parameter sets to track dif-
ferent particle populations in the same
image sequence. But then it becomes a
question of how to combine these re-
sults, which would likely involve cross-
correlation. And as I discussed in Sec-
tion 2.2, figuring out when two tracks
are the same is not trivial. A large number of high-quality tracks on its own is therefore

not sufficient.
In fact, given a good amount of tracks to support reasonable statistics,

not much is gained if the statistics do not change with the addition of new
tracks (and certainly not if they are spurious). There is hence little reason
to optimize the tracking parameters with the goal of retrieving additional
tracks if they do not provide new information. Instead, it actually makes
more sense to optimize the parameters insofar as to reduce the number
of spurious tracks. This may effectively also decrease the total number of
retrieved tracks, but improve their overall quality and representation.

There are also quite a few other parameters that influence the tracking
results which I disregarded here. They include: how the shape of the
nucleus is estimated and thus how much additional area is cut from the
dust field; how the background signal and the RMS maps are calculated;

Background and RMS map parameters
include, for example: the size and shape
of the local areas, the degree to which
they are smoothed out, and even param-
eters that are hard-coded into the meth-
ods that we use but have no control over
(e.g. parameters that govern the iterative
kappa-sigma-clipping), and of course the
methods themselves.

how detections are created;

Detection parameters include, for exam-
ple: the minimum number of pixels re-
quired to constitute a detection, whether a
filter is applied to the image prior to the de-
tection process, the filter kernel and how it
is applied (i. e., using simple convolution
or a matched filter), and the parameters
that determine the deblending and clean-
ing processes.

and parameters that were implicitly kept
constant, ranging from things that we are aware of,

Explicitly constant parameters that we are
aware of include, for example: the attitude
correction, the polynomial degree of the
fitted curve, the removal of cosmic ray
hits, and how the match-factor is calcu-
lated (e. g., how different parameters are
weighed; it might also be reasonable to
have a lower match-factor threshold that
candidates must pass to be incorporated).

over things we are
semi-conscious about,

Explicitly constant parameters that we are
semi-aware of include, for example: bugs
in my code or the third-party software that
we use, or the quality of the images and
the accuracy of their calibration.

to things that we are literally unaware of but that
might nevertheless play a role.

All that being said however, there is ample evidence (see next double
page) that we found a good set of tracking parameter values. Since
the parameter optimization is a so-called multi-dimensional “rugged-
landscape” problem (where the landscape is spanned by our tracking
parameters and we are looking for the highest peak), there are likely
at least several viable parameter value combinations. And while our
solution may not be the “Mount Everest”, I am confident it is located
in the “Himalayas”. During the many times that I inspected the tracks
and the master image of sequence STP090 and others, I did not find any
obvious tracks that were missed.
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Reference point

Fig. 14. Pointing fluctuation derived from the apparent motion of 21 sidereal objects in the dust field of sequence STP090 (see Eqs. (7)–(9)). The
reference point indicates which image and therefore which detections we used to calculate the relative distances. The black circles and dashed line
mark the zero line (no pointing fluctuation). The filled and the open gray circles show the measured offsets from sidereal tracks: while the filled
ones were used to calculate the mean values that represent the pointing fluctuation (orange circles with errorbars), the open ones are outliers that
were excluded from the calculations, as they are assumed to result from unrelated detections.

So to optimize the detection threshold, we again chose ten
values around an initial guess and measured the average detec-
tion density (within the dust field). The detection density how-
ever also strongly depends on exposure time (Texp). In case of
sequence STP090, the average detection density for images with
Texp = 6 s was roughly twice of that for images with Texp =

0.24 s. Thus to keep the detection densities roughly constant, we
adopted two separate detection thresholds, one for each expo-
sure time. The one for Texp = 6 s was then adjusted so that its
corresponding detection densities would approximately match
those of the Texp = 0.24 s one. The detection sets produced by
each of the ten threshold pairs then underwent their own atti-
tude correction before their tracking runs were started (using the
parameters listed in Table A.1). As with the previous optimiza-
tion processes, we surveyed the total number of tracks, and the
numbers of tracks with Γ = 0% and Γ < 30%. After inspecting
the most promising results more closely, we found that the best
were produced by detection thresholds of S/N = 2.7 (Texp = 6 s)
and S/N = 3.6 (Texp = 0.24 s). They roughly correspond to an

average detection density of 27.12×10−4 detections per pixel, or
about 7000 detections per image.

Compared to the results produced by our initial set of track-
ing parameters (see Fig. 15), the optimization increased the total
number of tracks by ∼18% (from 1922 to 2268), the number
tracks with Γ < 30% by ∼21% (from 642 to 775), and the num-
ber of tracks without missing detections by ∼46% (from 96 to
140)2.

2 While Fig. 15 and the numbers discussed here are based on data pro-
duced by the latest version of the tracking algorithm, the optimization
was unfortunately run on a previous version where the pointing fluc-
tuation was slightly miscalculated due to a bug. However, because the
error in the pointing fluctuation was small (< 0.5 px), and because the
selected parameter values are only estimates of the optimal values that
also work well with the correct pointing fluctuation, we decided against
rerunning the optimization procedure.

Fig. 15. Effect of parameter optimization on the miss-rate distribution.
Gray, hatched bars show the results produced by the initial set of track-
ing parameters, orange ones the optimized set.

5. Results and discussion

The goal of this study was to develop a robust algorithm to track
dust particles of 67P in image sequences recorded by OSIRIS
NAC. As proof of concept, we applied the algorithm to sequence
STP090 and optimized the tracking parameters. In the following,
we first assess the general reliability of the tracking algorithm,
and then give examples of how the tracking results can be eval-
uated to answer scientific questions.

5.1. Algorithm assessment

5.1.1. Simulation

To test our algorithm’s tendency to create spurious tracks we
simulated datasets which consisted entirely of random noise (i.e.,
“detections”), with detection densities ranging from 27.59×10−4

to 39.42 × 10−4 det. px−1. Although the algorithm identified a
few hundred to more than two thousand spurious tracks in the
simulations depending on their detection density, it found few to
none in the critical miss-rate regime below 30%. In particular, we
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As already mentioned in Section 2.2, the simulation software can actually
do much more than just simulate noise. It can for example extract
modeling parameters directly from an image sequence and its detection
and tracking results. These parameters include:

▶ sequence-specific parameters such as image dimensions, number
of images, duration, and time intervals

▶ the camera motion and pointing fluctuation
▶ the (image-specific) detection density
▶ the (image-specific) signal-to-noise ratio
▶ the number of sidereal objects and their miss-rates
▶ the number of particle tracks, their dynamics, origins, detection

offsets, and miss-rates

Many of these parameters of course follow some kind of probability
distribution, so I used Gaussian kernel density estimation to model the
distributions based on their histograms (not super accurate but good
enough), and implemented methods that allow to draw samples from
them. But at the same time, I also implemented several other probability
distributions that could be used instead. They include normal, skew-
normal, truncated normal, logit-normal, uniform, Kumaraswamy, and
beta distributions (see Fig. 4.16). All these distributions and parameters
can then be further customized. Unfortunately, I never had the chance to
really explore these options, but test runs showed that simulated tracks
were generally well recovered. The most influential parameters were
typically the scatter of detections from their true locations, the miss-rate,
and eventually the signal-to-noise ratio.

Figure 4.16: Sample distributions that can
be used to generate simulation parameters.
The data distribution at the top left shows
the distribution of the horizontal starting
points of tracks in sequence STP090.

Originally, I used a more elaborate system, where I additionally flagged
genuine tracks if they showed signs of being:

▶ contaminated, that is, if they seem to contain unrelated detections;
▶ aliased, that is, if the orientations of their detection pairs are mis-

aligned with their general shape, creating a step-like effect (this
can e. g. happen if tracks are crossing and pairs from one track are
incorporated in another, but can also be due to inaccurate detection
locations);

▶ inconclusive, that is, if the extended part of a track may be correct
(usually the case when it consists of only very few detections), but
does not seem to significantly affect the track’s properties (like
velocity and acceleration);

▶ compromised, that is, if unrelated detections incorporated into a
track seem to significantly affect its properties.

If they did not show any of those signs, I flagged them as pure, and if
they did not seem to be genuine, I flagged them as spurious. Figure 4.17
shows examples for each of the cases. But because this system was rather
complex, it was also more susceptible to subjective biases, and so we
ultimately decided to simplify it.

Judging the validity of a track is of course still fairly subjective (even
flagging the same data twice on separate days will yield slightly different
results, see also Sect. 5.2).

Things that can influence the flagging of
tracks are, for example: the detection offset
from the fit, the detection alignment in the
master image with PSFs that are actually
from a different image, faint yet real par-
ticle PSFs, large gaps between detections,
and the shape of the curves. There is likely
also a bias against faster particles, because
at the same number of detections it might
still be possible to verify a short track, but
not a long one. Theoretically, the manual
evaluation could be tested on simulated
data, but that would at least also require a
realistic master image.

Yet the general trends are very solid, especially
regarding the clear distinction between the two populations based on
their miss-rate distributions (as shown in Fig. 17.1 in the methods paper).

1

2

3

4

5

6

Figure 4.17: Exemplary tracks identified as
being 1 pure, 2 contaminated, 3 aliased
(notably, in this case, I believe that all de-
tections are of the same particle), 4 incon-
clusive, 5 compromised, or 6 spurious.
Tracks are shown as gradient lines from
red to yellow, detections as white ellipses.
Semi-transparent, thick curves indicate
the parabolas fitted to the tracks. Images
have been rotated to better fit the page.



A&A 659, A171 (2022)
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Fig. 16. Results from simulated data: (1) one of the ten simulations
with a detection density of 27.59 × 10−4 det. px−1. The identified tracks
are shown as gradient lines from red to yellow. The background image
serves merely as a visual aid, showing the rough locations of detections
(it is not a stack of images created to run the detection algorithm on;
instead the detections were simulated first and the background image
was created retroactively). (2) the combined miss-rate distribution from
the ten simulations with a detection density of 27.59×10−4 det. px−1. (3)
the velocity distribution of the same track population, showing a clear
tendency of the algorithm to create more fast spurious tracks, especially
when compared to velocity distributions from real data (Fig. 17.2). The
probability density functions were created with Gaussian kernel density
estimation.

simulated ten different datasets for the detection density closest
to that of the optimal detection thresholds (27.59×10−4 det. px−1,
Fig. 16). In those cases, only 260 tracks were found on average,
and in total only 6 with Γ < 30%.

5.1.2. Manual assessment

To further assess the reliability of our algorithm, we inspected
and manually flagged each track found in sequence STP090
according to the following system: if they are (a) genuine, that is,
whether we believe that they belong to actual particles and con-
tain few to no unrelated detections, or if they are (b) ambiguous,
that is, whether we believe that (the majority of) their detections
do not belong to the same particle, stem from noise, or when it
is impossible to tell.

Of the 2268 tracks, we flagged 1081 (∼48%) as ambiguous,
leaving 1187 (∼52%) as genuine. Figure 17.1 shows that the
miss-rate distributions of the ambiguous and genuine tracks have
distinct shapes. In particular, only very few (4) of the ambiguous

ambiguous tracks

genuine tracks

1

3

2

Fig. 17. Miss-rate (1), velocity (2), and brightness (3) distributions
of tracks identified as either genuine (orange) or ambiguous (gray
hatched).

tracks have miss-rates less than 30%. This is a good sign that
our decision to base the parameter optimization on the number
of tracks with Γ < 30% was appropriate. This is also further sup-
ported by the fact that the miss-rate distribution of the spurious
tracks (Fig. 16.2) is very similar in shape to that of the ambigu-
ous ones.

Because manually judging the validity of tracks becomes
increasingly difficult with the spread of their detections, we
expect a bias against faster particles in the flagged tracks.
Figure 17.2 shows that such a trend seems to exist in our data,
though only slightly. Figure 16.3 on the other hand shows that
our algorithm tends to create more fast than slow spurious tracks.
Both effects probably contribute to the excess of fast ambiguous
tracks.

We also expect a bias toward flagging faint tracks more often
as ambiguous. Figure 17.3 however shows that the opposite was
the case. This is likely caused by the overabundance of detec-
tions in the bright active area in the center of sequence STP090
(e.g., see Fig. 2): while of the genuine tracks only ∼15% orig-
inate from here, of the ambiguous ones it is ∼22% (the section
indicated in Fig. 19.1 was used to calculate those numbers).

5.2. First results

In the following, we present examples of how our tracking
results can be used and interpreted. Since they mainly serve as
a technical demonstration, we do not perform detailed analyses.
Nevertheless, because Γ < 30% proved to be a good criterion to
identify genuine tracks, we only consider the 775 tracks that sat-
isfy it–more than three times as many tracks than were identified
by Agarwal et al. (2016).

Figure 18 shows the velocity- and acceleration-angle distri-
butions of all 775 tracks. The projected velocity components
of most tracks point upward, seemingly away from the nucleus
and the central active area. This aligns well with what would
be expected and Agarwal et al. (2016)’s findings. The projected
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Figure 4.18: Velocity angle distributions of
the particle populations that we selected
with our more sophisticated method de-
scribed in the science paper. The upward
directions (90°) correspond to the direc-
tion that is approximately normal to the
surface regions where the particles are as-
sumed to originate from (bars within ±45°

of upward direction orange, bars outside
gray). In case of sequence STP090 that di-
rection just happens to be parallel to the
y-axis of the master image.

Although Figure 18 in the methods paper clearly shows that there are
predominant directions for the particle velocities and accelerations (and
even though their distributions are pretty much continuous), it is still
interesting to look at other “dynamical groups”. I show some of them on
the last two double-pages of this chapter (pp. 80 and 78).

The velocity vector of a track and especially its orientation can of course
drastically change during its observation. So the projected velocity that
we are referring to here is just the velocity that the particle had when we
first detected it according to the fit (same for the projected acceleration).

This criterion actually turned out to be incredibly accurate (at least for
sequence STP090). For the science paper, I developed a more sophisticated
method to select tracks and associate them with a surface area on the
nucleus. In case of sequence STP090, this allowed me to identify 178
tracks (so coincidentally exactly twice as many as here, but also using
results from a slightly improved tracking algorithm). The new method is
more reliable, but as Figure 4.18 shows, almost all 178 tracks are pointing
upward within ±45° (only 6 do not). For sequences STP089 and STP087,
which we also analyze in the science paper, this old criterion does however
not really work.

I also tried to see if there are any other areas where particles are grouped
closer together, which might have been an indication of bursts or clusters
(e. g., as reported by Shi et al. 2019, 2024). But Figure 4.19 shows that this
does not seem to be the case. Instead, it seems that the activity was more
or less constant over the hour leading up to the beginning of sequence
STP090 (since the particles we observe were likely ejected at least half an
hour earlier).
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Figure 4.19: Two-dimensional histogram of the track starting point locations.
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21

Fig. 18. Angle distributions of the projected velocity (1) and acceler-
ation (2) of all 775 selected tracks. The orientations of the diagrams
coincide with how the images of sequence STP090 are displayed (i.e.,
0◦ corresponds to the right direction, 90◦ to the up direction, etc.). While
the projected velocity of most tracks seems to be pointing away from
the nucleus, the acceleration of a similar number of tracks seems to be
pointing toward it.

acceleration components on the other hand mostly point down-
ward and seem to be dominated by the nucleus’ gravity.

To derive particle radii and convert particle velocities and
accelerations to physical units (e.g., from px s−1 to m s−1), we
need to know the particle distances to the spacecraft. Since the
only accurate distance measurement we have is of the nucleus
(∼86 km), we focus on particles which were seemingly just
ejected from the active area in the center of the images (at that
distance 1 px≡∼ 1.6 m). In the following example, we isolated
this group in two steps. First, we chose a region around the
active area and selected the tracks that originate within it (106
tracks, Fig. 19.1); then, we further reduced the group by select-
ing only tracks whose projected velocities are pointing upward
within ±45◦ (89 tracks, Fig. 19.2). Figure 20 shows the selected
tracks as they appear in front of the stacked image of sequence
STP090.

Figure 19.3 shows that roughly 47% of the selected tracks
have a projected acceleration that points away from the nucleus.
The velocity distribution (Fig. 19.4) shows that they are on
average faster than the particles that are accelerated downward.
Most particles show a net acceleration less negative than gravity
(Fig. 19.5). Assuming that on a first order the gravitational accel-
eration is comparable for all particles they must be experiencing
an upward directed acceleration of variable strength that partially
compensates or even exceeds gravity. A likely candidate for this
upward force is gas drag.

Figure 19.6 shows the distribution of the particle radii, which
were calculated as:

r =

√

J
r2

h
∆2

RI�
, (11)

where r is the radius in m, J the average particle flux in
W m−2 nm−1, rh the dimensionless heliocentric distance mea-
sured in units of AU, ∆ the observer-particle distance in m,
R = 0.0021 the particle reflectance (computed for decimeter-
sized particles using the model in Markkanen et al. 2018), and
I� = 1.565 W m−2 nm−1 the solar flux in the NAC F22 filter
at 1 AU. The distribution agrees with Agarwal et al. (2016)’s
findings when considering that their calculation is affected by
a numerical error that leads them to systematically underesti-
mate the radii by a factor of 4.4 (Agarwal et al., in prep.).
It furthermore shows no clear trend between the upward- and
downward-accelerated particles, which is remarkable because
the gas drag we deem responsible for the upward-acceleration
should be stronger for smaller particles.

If we assume that the particles have the same bulk den-
sity as the nucleus (533 kg m−3, Pätzold et al. 2016), then

Fig. 19. Selection process and statistics of particles that likely originated
from the central active area: (1) the starting points of all 775 tracks (i.e.,
their earliest confirmed locations) and the tracks we selected (orange
circles) that start near the active area. (2) a further reduction of the
tracks selected in (1) by choosing only the ones directed upward ±45◦

(orange). (3) the acceleration angle distribution of the tracks selected
in (2), which is further divided into tracks that are accelerated upward
(green) and downward (gray hashed). (4, 5, 6) the projected velocity,
magnitude of acceleration and radius distributions for the two track
populations defined in (3). Escape speed and gravitational acceleration
based on Pätzold et al. (2016).
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There seem to be no other obvious parameters (or combinations thereof)
that are as reliable and simple as the miss-rate criterion. I for example
tested the mean particle radiance and its standard deviation, the average
residual offset,

Even though the residual offset is checked
during a pursuit, its scatter after the fact
might have still been an indicator of a
track’s “cohesiveness”. Yet even the best
tracks are affected by residual noise from
the pointing fluctuation, and in some cases,
our simple dynamical model of second-
order polynomials is also not good enough
to properly describe the trajectory of a
particle, as I discuss in the science paper.

the number of missing detections,

Because tracks have a discrete number of
detections, the miss-rate favors particles
with a long residence time (i. e., a single
missing detection e. g. has a stronger effect
on particles that were only briefly visible).
So the number of missing detections might
have allowed to distinguish some of the
shorter genuine tracks.

and miss-rates specific
to the principal and extended part of a track (because principal tracking
is much more reliable than extended tracking, so tracks with high
“extended” miss-rates may have been more ambiguous). For some the
parameters, there are certain trends (see Figs. 4.20 and 4.22), but none of
them are as distinct as in case of the miss-rate. The miss-rate criterion
remains the strongest predictor by far, which is also shown by the receiver
operating characteristic (ROC) curve in Figure 4.21.

Yet even with the miss-rate, it is important where to set the threshold.
Relevant factors in this regard are for example the (expected) total number
of genuine and ambiguous tracks below the threshold, their ratio, and
how these numbers change with varying thresholds. Our 30%-threshold
is a very conservative choice, but it guaranties that virtually all the tracks
with lower miss-rates are genuine. Figure 4.23 for example shows that
even a 40%-threshold would still be a viable choice.

genuine

ambiguous

Figure 4.20: Residual offset vs. miss-rate
for genuine and ambiguous tracks. To-
gether, these parameters might yield a bet-
ter criterion than just the miss-rate alone,
but discerning their optimal relationship
is non-trivial. A skew normal distribution
(black curve, fitted by eye) might be an op-
tion. Indeed, since populations are usually
normally distributed, it was suggested to
me to use the expectation-maximization
(EM) algorithm for Gaussian mixtures
(e. g., Dempster et al. 1977; Bishop 2006;
McLachlan et al. 2007). Other options may
also be principal component analysis (e. g.,
Jolliffe et al. 2016) or even a decision tree.

Figure 4.21: ROC curve of the miss-rate
illustrating its predictive ability. The true
(false) positive rate is the ratio between the
number of genuine (ambiguous) tracks
that a certain miss-rate correctly (wrongly)
marks as genuine, and the total number
of tracks that I flagged as genuine (am-
biguous). The area under the curve (AUC)
indicates how well the predictor is gen-
erally performing (random guessing e. g.
corresponds to the angle bisector or an
AUC of 0.5; see e. g., Fawcett 2006).

genuine ambiguous

Figure 4.22: Distributions of potential predictor parameters for genuine and ambiguous
tracks (as identified in the methods paper). The distributions in the three plots on the right
have very long tails that are cut off for a better presentation.

genuine

ambiguous

Figure 4.23: Cumulative (top) and differential (bottom) number of genuine and ambiguous
tracks as a function of their miss-rate (in steps of 5%). Below Λ = 30%, only ∼ 0.5% of
tracks are ambiguous, while below a Λ = 40%, it’s ∼ 7%. Going beyond Λ = 40% however,
likely only yields diminishing returns (at best).
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Fig. 20. 89 selected tracks near the central active area.

the upward-accelerated particles contain about 1300 kg, while
the downward-accelerated ones contain roughly 3000 kg. The
largest boulder alone contains more than half of the mass of the
upward-accelerated particles.

A similar extended analysis would be interesting to com-
pare to typical models of cometary dust size distributions (e.g.,
Blum et al. 2017, and references therein), as they predict that the

majority of mass lost due to refractory material is likely con-
tained in the largest specimen. Hence knowing the size limit

and emission rate of the largest chunks is crucial to estimate a
comet’s contribution to the interplanetary dust environment and

the zodiacal cloud (Nesvorný et al. 2011).
Lastly, we can also extrapolate our tracks back in time to find

out when and where the particles were likely ejected. As the pro-

cess behind lifting decimeter-sized debris from the surface is not

entirely understood (although it appears now to be more straight-
forward to explain than the lifting of smaller, micron-sized dust,

Gundlach et al. 2015), this can provide us with possible clues
about the lifting mechanism or its conditions.

6. Summary and outlook

In this paper we present our algorithm for tracking the motion of

debris near the nucleus of comet 67P. The algorithm operates on
image sequences recorded by Rosetta’s camera system OSIRIS.

The sequences typically show part of 67P’s surface that ideally
has at least one clearly discernible active area which is ejecting

particles that appear as point sources against the dark backdrop
of interplanetary space.

As an example and to assess the algorithm’s reliability as
well as presenting tentative first results, we applied our algorithm
to image sequence STP090. The evaluation not only showed that
our algorithm can find a large number of tracks, but also revealed
a robust criterion–having a miss rate Γ < 30%–to separate gen-
uine from ambiguous tracks. Our first results from a group of
particles that satisfied the criterion and likely originated from

the central area in sequence STP090 demonstrate one way of
how our tracking results can be used. And finally, knowing the
projected particle velocities and accelerations can help us esti-
mate the fall-back fraction and the refractory-to-ice ratio–which
are key to understanding more about cometary interiors and the
role comets play in planetesimal formation.
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Because it is currently not possible to include pdf pages with working
hyperlinks in a LATEX-document, I manually added all hyperlinks back
into the methods paper (except for those found in the bibliography here).
Citations within the digital version of this document therefore redirect
to the bibliography at the end of this dissertation.

* * *

The following Figures 4.25–4.27 show some dynamic particle populations
from sequence STP090. So far, in every plot that showed tracks (featured
in the methods paper but for consistency also in the in-situ discussions),
the color gradient of the tracks went from red to yellow and was generally
used to indicate the direction of flight. The gradient was however always
track-specific, that is, while the time was used to parameterize the
gradient, it was always fit to the duration of each individual track. The
same color could therefore correspond to different times depending on
the track. Because this can be misleading and because it can be interesting
to compare the timing of different tracks, from now on, the gradients
follow a “global” parameterization that is also used in the science paper.
This means that the gradients of all the tracks shown in a single image
are scaled to the same time interval, which starts with the first detection
of the earliest track and ends with the last detection of the latest (i. e.,
the maximum time interval, which is usually equal to the observational
period of the respective sequence). Consequently, the same color now
corresponds to the same time. But because red is a much “stronger” color
(by which I mean that it is easier to spot), and because most tracks have
left the FOV before they would really start turning yellow using the
previous gradient, the color gradient is from now on also flipped, going
from yellow to red (see Fig. 4.24).

red to yellow

yellow to red

Figure 4.24: The 775 tracks identified in
the methods paper with Γ < 30%, once
with a global gradient from red to yellow
(top), and once from yellow to red (bot-
tom). Despite the high density of tracks,
some kind of structure can still be made
out in the bottom image, while in the top
image, that is virtually impossible. Nev-
ertheless, the bottom image is still much
too crowded, even though it only shows
around one third of all tracks. Because
of this, there is no point in ever showing
more than a few hundred tracks at once.

Figure 4.25: The group of tracks (of the 775 tracks with Γ < 30%) whose velocity mainly
points downward. Some of the corresponding particles seem to fly straight back down
toward the nucleus, but unfortunately, it is impossible to tell if they were actually “above”
the nucleus or far behind or in front of it.
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Figure 4.26: The two groups of tracks (of the 775 tracks with Γ < 30%) that mostly fly to the left (left) or right (right). Interestingly, the
corresponding particles that fly to the right seem to be a bit faster than the ones that fly to the left. Maybe this has to do with the rotation of
the nucleus, which is rotating roughly clockwise in this sequence.

Figure 4.27: Four groups of tracks (of the
775 tracks with Γ < 30%) that mostly
fly upward. Interestingly, the dynamical
groups also cluster spatially rather well.
This may be because most of them come
from a fairly confined area on the nucleus,
while their ejection angles are governed
by the local topography. Large walls (e. g.,
from fractures, hills, or valleys) might for
example restrict certain ejection angles by
blocking the flight path of particles that fly
toward them. Likewise, the ejection angle
might also be a consequence of particles
being ejected from surface areas that face
in the respective directions. This is further
discussed in the science paper.
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Appendix A: Tracking parameter values

Table A.1. Tracking parameter values used for sequence STP090.

Parameter Principal tracking Extended tracking

Educated Guesses

Rinit [px] 12 –
Roff [px] 2 –
Ndet 8 ∅

Npair 3 ∅

Lives ∅ 2

Systematic Optimization

Rmax [px] 6.5 9.5
Rmin [px] 1.7 –

d̂ [px] 1.5 –

d̄ 7.8 –

Ωmax [◦] 290 210
Ωmin [◦] 40 –

d̂Ω [◦] 4.4 –

d̄Ω 2.0 –

∆Vmax [%] 700 500
∆Vmin [%] 100 –
v̂ [px/s] 0.8 –
v̄ 0.8 –

Dashes indicate when the parameter values are the same for both princi-
pal and extended tracking, ∅ when the parameter is not used in the given
mode.
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Since all models are wrong, the scientist must be alert

to what is importantly wrong. It is inappropriate to be concerned about mice

when there are tigers abroad.

— Box (1976). “Science and Statistics”.

B
ecause the tracking parameters are such an elemental part of my
tracking algorithm, in the following, I share some more (elaborate)
thoughts and findings regarding their potential effects and the

evaluation of tracking results.

5.1 the detection threshold

As previously explained on page 70, lowering the detection threshold is
favorable to a certain point: being more sensitive to picking up fainter
sources not only allows us to potentially track fainter particles, but it also
lowers the miss-rate of tracks that for example vary strongly in brightness
(such as oblate rotators), and consequently pushes borderline cases
above the acceptance thresholds. Yet there exists a natural (subjective)
lower bound for the threshold: the point at which detections cannot be
identified as point sources by eye anymore. Even if these detections stem
from real particles and not from noise artifacts, as soon as it becomes
impossible to tell whether tracks are based on real signal, the results lose
their meaning.

But there are also (at least) two technical criteria. For one, if the threshold
is lowered to a level where noise can compete with the signal, a lot
of noise will be picked up as well. This would for example lower the
quality of genuine tracks and increase the number of spurious tracks
(see also the discussion on p. 60). But even if all detections belong to
real particles, at a certain detection density, the algorithm will end up
creating tracks from unrelated detections (e. g., by an effect similar to
aliasing, see Fig. 5.1). Improving the tracking results by lowering the
detection threshold therefore only works to a certain limit, below which
the quality of tracking results starts to decline again.

Figure 5.1: Simple illustration of the
aliasing effect of a spurious track (semi-
transparent orange arrow) created from
unrelated detections (dark gray line and
circles) that belong to genuine tracks (light
gray arrows and circles). A similar effect
can also be seen in genuine tracks (see
Fig. 4.17), which is likely caused by resid-
ual pointing fluctuation noise.

When optimizing the detection threshold, it turned out that the number
of detections increased roughly exponentially with decreasing detection
threshold (see Fig. 5.2). Interestingly, at higher thresholds, the first images
generally have an overall lower number of detections than later images
(plot 1 in Fig. 5.2), but then the image order inverts with decreasing
detection threshold. This may be because at higher thresholds, the
algorithm mostly detects signal, while at lower thresholds, it falsely
detects a lot more noise. And since half the extended images have
significantly longer exposure times (6 vs 0.24 s, see p. 55) and thus much
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1 2 3

Figure 5.2: Total number 1 and number of used 2 and unused 3 detections (i. e., detections that did or did not become part of tracks) per
image if sequence STP090, as a function of the detection threshold. For simplicity, the G-axis only shows the threshold values for the images
with )exp = 0.24 s (see p. 71). The dashed lines indicate the threshold value that we chose in the methods paper (2.7) and the corresponding
mean number of detections per image. The latter is averaged over the whole image sequence and its trend can be roughly described by an
exponential function. Also shown are the individual numbers of detections per image, color-coded by their image number.

better signal-to-noise ratios, they have more point sources that can cross
the higher thresholds. At lower thresholds however, the noise from the
noisier principal images with their short exposure times (0.24 s) is picked
up faster. Another interesting feature is the large spread in the image
data when it comes to the number of used detection (plot 2 in Fig. 5.2).
This is a direct result of principal and extended tracking, the acceptance
thresholds, but also the residence time of the tracks. While the acceptance
thresholds dictate that each track has to be detected at least a certain
number of times in the principal sequence, in the extended sequence,
many of them will not be found again, often because they already left
the FOV.

Likewise, the total number of tracks also increased roughly exponentially
with an increasing number of detections (see Fig. 5.3). This makes intuitive
sense, as more detections not only beget more tracks, but they also close
gaps within tracks that would have otherwise not made it past the
acceptance thresholds. The trend in the total number of tracks shown in
Figure 5.3 is therefore not unexpected, but it is still somewhat surprising,
since after a certain point, the relation should become linear (if a track
e. g. has to have at least ten detections and there are 100 detections in
total, then in the perfect case, 10 tracks are recovered, but it cannot go
beyond that). But it seems that this point was not yet reached.

Figure 5.3: Total number of tracks and
number of tracks with Γ < 30% and
Γ = 0% as a function of mean number
of detections per image. The total number
of tracks can be roughly described by an
exponential function, while the numbers
of tracks with Γ < 30% and Γ = 0% are
virtually constant.

Additionally, the number of tracks with Γ < 30% and Γ = 0% remained
virtually constant with increasing number of detections. This may be a
testament to the robustness of our tracking algorithm, but there could
also be other mechanisms at play. At the highest detection densities, I
would expect there to be suitable detections at every step, which would
result in dropping miss-rates. But maybe the velocities and accelerations
of most spurious tracks quickly become outlandish so that their pursuits
fail during extended tracking.

The statistics of the other parameters that we optimized are however
not worth showing. The number of tracks was almost unaffected by the
tested parameter ranges, showing only small peaks. Accordingly, our
initial guesses were already pretty good.
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5.2 more on quality control

As already mentioned on page 70, the quality of the tracking results can
ultimately only be assessed by a human. One of the criteria that I used to
determine the validity of a track was the number of unrelated detections
that it included (although I did so only qualitatively; I never literally
counted all the unrelated detections). While I generally believe that this
is a good criterion because it not only reflects the “pureness” of a track
but also indicates how reliable its derived dynamics likely are, in reality,
it is often hard to discern (and if the algorithm were able to do it, tracks
would not have unrelated detections in the first place).

To better or worse, humans are particularly susceptible to a bias called
apophenia—the tendency to see patterns everywhere even if there are
none (e. g., Hubscher 2007). Thus, I always tried to be conservative with
my judgment and rather dismiss than accept tracks whose validity was
not immediately clear. As an example, Figure 5.4 shows three tracks that
I flagged as ambiguous, but unfortunately, it is impossible to convey the
“actual” appearance of the tracks on paper. In my program, I can for
example pan or zoom around, blend in and out different elements, or
adjust the contrast of the background image. This interactivity gives a
much better “feeling” for the tracks. Nevertheless, Figure 5.4 hopefully
shows that things like the shape of the fitted curve or the arrangement
of the detections can be deceiving (in one way or the other). The dense,
linear arrangement of detections at the beginning of track # 118 is for
example a generally good indicator that this part of the track is genuine,
which cannot be said with certainly about the rest of the detections. The
overall shapes of the tracks however look convincing (they usually do),
so there is a chance that they are genuine. Sometimes, it also helps to look
at the orientation of the velocity and acceleration vectors of a track to see
if they make sense, but this is rarely the case (especially without knowing
where those tracks are supposed to be in relation to the observer). But
ultimately, the signal of their detections was just too weak to really stand
out from the noise, so I flagged them as ambiguous.

# 1116

# 118

# 1619

Figure 5.4: Three tracks from sequence
STP090 that I flagged as ambiguous. The
red ellipses mark their detections, which
are connected by the gradient line from
yellow to red. Also shown are the fitted
curve in gray, and the orientations of their
velocity, ®E, and acceleration vectors, ®0.

A different case is shown in Figure 5.5. Here, the track is actually genuine,
although its shape is very unusual. From the looks of the detection
arrangement and the straight, gradient lines that connect them, the
track seems odd, especially because of the sharp kink after the first
24 detections (there are many tracks that start out the same way, but
they usually continue to be fairly straight). The fitted curve and the
velocity and acceleration vectors on the other hand seem reasonable,
and the master image shows that the associated detections clearly stand
out from the background noise. But in this case, that was not sufficient.
The distance between the later detection pairs is simply too large for an
observer to be certain that they belong to the same particle. So I switched
back and forth between the individual images of the sequence to study
the actual particle motion, which ultimately allowed me to confirm that
the track was genuine.

Generally however, missing and unrelated detections in an otherwise
genuine track are often not the (direct) result of shortcomings of the track-
ing algorithm or its setup, but of the detection algorithm not identifying
the point sources in the first place—where there is no detection, none
can be added to the track. This happens for example when the particle
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Figure 5.5: Example of a genuine particle track with a unique shape, demonstrating my
assessment process and the difficulty of distinguishing between genuine and ambiguous
tracks. The uncharacteristic kink (marked by the arrow), is also the result of a missing
detection pair (thick green circle).

is rotating and osculates in brightness, which then leads the tracking
algorithm to choose the next best (but wrong) candidate. But luckily, the
“presence” of missing or unrelated detections in an otherwise genuine
track is only a minor issue as long as its properties are not significantly
affected, which is what we ultimately care most about. In that regard,
they have an effect similar to the residual pointing fluctuation.

Testing the effects of missing or unrelated
detections incorporated into a track is also
a reason why my simulation software can
generate tracks with inherent miss-rates.

I tentatively investigated the effects of such spatial offsets by adding
random noise to the fit of a sample particle track, and then refitting
the new data points to see how drastically the derived velocity and
acceleration vectors change. The random noise was created in two ways:
(a) via bootstrapping of the measured offset values, and (b) by sampling
the offset values from a Gaussian distribution, which they generally
follow in reality (see Fig. 5.6). Nevertheless, Figure 5.7 shows that there is
essentially no difference between the two methods, and more importantly,
that the noise only seems to have minor effects on the derived velocity
and acceleration vectors (at least on the offset scales that we generally
allow). So at least from a quality-of-fit point of view, the particle dynamics
that we obtain from the fitted particle tracks should be fairly reliable.

When looking at the overall statistics of a
tracking result, the deviations induced by
such residual offsets should also average
out given a large enough data set. A simi-
lar argument might even be made regard-
ing the dynamics of spurious tracks. The
velocity and acceleration distributions of
genuine and ambiguous tracks look quite
similar (see, e. g., Fig. 17 in the methods pa-
per; otherwise, they might have been used
to distinguish between the two groups).
But importantly, to estimate their physical
dynamics and particle sizes (i. e., in meters
instead of pixels), the particle-observer
distance has to be known (e. g., by asso-
ciating them with the nucleus), which is
impossible if their fits are unreliable on an
individual level.

Figure 5.6: Residual offset distribution of
a sample track (the same one shown in
Figure 3 in the science paper). These distri-
butions were used to investigate how the
spatial offset might affect the track prop-
erties.

Bootstrapping Gaussian sampling

Figure 5.7: Derived velocity and acceleration vectors obtained from adding random noise
to the fit of a sample track (see Fig. 5.6), once via bootstrapping, and once by Gaussian
sampling. In both cases, 300 different data sets were created and subsequently fitted. The
resulting vectors (orange) were plotted with a transparency of 1/300 to create a kind of
“probability cloud”. The dashed gray lines point in their average directions, while the
black-contour arrows correspond the vectors derived from the real data.
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Notably, tn the current implementation
of the simulation software, the parame-
ters are drawn independently from one
another, while in reality, many of them are
correlated (such as velocity and accelera-
tion). As a consequence, the simulated pa-
rameter space actually allows for a larger
variety of parameter combinations, which
may also be an advantage.

It might also be useful to test the stability
of this preservation of parameter distribu-
tions by continuously feeding the tracking
results back into the simulation to use as
the new basis for the next simulated data
set. The evolution of the parameter distri-
butions (or the lack thereof) might then
make certain biases more visible.
The idea of this statement is that if true,
the real data set should be statistically no
different from any other data set drawn
from the underlying distributions. Thus
any conclusions that can be made about
the simulated data should also apply to
the real data.

5.3 last words on simulations

As already described on page 72, my simulation software is able to
simulate data based either on concrete tracking results, or on user-
specified parameters and synthetic distributions. Ii can thus simulate
data in three different flavors:

Simulating data solely based on assumptions: This entails coming up
with reasonable estimates for velocity, acceleration, orientation,
positioning (e. g. clustering), miss-rate, residual offset, detection
signal-to-noise ratio (i. e., the ratio between detections from tracks
vs. those from noise), and other minor distributions, as well as the
general number of tracks. The strength of this approach is that the
parameter space to choose from is essentially limitless. It allows to
make up any kind of (unphysical) track populations and detection
sets, which can help to identify limitations and biases of the tracking
algorithm. Such data sets can for example be used to determine
the parameter-dependent tendency of the tracking algorithm to
retrieve spurious tracks. This was shown in Section 5.1.1 of the
methods paper, where data sets that only consisted of random
noise were used to test how many spurious tracks the algorithm
retrieved as a function of detection density, which is directly related
to the detection threshold. But in theory, this approach could also
be used to study the effect of other tracking parameters. Another
application would be to test the sensitivity of parabola fitting by
creating a data set that only consists of random noise and straight
tracks with detections that are slightly offset. It could then be tested
how resistant the algorithm is against noise and offset before it
goes off trail and creates curved tracks. Opposed to simulating
data solely based on tracking results, this approach also has the
advantage that it is free from any biases that may be inherent to
the tracking results (although it may of course be prone to others).

Simulating data solely based on tracking results: In this case, distribu-
tions for velocity, acceleration, orientation, positioning, miss-rate,
offset, signal-to-noise, etc., are all directly inferred from the tracking
results of real data. As long as the underlying tracking results are
good, this approach has the obvious advantage that the parameter
distributions will generally be close to reality. But because it relies
on Gaussian kernel density estimation to create the distributions,
they are sensitive to the binning of the histogram data, which
therefore must be chosen with care. Additionally, this approach
can only ever simulate data within a limited parameter space,
since it not only excludes tracks that are not part of the underlying
tracking results (but that might very well exist), but it may also be
based on parameter distributions that are inherently wrong due
to the inclusion of spurious tracks. On the other hand however, it
might allow to make the following statement: if a) the simulation
shows that for a given set of tracking parameters, the true positive
and false positive rates of the algorithm are relatively stable and
independent of the number of simulated tracks, and b) the shape
of the parameter distributions of the underlying tracking results
is “preserved” (i. e., reproduced by the tracking results of the sim-
ulated data), then the true positive rate is likely also valid for the
underlying data.
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A hybrid simulation based on assumptions and tracking results: This
middle ground might prove the most useful, since it allows to keep
the simulation close to real data, while also being flexible. There are
obviously all kinds of ways of how assumption- and tracking-result-
based parameters could be combined. Here are a four suggestions:

▶ Using tracking-result-based parameters, but varying the de-
tection density (while keeping the detection signal-to-noise
ratio constant). This could be useful to find a more sensible
lower bound for the detection threshold than by simulating
noise only.

▶ Using tracking-result-based parameters, but varying the de-
tection signal-to-noise ratio, for example by changing the
number of simulated tracks while keeping the noise constant
or vice versa. At the one extreme, this might give an idea
about when the algorithm would start generating spurious
tracks even if most of the detections are genuine. At the other
extreme, it might give an idea about when the algorithm stops
being able to pursue a genuine track and gets lost in the noise
(“needle in the haystack”). Another way would be by chang-
ing the miss-rate of the simulated tracks, which might give
an idea about when low-quality tracks become inseparable
from noise.

▶ Using tracking-result-based parameters, but adding specific
track populations on top that were not found in the real data.
If these artificial tracks are found with the same set of tracking
parameters that was used for the real data, then this should be
a good indication that those tracks do not exist in the real data.
Something similar was for example also done by Denneau
et al. (2013), who added synthetic measurements of asteroid
populations to their real data sets to test the efficiency of their
tracking engine for SSSBs, or Kelley et al. (2013, 2015), who
added artificial point sources to their observations to test their
tracking algorithm of dust particles at comet 103P/Hartley 2.

▶ Using tracking-result-based parameters, but simulating the
noise by creating tracks that consist of too few detections to
make it past the acceptance threshold. This way, the simulated
noise might be closer to reality, since most of the noise in real
data likely comes from very faint particles on the verge of
merging with the diffuse coma.
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I
n my second paper, “Dynamics and potential origins of decimeter-
sized particles around comet 67P/Churyumov-Gerasimenko” (which
in this dissertation is called the “science paper” for convenience), I

focused on the application of my tracking algorithm and the implications
of my findings to cometary science. As with the methods paper, the
science paper is now presented unaltered and in full following the layout
described in the Preface. Each page of the original paper is reprinted
on the right side of a double-page and regularly augmented by in-situ
discussions on the left side to provide additional information (although
this time, not every double-page contains in-situ discussions because
many of them have by now found their way into the science paper during
its review process). Because it is currently not possible to include pdf
pages with working hyperlinks in a LATEX-document, I manually added
all hyperlinks back into the science paper (except for those found in
its bibliography). Citations within the digital version of this document
therefore redirect to the bibliography at the end of the dissertation.

* * *

Contribution disclosure

I wrote the entire science paper and created all its figures. The analysis I
performed under the advice of my co-authors. Raphael Marschall addi-
tionally provided his gas and dust coma modeling software and helped
with its usage and the implementation of code changes. Björn Grieger
additionally transformed data into the QuACK coordinate system.
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ABSTRACT

Context. One of the primary goals of the European Space Agency’s Rosetta mission to comet 67P/Churyumov-Gerasimenko was to
investigate the mechanisms responsible for cometary activity.
Aims. Our aim is to learn more about the ejection process of large refractory material by studying the dynamics of decimeter-sized
dust particles in the coma of 67P and estimating their potential source regions.
Methods. We algorithmically tracked thousands of individual particles through four OSIRIS/NAC image sequences of 67P’s near-
nucleus coma. We then traced concentrated particle groups back to the nucleus surface, and estimated their potential source regions,
size distributions, and projected dynamical parameters. Finally, we compared the observed activity to dust coma simulations.
Results. We traced back 409 decimeter-sized particles to four suspected source regions. The regions strongly overlap and are mostly
confined to the Khonsu-Atum-Anubis area. The activity may be linked to rugged terrain, and the erosion of fine dust and the
ejection of large boulders may be mutually exclusive. Power-law indices fitted to the particle size–frequency distributions range
from 3.4 ± 0.3 to 3.8 ± 0.4. Gas drag fits to the radial particle accelerations provide an estimate for the local gas production rates
(Qg = 3.6 × 10−5 kg s−1 m−2), which is several times higher than our model predictions based on purely insolation-driven water ice
sublimation. Our observational results and our modeling results both reveal that our particles were likely ejected with substantial
nonzero initial velocities of around 0.5–0.6 m s−1.
Conclusions. Our findings strongly suggest that the observed ejection of decimeter-sized particles cannot be explained by water ice
sublimation and favorable illumination conditions alone. Instead, the local structures and compositions of the source regions likely
play a major role. In line with current ejection models of decimeter-sized particles, we deem an overabundance of CO2 ice and its
sublimation to be the most probable driver. In addition, because of the significant initial velocities, we suspect the ejection events to be
considerably more energetic than gradual liftoffs.

Key words. comets: general – zodiacal dust – comets: individual: 67P/Churyumov–Gerasimenko

1. Introduction

Comets are small Solar System objects that formed in the outer
regions of our protoplanetary disk beyond the snowline (e.g.,
Weissman et al. 2020). At these heliocentric distances, water and
other (super-)volatiles like CO2 can remain solid over astronomi-
cal timescales. These ices make up a significant part of cometary
material, which otherwise consists mainly of refractory aggre-
gates. Because of this ice content, comets become active once
they enter the inner Solar System: their ices start to sublimate.
If this happens beneath the cometary surface, the expanding gas
can get trapped and build up pressure. Eventually, this pressure
may overcome the gravity and tensile strength of the overlying
material, expel the gas, and eject some of the refractory material
along with it. The released gas and dust then form the character-
istic cometary coma, tail, and trail (e.g., Agarwal et al. 2023).

Decimeter-sized particles1 are likely ejected by CO2 ice sub-
limation in deeper surface layers (e.g., Gundlach et al. 2020;
Fulle et al. 2020; Wesołowski et al. 2020; Ciarniello et al. 2022;
Davidsson et al. 2022), but the responsible mechanisms are not

1 Following the classification of cometary dust by Güttler et al. (2019),
we use the term “particle” as a generic term for any unspecified dust
particle, independently of its size.

yet fully understood (e.g., Zakharov et al. 2022; Bischoff et al.
2023; Agarwal et al. 2023, and even less so for small parti-
cles where cohesion forces dominate, e.g., Gundlach et al. 2015;
Skorov et al. 2017; Markkanen & Agarwal 2020).

Learning more about these processes was, and still is, one
of the primary science goals of the European Space Agency’s
Rosetta mission to comet 67P/Churyumov–Gerasimenko (e.g.,
Taylor et al. 2017). The spacecraft rendezvoused with 67P in
August 2014 and accompanied the comet through its perihelion
passage in August 2015, until Rosetta was set on an intercept
course with 67P on September 30, 2016, and landed on its sur-
face. Among the suite of Rosetta’s science instruments was the
Optical, Spectroscopic, and Infrared Remote Imaging System
(OSIRIS), which consisted of a wide-angle and a narrow-angle
camera (WAC and NAC, Keller et al. 2007). During the ren-
dezvous phase, these cameras recorded many image sequences
of the near-nucleus coma, which also captured the motion of
individual dust particles shortly after their ejection. Because the
study of their dynamics can help to understand their ejection
process, we developed a particle tracking algorithm for OSIRIS
images in Pfeifer et al. (2022).

For the current paper we have now applied an enhanced ver-
sion of this algorithm to four OSIRIS/NAC image sequences. In
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Some of those sequences are shown on this and the next two double-pages
to highlight some of the issues (all images are brightness-inverted and
their contrasts improved for better readability).

Figure 7.1: Sample images of sequence STP064. First image of the sequence on the left, master image in the middle and again with a sample
of identified tracks (Γ < 30%) on the right. The sequence consists of 57 images and was recorded on July 14, 2015, at roughly 1.3 AU from the
Sun and 162 km from the nucleus. It has two main “issues”. For one, it was recorded in image triplets instead of pairs, which our tracking
algorithm cannot handle by default (I still got it running with some small tweaks to the source code, but it is certainly not optimized for
such sequences; the results are surprisingly good, however). Second, there are only a handful of tracks, and nothing that would allow to
associate them with the nucleus or otherwise determine their particle-observer distance.

Figure 7.2: Sample images of sequence STP066 (figure layout analogous to Fig. 7.1). It consists of 36 images and was recorded on July 24,
2015, at roughly 1.3 AU from the Sun and 185 km from the nucleus. It has the same issues as sequence STP064.

Figure 7.3: Sample images of sequence STP067 (figure layout analogous to Fig. 7.1). It consists of 44 images and was recorded on July 29,
2015, at roughly 1.3 AU from the Sun and 181 km from the nucleus. This sequence has different issues than the previous two. Unlike STP064
and STP066, which also only consist of a single sub-sequence, this one has the same format as the other sequences that I analyze in the
science paper (i. e., consisting of a short and a long sub-sequence recorded in image pairs). Unfortunately however, as the inlet in the
central image shows, it is strongly affected by pointing fluctuation. Generally, this is manageable, but there are no sidereal objects visible
in the background that could be used to correct for it. The right figure shows where such objects should theoretically be visible in the
master image, but they are simply not bright enough. Additionally, even if they were visible, there are only two that stay within the FOV
throughout the entire sequence, but one is partly covered by the nucleus, and the other is very close to it. But for the sidereal-motion-based
correction to work, at least one object should be tracked throughout the entire sequence. Thus, while it is important for a sequence to be
long enough to allow for a reliable determination of the particle dynamics, it is also important that it is not too long either, because then
there will be no sidereal object that is visible throughout the entire sequence. As it turns out, the roughly two hours of the sequences that
we analyze in the science paper are pretty optimal.
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Sect. 2 we give an overview of the image sequences. In Sect. 3,
we briefly discuss how we improved the tracking algorithm, and
explain why we only focus on certain particle groups for our
analysis, and how we selected them and identified their sus-
pected source regions. In Sect. 4, we investigate these regions,
determine the particle size–frequency distributions, reconstruct
the local illumination conditions and surface accelerations, ana-
lyze the particle dynamics, and compare the results to dust coma
simulations. Finally, in Sect. 5 we summarize our findings and
conclusions.

2. Data selection

We chose the four most suitable image sequences for our analy-
sis from a group of about 100 similar sequences. The others were
rejected for various reasons (listed in Appendix B), but to sum-
marize, we looked for (preferably complete) image sequences
that were recorded in image pairs over a roughly 2-h time span
and no farther than ≈ 150 km from the nucleus, and that consist
of two subsequences (one short, one long), contain (trackable)
sidereal objects, and show at least one concentrated group of
high-quality particle tracks.

The four selected sequences were recorded by OSIRIS/NAC
between December 16, 2015, and January 6, 2016 (see Table 1
and Keller et al. 2007). They each consist of 44 images and are
the result of merging two subsequences (OSIRIS activity tags
“JETS_MOVIE” and “DUST_JET”). Figure 1 shows the typical
timeline of such a sequence, and Table 2 lists relevant meta-
data (see also Pfeifer et al. 2022). In the following, we call these
sequences according to their designated (Rosetta mission) short-
time-planning (STP) numbers: STP087, STP088, STP089, and
STP090.

As did Pfeifer et al. (2022), we used images of OSIRIS
calibration level 3E (Tubiana et al. 2015, see sample images
in Figs. 2 and A.1)2. Images of this level are radiometrically
calibrated, corrected for in-field and solar stay-light, geometric
distortion, and boresight offset (resampled), and are expressed
in radiance units (W m−2 sr−1 nm−1). In preparation for the par-
ticle tracking, the images additionally underwent a number of
pre-processing steps, where the diffuse coma background was
removed, the bright nucleus masked out, and the point-source-
like particles were detected (Pfeifer et al. 2022). For visual
confirmation, we then also stacked the cleaned images using only
the maximum value that each pixel assumed over the course of
the sequence to create a “master image” (see, e.g., Fig. 2). The
identified point source coordinates, on the other hand, are passed
on to the tracking algorithm, where they are used to reconstruct
the particle trajectories.

3. Particle tracking

3.1. Tracking algorithm

To track the detected particles, we used the algorithm described
in Pfeifer et al. (2022, see this reference for definitions of tech-
nical terms used in the following), which we improved in three
significant ways:

1) Because we found that for some tracks, fitting a second-
order polynomial is inadequate, we now also allow fitting of
third-order polynomials during the extended tracking phase, but

2 The data are available at the Planetary Science Archive of the Euro-
pean Space Agency under https://www.cosmos.esa.int/web/
psa/rosetta

Table 1. OSIRIS/NAC specifications.

Field of view (FOV) 2.208° × 2.208°
Pixel resolution 18.6µrad × 18.6µrad
CCD resolution 2048 px × 2048 px
Filter (NAC F22) Center: 649.2 nm, bandwidth: 85 nm

Fig. 1. Typical timeline of the four image sequences analyzed, in this
case STP089. The other sequences deviate from this structure only by a
few seconds at most.

only under the condition that the absolute jerk (i.e., change in
acceleration) is lower than a certain user-defined threshold. This
condition is necessary because the jerk is very sensitive to inac-
curate data points. Thus, high jerk values more likely result from
pointing fluctuation that we could not completely correct for
or from unrelated detections that were erroneously incorporated
into a track, rather than from actual physical forces that acted
on the particles. Because the tracks generally have a lot more
data points than the polynomials have degrees of freedom, and
because their fits yield median adjusted R2 values (a measure
for the goodness of fit; e.g., Ezekiel 1930; Fahrmeir et al. 2021)
that are extremely close to unity (⪆0.9999), we are confident
that we are not overfitting our data. Nevertheless, there are other
caveats that come with the choice of polynomial degree, specifi-
cally concerning the extrapolation of such fits (see Appendix C).
We therefore limit extrapolations to a maximum of 30 minutes.

2) Originally, some detections were rejected during the track-
ing process, even though they were located close to their track
and could be visually confirmed to be part of it. We found that
they were rejected because their residual offset was too large
with respect to their expected location at the corresponding time,
according to the fit. We now calculate the residual offset as
the shortest distance to the fit, effectively dropping the timing
criterion.

3) The radiance values of particle detections are now more
accurate. Instead of integrating only over the member-pixels of
a point source that are above a certain radiance threshold, we
now integrate over all the (sub)pixels that lie within an ellipse
containing most of the source’s signal (see also Bertin & Arnouts
1996; Barbary 2016). During the photometry however, we are
deliberately not removing any background signal (e.g., derived
from elliptical annuli around the detections), because we already
removed the local background in preparation for the detection
process, on a scale (16 × 16 px) very similar to typical annuli
radii (≈ 11–17px; see also Pfeifer et al. 2022).

Figure 3 shows how fitting third-order polynomials in certain
cases, and generally calculating the residual offset as the shortest
distance to the fit, improves the particle tracking. In the demon-
strated case, fitting a third-order polynomial is even necessary
to track the particle at all. If a second-order polynomial were
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Figure 7.4: Sample images of sequence STP069 (figure layout analogous to Fig. 7.1). It consists of 44 images and was recorded on August 16,
2015, at roughly 1.2 AU from the Sun and 328 km from the nucleus. This sequence has no technical issues, but it was unfortunately recorded
very far away from the nucleus (Rosetta was put on a safe distance because this was just after 67P passed through its perihelion on August
13, 2015, so during its most active phase). Hence despite the intense activity, not many individual particles can be observed (which, to be fair,
is also an issue with the previous three sequences). Judging from the image on the right, if the tracks were at the same distance as the
nucleus (which they are likely not), they must be at least about 50 cm in radius to be detectable, but there are likely only relatively few
particles that large (especially during this most active phase, see discussion on p. 103).

Figure 7.5: Sample images of sequence STP075 (figure layout and issues analogous to Fig. 7.4). It consists of 44 images and was recorded on
September 23, 2015, at roughly 1.3 AU from the Sun and 401 km from the nucleus. Even though this sequence was recorded even further
away from the nucleus than sequence STP069, there are significantly more particles that can be tracked. Nevertheless, most of the tracks
start too far away from the nucleus to reasonably associate them with its surface. In fact, most of the particles that seem to fly straight away
from the nucleus in radial direction are likely far away from the nucleus and much closer to the camera, which is why they can be seen
and why their tracks start at a significant distance from the nucleus. Curiously, there are three particles to the north-west of the nucleus
that almost seem to orbit the nucleus in unison—even following its rotation. If they were truly at roughly nucleocentric distance from the
camera, the two brighter ones may have been around 2 and 3.5 m in (equivalent) radius. Maybe they even share the same origin.

a)

b)

c)

a) b) c)

reference point

Figure 7.6: Sample images of sequence STP078 (figure layout similar to Fig. 7.1, except for the image on the right). It consists of 40 images
and was recorded on October 14, 2015, at roughly 1.5 AU from the Sun and 497 km from the nucleus. This sequence is one of a few with a
very peculiar issue: its inherent pointing fluctuation is strongly location-dependent. The smaller image on the right shows the identified
sidereal tracks, color-coded by their mean vertical position. Next to it are three (rotated) close-ups of the sidereal tracks a), b), and c), to show
that the objects are clearly visible and have been perfectly tracked. Nevertheless, as the plot below shows, there is a significant difference in
relative (horizontal) offset, depending on the image location. This is likely due to insufficient distortion correction, making it impossible to
accurately correct for the pointing fluctuation. (Theoretically, the sequence actually consists of 72 images, spanning roughly 2 h 20 min, but
after the first 40 images, there is a significant jump in pointing, so the remaining 32 images have to be disregarded.)
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Table 2. Metadata of the four sequences analyzed.

Name Date t0
(a) (UT) ∆t (b) r̄h

(c) (AU) ∆̄ (d) (km) δ̄px
(e) (m2) δ̄FOV

( f ) (km2) ϕ̄s
(g) (°) λs

(h) (°) ᾱ (i) (°)

STP087 2015-12-16 7:01:06 1:50:10 1.90 113 2.1 × 2.1 4.35 × 4.35 −21.1 122–177 90.9

STP088 2015-12-26 6:30:06 1:50:11 1.98 79 1.5 × 1.5 3.06 × 3.06 −18.2 185–240 91.2

STP089 2015-12-30 7:01:06 1:50:10 2.01 88 1.7 × 1.7 3.39 × 3.39 −17.1 188–243 91.3

STP090 2016-01-06 7:01:04 1:50:11 2.06 86 1.6 × 1.6 3.33 × 3.33 −15.3 219–274 91.2

Notes. (a)Starting time. (b)Total duration. (c)Mean heliocentric distance. (d)Mean nucleocentric distance. (e)Mean pixel resolution at nucleocentric
distance. ( f )Mean CCD FOV at nucleocentric distance. (g)Mean sub-solar latitude. (h)Sub-solar longitude range. (i)Mean phase angle.

Fig. 2. Sample images from sequences STP087 and STP088. First images of the respective sequences on the left, master images on the right. The
ellipses in the master images mark the suspected source regions of the concentrated particle groups. All images are brightness-inverted and had
their contrasts improved for better readability (for sequences STP089 and STP090 see Fig. A.1).
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Figure 7.7: Sample images of sequence STP079 (figure layout analogous to Fig. 7.3). It consists of 48 images and was recorded on October 21,
2015, at roughly 1.5 AU from the Sun and 406 km from the nucleus. While this sequence was also recorded very far away from the nucleus,
its main issue is that there is a big jump in the camera pointing after the first 20 images, as demonstrated by the two “nuclei ghosts” in the
master image and the sudden jumps in the sidereal tracks (the different angles are because some objects briefly left the FOV or were covered
by the nucleus). To make the tracking work in this case, the jump would need to be corrected for, which is non-trivial. But even with the
correction, it would be difficult to say if a track was correctly continued after the jump (although this may solvable by creating a new master
image that accounts for the jump, but that is also not straightforward as the pixels won’t align anymore). In theory, this sequence even has a
third part of another 20 images, but they were recorded roughly five days after the first two.

Figure 7.8: Sample images of sequence STP093 (figure layout analogous to Fig. 7.1). It consists of 44 images and was recorded on January 27,
2016, at roughly 2.2 AU from the Sun and 73 km from the nucleus. This sequence also has several issues. Generally, it was recorded at
a nucleocentric distance that should work well for particle tracking, but unfortunately, the nucleus takes up way too much space in the
images. And since we cannot track particles in front of it because most of its surface is usually oversaturated and point sources cannot easily
be distinguished from other surface features, there is only a small area in the sequence where particles can be tracked. Additionally, its
recording pattern is more complicated than usual (indicted by the line with circles next to the color bar). While it consists of a shorter (filled
circles) and a longer (open circles) sub-sequence, the shorter one does not consist of image pairs, but is instead split into two sets of ten
equally-spaced images. This makes the default principal and extended tracking impossible.

Figure 7.9: Sample images of sequence STP105 (figure layout analogous to Fig. 7.3). It consists of 30 images and was recorded on April
20, 2016, at roughly 2.8 AU from the Sun and 30 km from the nucleus. This is one of the last sequences of this kind that was recorded.
Unfortunately, its recording pattern is different yet again, with three groups of ten equally-spaced images. This issue alone would likely be
solvable, but in between these image groups, the spacecraft was seemingly rotating along the camera line of sight. This makes the default
tracking of sidereal objects impossible.
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Fig. 3. Sample track from sequence STP089 demonstrating how fitting third-order polynomials and calculating the residual as the shortest offset
instead of the time-invariant offset can significantly improve the tracking results. Full (brightness-inverted) master image on the top left, close-up
on the top right. The sample track is highlighted by the gray arrow, while the orange contours indicate the corresponding point sources.

used, the tracking parameters would have to be too lenient, which
would result in highly inaccurate velocity and acceleration vec-
tors and thus predictions during tracking, causing the algorithm
to go astray.

3.2. Track selection

In Pfeifer et al. (2022), we introduced a simple but effec-
tive criterion–a miss-rate Γ < 30%–to separate genuine from
ambiguous tracks, and demonstrated potential applications for
our tracking algorithm with tentative first results. While we con-
tinue to use the miss-rate criterion as a means of pre-selection,
we have now substantially refined the analysis that follows it.

To derive physical properties of ejected particles, such as
their sizes and dynamics, it is essential to know the particle-
observer distances. Chesley et al. (2020, and references therein),
for example, were able to retrieve particle-observer distances
and reconstruct the full 3D trajectories of particles around aster-
oid 101955 Bennu; but doing the same for particles near an
active cometary nucleus is extremely difficult. For one, in addi-
tion to a complex gravity field, active comets have unknown

gaseous environments, whose influence on the particles is com-
plex (Skorov et al. 2016, 2018; Reshetnyk et al. 2018; Ivanovski
et al. 2017a,b; Moreno et al. 2022). Secondly, if the (decimeter-
sized) particles retain large amounts of water ice after ejection
(Gundlach et al. 2020; Davidsson et al. 2021), they may even
be outgassing themselves and produce a measurable rocket force
(Kelley et al. 2013, 2015; Agarwal et al. 2016; Güttler et al.
2017). Finally, due to the aforementioned residual pointing fluc-
tuation, our positional data is generally not precise enough to
account for such effects and reconstruct 3D trajectories. We
hence have to work in the 2D image plane and use a different
way to approximate the particle-observer distance.

In Pfeifer et al. (2022), we made the basic assumption that
particles, whose tracks started close to a central active area on
the surface of 67P, and whose velocity vector pointed in the same
direction as the estimated surface normal ±45°, likely originated
from that area. This allowed us to use the nucleocentric distance
as a proxy for the particle-observer distance.

While we still use the nucleocentric distance as an estimate
for the particle-observer distance, we now change how the par-
ticles for which we make this assumption are selected. First, we
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There are also a few more image sequences that didn’t suffer from any
serious technical issues, but which simply lacked enough (concentrated)
tracks to do reasonable statistics (see Fig. 7.10).

Figure 7.10: Four more image sequences with selected groups of tracks. The legend is analogous to that of Figure 4 in the science paper.
Generally, all these sequences contain a lot of tracks—especially sequence STP086, where we identified 1067 tracks with Γ < 30%, the most
out of all the sequences (and that despite heavy artifacts around the nucleus which are present in all the images with short exposure time
and can be seen as the squareish “ghost feature” in the lower part of the master image). The sequences however do not show surface areas
that seem to be significantly more active in ejecting large particles than others (or at least not in the same intensity as the sequences discussed
in the science paper). The most promising may have been sequence STP084, but the suspected source region is unfortunately located very
close to the edge of the FOV, which likely prevents the detection of many additional particles that might have been ejected from it.
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Fig. 4. Selected tracks from the four sequences. The fits were extrapolated back in time for a maximum of 30 min. The extrapolated curves end
where they are closest to the ellipse centers. The endpoints are hence not intended to mark the exact ejection times or places.

find a concentrated group of particles in the master image. Such
groups are key, because their tracks intersect the nucleus within
a relatively well-defined area. This allows us to assume that the
particles (a) were ejected only recently, and (b) share a common
origin (two assumptions that are unreasonable to make about
the more randomly or homogeneously distributed tracks). Then,
we define an ellipse that roughly outlines their suspected source
region in the first image of a sequence, placed on the nucleus
close to its limb and slightly following its contour (see Fig. 2).
Next, we extrapolate the 2D fits of the particle tracks back in time
for a maximum of 30 minutes. Within this period, the nucleus

rotates at most 14.5°, which results in a displacement of the sus-
pected source region that we still deem acceptable. Lastly, we
check whether the tracks intersect with the ellipse within a cer-
tain incidence angle range. For those that do, we assume that
they likely originated from this area (see Fig. 4). Even though
this approach is still relatively simple and some of the selected
particles likely originated from somewhere else, in Sect. 4, we
show that the general areas are nevertheless plausible.

In the past, it was also suggested that the crossing of par-
ticle “streams” can lead to apparent (artificial) features in the
particle number/coma density and the average particle motion

A136, page 5 of 30

dynamics and potential origins of decimeter-sized particles around comet 67p 101

2

4

4

30



102 dynamics and potential origins of decimeter-sized particles around comet 67p

Some of those sequences are shown in Figures 7.1, 7.2, 7.4, and 7.5. In
these cases, there is a distinct lack of large particles in the radiant gas and
dust features above the active areas. At first, I thought that no particles
could be seen in those areas because they were simply too densely yet
diffusely populated, and that the signal of the particles was removed
together with the background. But then I discovered sidereal background
objects that “moved” through these areas and were perfectly visible and
detectable.

The corresponding results have by now been published in Attree et al.
(2024a).
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(and specifically so in the case of coma simulations using fluid
dynamics, e.g., Crifo et al. 1995, 2005; Rodionov et al. 2002;
Zakharov et al. 2009). More recently, Shi et al. (2018) indeed
confirmed that collimated gas and dust flows can result from
topographic focusing, but additionally note that apparent jet-
like features can also be optical illusions that emerge from
projections along the viewing direction. Since we are tracking
individual particles however, and thus are not concerned with
average coma densities or particle motions within certain vol-
umes along the line of sight, the crossing of particle trajectories
is irrelevant in this regard.

During the tracking procedure itself, crossing trajectories are
also generally unproblematic. For the tracking algorithm to get
confused and jump from one trajectory to the other, they also
need to cross at the same time, and have relatively similar speeds,
accelerations, and directions. While this can still happen occa-
sionally, such cases are effectively filtered out by our acceptance
thresholds and the miss-rate criterion (see Pfeifer et al. 2022). In
total, we recovered 11 858 potential particle tracks from the four
image sequences, of which 3626 have miss-rates less than 30%.
Of those, we traced back 409 to the suspected source regions
and visually inspected them several times. We are hence confi-
dent that none of the 409 particle tracks that we analyze in the
following consist, or were affected by, crossing trajectories. Dur-
ing the entire process, we also did not see any particles colliding
or breaking apart.

4. Results and discussion

4.1. Suspected source regions

To get a better idea about where the suspected source regions are
located on the nucleus, we used the SPICE toolkit (spacecraft–
planet–instrument–c-matrix–events, Acton 1996; ESA SPICE
Service 2020) to project the ellipses onto the nucleus surface as
it was oriented in the first image of each sequence. For every
pixel inside the ellipses, we calculated the points of intersec-
tion between the corresponding line of sight and the nucleus
shape model SHAP5 (Jorda et al. 2016, in the “cheops” refer-
ence frame). Due to 67P’s concave shape however, not every
point on its highly irregular nucleus is uniquely identified by the
typically-used equidistant cylindrical map projection. Hence, we
instead use the recently developed quincuncial adaptive closed
Kohonen (QuACK) projection (Grieger 2019; Leon-Dasi et al.
2021) to present our data. Figure 5, for example, shows how the
four suspected source regions project onto the south-centered
QuACK map.

As already indicated in Sect. 2, we chose the suspected
source regions according to which parts in the master images
looked to be most active. Because the diffuse coma and jet-like
features have mostly been removed in these images, the choices
were based on where the largest, concentrated groups of point-
source-like particles appeared to originate from. Interestingly,
the suspected source regions do not necessarily coincide with
the locations of the strongest diffuse features. In other words, it
seems that the ejection of large particles (likely of at least a few
centimeters) does not always correlate in location, strength, or
orientation with that of small (probably subcentimeter) particles
(cf. images in Figs. 2 and A.1).

We also observed this seeming anti-correlation in several
other sequences not discussed in detail here. In some of those
cases, the spacecraft may have been too far away from the
nucleus to distinguish even boulders from the diffuse dust fea-
tures above its surface, and in others, the phenomenon may
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Fig. 5. QuACK-map of 67P’s nucleus, centered on its south pole (SP).
The colored shapes show how the ellipses that mark the suspected
source regions project onto the surface. The lines in the respective col-
ors indicate the projected ellipse centers. For the geographic data such
as surface regions (black lines), latitudes (dotted, light gray lines), and
longitudes (dashed, gray lines), the publicly available maps provided by
Leon-Dasi et al. (2021)3 were used (slightly modified). For the data of
the bright spots, see also Oklay et al. (2017); Deshapriya et al. (2018);
Hasselmann et al. (2019); Fornasier et al. (2016, 2017).

be explained by the fact that the sequences were recorded dur-
ing 67P’s perihelion phase, when the comet was most active
and dominated by water ice sublimation (e.g., Combi et al.
2020; Läuter et al. 2020), which, according to current activ-
ity models, can only eject fine dust particles (≲1 cm) due to its
shallow sublimation front, while CO2 ice sublimation is respon-
sible for the ejection of larger chunks (e.g., Gundlach et al.
2020; Fulle et al. 2020; Wesołowski et al. 2020; Ciarniello et al.
2022; Davidsson et al. 2022). Yet according to recent thermal
modeling by Nicholas Attree (priv. comm.)4, the fine-dust ero-
sion driven by water ice sublimation and the ejection of large
particles driven by CO2 ice sublimation cannot happen simulta-
neously at the same location. The observed lack of large particles
within the strong, diffuse dust features may therefore be evi-
dence of this activity-based separation. Notably, Kelley et al.
(2013, 2015) already observed the same phenomenon for comet
103P/Hartley 2, but they suspected dynamical processes like the
rotation of the nucleus, solar radiation pressure, or rocket forces
from asymmetric outgassing to be responsible.

It may also seem as if the nucleus is not homogeneously,
but only locally active in this particle size regime. This obser-
vation could be biased however due to our selection criteria of
the image sequences (cf. Sect. 2), as we were specifically look-
ing for sequences with strong, local activity to fulfill our basic
assumptions. Nevertheless, our data clearly show that there are
times when inhomogeneous activity occurs.

3 Maps available here: https://doi.org/10.5270/esa-kokoti7
4 Presented at the Rosetta Dust Workshop 2023.
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Here is some more information about the related phenomena, which
I did not mention in the science paper for brevity: meteorite impacts
in similar size regimes typically involve much higher energies and are
the result of completely different mechanics (see, e. g., also Öpik 1958b;
Kadono et al. 2020); volcanic eruptions are likely much closer related
to the phenomena we observed, since the underlying mechanisms (i. e.,
the sub-surface buildup and subsequent release of pressure) should
be similar, although they still occur on very different (energy) regimes;
cryovolcanism as observed on some ice moons may be a little bit closer
related (see, e. g., also Porco et al. 2006; Tian et al. 2007; Schmidt et al.
2008; Postberg et al. 2011; Berne et al. 2024); and finally the physics of
(terrestrial) geysers (which I didn’t mention in science paper at all) may
also be related (see, e. g., White 1967; Hurwitz et al. 2017; but also Mao
et al. 2020).

More importantly however, currently conducted laboratory experi-
ments with illuminated water-ice pebbles (A = 2.4�m) also show similar
ejection cones and indicate that their shapes strongly depend on the
surface structure (see Fig. 7.11).

Figure 7.11: Cumulative particle trajecto-
ries from micrometer-sized water-ice par-
ticles (data kindly provided by Calvin
Knoop). The images are similar to our
master images and were created by reduc-
ing 21-minute-long videos. The top image
shows the particle trajectories generated
by a flat (but somewhat rough) surface,
while shows the particle trajectories gen-
erated by a crater of ∼ 1 cm depth and
∼ 2 cm radius.
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Table 3. Summarized findings regarding the four suspected source regions.

Sequence Nt
(a) λc

(b) (°) τ (c) (LT) Covered surface regions (d) Source characteristics (e) b ( f )

STP087 81 206 13:57–17:35 ± 2:14 Im[b], Kn[a, b, c, d], Am[a] Rough, boulders, bright spots, jets 3.8 ± 0.4

STP088 94 226 11:06–14:45 ± 1:24 Kn[d], Am[a] Rough, terrace, scarp, jets 3.6 ± 0.4

STP089 59 211 9:54–13:33 ± 2:00 Kn[a, d] Rough, boulders, bright spots, jets 3.7 ± 0.6

STP090 178 238 9:36–13:15 ± 2:18 Am[a], Ab, Se Smooth, scarp, fractures 3.4 ± 0.3

Notes. (a)Number of associated tracks. (b)Longitude center. (c)Observational period in local time at source region center. Time shift provides local
times at source region edges. Universal duration: 03:39. (d)Covered surface regions and subregions as defined by Thomas et al. (2018). (e)Terrain
features. ( f )Differential power-law index of associated particle SFD.

As illustrated in Fig. 5, all four suspected source regions
overlap substantially. While the recorded local time periods
of the four sequences are very similar (with the exception of
sequence STP087, see Table 3), these areas are not the only ones
that were illuminated and visible during the observations (see
Figs. 8–10, especially because of the different viewing geome-
tries). We could thus have picked areas that lie much farther
apart, had there been stronger activity elsewhere. This indi-
cates that the observed activity was likely locally confined and
reoccurring.

It also shows that despite our relatively simple selection
process, we likely located the general areas of the source regions
correctly. This is further supported by the distinct ejection cones
formed by the trajectories that taper toward the ellipse centers
(see Fig. 4). To some extent, these ejection cones are likely a
consequence of our selection criteria (such as the incidence
angle range) and the viewing geometries. Yet their shapes,
orientations, and opening angles also suggest that they were
likely notably affected by the local surface morphology. Since,
to our knowledge, this is the first time such ejection cones have
been observed or described, there are currently no theories
that explain their occurrence. Their appearance is nevertheless
reminiscent of meteorite impacts (e.g., Opik 1936; Arakawa
et al. 2017, 2020; Wada et al. 2021), volcanic eruptions (e.g.,
Tsunematsu et al. 2016; Cigala et al. 2017, 2021; Schmid
et al. 2020), cryovolcanism (e.g., Quick et al. 2013; Liu
et al. 2016; Fagents et al. 2022), and, of course, cometary
jets/geysers/outbursts (e.g., Keller et al. 1987; Wallis &
Chandra Wickramasinghe 1992; Yelle et al. 2004; A’Hearn et al.
2011; Lin et al. 2017; Shi et al. 2019; Wesołowski et al. 2020).
The relatively slow and decentralized release of dust particles
however (i.e., resulting not from a singular responsible event, but
rather many small, independent ones), from a rough, cometary
terrain into the vacuum of space, seems to be unique.

According to Fig. 5, the selected particles should have been
predominantly ejected from the Khonsu, Atum, and Anubis
regions, and potentially also from Imhotep and Seth (following
the regional definitions of El-Maarry et al. 2015, 2016, 2017b;
Thomas et al. 2018). The terrains of these regions are very
diverse. Generally, the relatively compact area that is covered
by the suspected source regions contains almost every kind of
(geomorphological) feature that was observed on the nucleus,
be it smooth, or consolidated and outcropped. This includes
ridges, terraces, scarps, niches, (coarse or fine grained) dust-
blankets, boulders (El-Maarry et al. 2015, 2016; Ferrari et al.
2018; Thomas et al. 2015b, 2018; Leon-Dasi et al. 2021), (steep)
cliffs (Attree et al. 2018a), fractures and other linear features
(Giacomini et al. 2016; Lee et al. 2016), bright spots (asso-
ciated with freshly exposed volatiles, Deshapriya et al. 2016,
2018; Fornasier et al. 2023), jet sources (Vincent et al. 2016a;

Fornasier et al. 2019; Lai et al. 2019), and potentially even clods
or “goosebumps” (Sierks et al. 2015; Davidsson et al. 2016).
Khonsu in particular also contains the striking landmark dubbed
“pancake feature” (El-Maarry et al. 2016), and has been found
to be one of 67P’s most active regions (Deshapriya et al. 2016;
Hasselmann et al. 2019).

Due to this variety in morphology, there are several loca-
tions within the suspected source regions that could be the origin
of the observed activity. In the area near the pancake feature,
for example, Vincent et al. (2016a) and Fornasier et al. (2019)
located several jet sources, Fornasier et al. (2023) identified
many bright spots (see Fig. 5), and Hasselmann et al. (2019) dis-
covered surface changes such as boulder movements and cavity
formations. All these occurrences however essentially happened
throughout Rosetta’s entire rendezvous phase with 67P, and not
specifically during our observational period. Nevertheless, the
area near the pancake feature substantially overlaps with the sus-
pected source regions (and even the ellipse centers) of sequences
STP087 and STP089, which identifies it as a probable source of
the particles associated with these regions.

The suspected source regions of sequences STP088 and
STP090, on the other hand, predominantly coincide with Atum
and Anubis, which are two vastly different areas. While Atum
is an elevated region that mainly consists of consolidated struc-
tures like terraces, ridges, and scarps, Anubis is a flat area,
which is mostly covered in smooth material, but that also dis-
plays some fractures (El-Maarry et al. 2015, 2016; Thomas et al.
2018; Leon-Dasi et al. 2021). Even though these areas have not
yet been studied as closely as Khonsu, Fig. 5 shows that espe-
cially around the suspected source region of sequence STP088,
Vincent et al. (2016a) and Fornasier et al. (2019) have located
several jet sources, which might be related to the activity we
observed. Additionally, there is a long terrace with a scarp in
this area (Lee et al. 2016; Leon-Dasi et al. 2021), so the activity
might have also come from an event similar to the cliff collapse
discovered at the Aswan site (Pajola et al. 2016c).

In the case of sequence STP090, it is also possible that the
activity was caused by retreating scarps of fine material that were
reported in this area (El-Maarry et al. 2017a), or by the forma-
tion and deepening of fractures (Leon-Dasi et al. 2021), which
can facilitate activity (Höfner et al. 2017). STP090’s suspected
source region also includes steep cliffs located in Seth (Attree
et al. 2018a), but it seems less likely that the observed particles
originated from there since the cliffs were not as strongly illu-
minated during the observational period as the other areas (see
Sect. 4.3).

Finally, the suspected source regions not only lie close to
where Combi et al. (2020) estimates the four major volatiles
(H2O, CO2, CO, and O2) have caused the most erosion between
67P’s inbound equinox and August 2016, but they also notably
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Although this figure indicates that the suspected source regions have
generally low average emission rates, these regions are also relatively
large. The observed activity however more likely stems from much more
confined areas within these larger regions, which are neither resolved by
the emission data, nor the QuACK-map. The figure nevertheless clearly
shows water emission rate peaks close to or within the suspected source
regions, supporting their approximate locations.

There is also the citizen science project called Rosetta Zoo (Vincent et al.
2021, 2022). The project aims to document every surface change that
could be observed in OSIRIS images over the course of the entire Rosetta
mission. To achieve this, the project relies on the power of crowdsourcing:
volunteers are presented with pairs of images that show roughly the same
surface region under roughly the same conditions, but once recorded
at an early phase of the mission and once at late phase. The volunteers
are then asked to mark all the differences they can spot. Unfortunately
however, the results have yet to be published.

Originally, I intended to compare the particle SFDs and fitted power-law
indices from all the different studies to provide a good context for my
results. But this quickly turned out to be too time-intensive for a small
“side-project”: Some of the studies use different techniques to fit the
power-laws, and their derived indices also need to be converted into the
same system to be comparable. Admittedly, converting the index values
is easy enough, since most of the indices are for example derived from
cumulative distributions instead of differential ones, which means that
the differential power-law indices are just the cumulative indices minus
one. But with so many data points that need to be checked manually, it is
easy to make a mistake.

The most appropriate approach however would be to refit all the
different data sets with the same coherent method—which I attempted.
But it turned out that such comprehensive work actually deserves its
own paper and thus may be a project for the future. The particle SFDs
of ejected material may for example also be reminiscent of the SFD of
the primordial particles that formed the nucleus (Kretke et al. 2015;
Davidsson et al. 2016; Blum et al. 2017; Fulle et al. 2017a, 2020a; Blum
et al. 2022; Ciarniello et al. 2022). Meanwhile, the use of a power-law
to describe cometary particles might have been a natural development
from its use to describe meteors and the zodiacal dust (Watson et al. 1937;
Whipple 1955; Öpik 1956, 1958a; Finson et al. 1968b), but that is as far as I
managed to trace back the source.

https://www.zooniverse.org/projects/ellenjj/rosetta-zoo
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Fig. 6. South-centered QuACK-map of the water emission rates pre-
dicted by Läuter et al. (2022), averaged over the period between
December 13, 2015, and January 14, 2016 (data kindly provided by
Matthias Läuter and Tobias Kramer). Also shown are the four suspected
source regions and the approximate locations of areas 1 and 2 (orange
ellipses, drawn in by hand) from Läuter et al. (2022).

overlap with two areas that Läuter et al. (2019, 2020, 2022) esti-
mate to be among the most active in water and CO2 production
(and possibly many other species) during the perihelion phase,
but also long afterward. Figure 6 shows the QuACK-map of the
water emission rates predicted by Läuter et al. (2022). The data
was averaged over the period between December 13, 2015, and
January 14, 2016, which aligns closely with the overarching time
frame of our observations. While the suspected source regions of
STP087 and STP089 partly overlap with their area 1, the regions
of STP088 and STP090 do so with their area 2.

Overall, we can generally associate the ejected particles with
areas that contain rugged terrain or steep slopes, be it scarps,
cliffs, or fractures. Such geological features are also considered
to favor activity, because they (a) should make it easier for parti-
cles to overcome the local gravity and tensile strength that keep
them in place (Groussin et al. 2015; Attree et al. 2018a,b), (b)
can absorb and store energy more efficiently than flat or smooth
areas (Höfner et al. 2017), and (c) do not get covered by loose
material that could quench their activity (Vincent et al. 2016b).
Additionally, we can likely link some of the observed activity
to surface areas with a high concentration of jet sources and
bright spots, which fits well with our assumptions: Both features
indicate (recent) activity, as bright spots may be the remnants
of meter-sized, water-ice-enriched blocks (WEBs, Ciarniello
et al. 2022) that were exposed due to erosion driven by CO2

ice sublimation.

4.2. Particle size-frequency distribution

Because we associated the particle groups with regions on the
nucleus surface, we can use the average nucleocentric distances
of the spacecraft (see Table 2) as rough estimates for the particle-
observer distances. By further assuming that the particles are

spherical, we can approximate their equivalent radii via

r =

√

J
r2

h
∆2

RI⊙
, (1)

where r is the particle radius in m, J the particle flux averaged
over all its detections in W m−2 nm−1, rh the dimensionless helio-
centric distance measured in units of AU, ∆ the particle-observer
distance in m, R = 0.0021 the particle reflectance (computed for
decimeter-sized particles at a 90° phase angle using the model
from Markkanen et al. 2018), and I⊙ = 1.565 W m−2 nm−1 the
solar flux in the NAC F22 filter at 1 AU.

For distinct size ranges, it is generally assumed that the size-
frequency distribution (SFD) of cometary particles follows a
power law. When it comes to particles that are found on the
nucleus surface (other than fall-back material), there is good
reason to believe that they mostly formed under fractal fragmen-
tation processes like thermal fatigue or gravitational collapse
(Pajola et al. 2015, 2017a; Attree et al. 2018b; Cambianica et al.
2019), which have been studied extensively for terrestrial mate-
rial (e.g., Mandelbrot 1982; Turcotte 1986; Sanchidrián et al.
2014; Fowler & Scheu 2016). Impact and collisional fragmenta-
tion, as seen in asteroids for example, also produce fractal SFDs
(Dohnanyi 1969; Hartmann 1969; Brown 1989), but likely only
play a minor role in the case of 67P (so far, evidence for just a
single impact crater has been found, Thomas et al. 2015b).

Numerous studies have determined SFDs of 67P’s surface
material and fitted them with power laws (e.g., Auger et al.
2015; Mottola et al. 2015; La Forgia et al. 2015; Pommerol et al.
2015; Vincent et al. 2015, 2016b; Pajola et al. 2015, 2016a,b,c,
2017a,b, 2019; Deshapriya et al. 2016; Poulet et al. 2016; Oklay
et al. 2016, 2017; Lucchetti et al. 2016, 2017; Tang et al. 2017;
Hasselmann et al. 2019; Cambianica et al. 2019). Likewise,
power laws have been used for a long time to fit or model the
cometary dust environment (e.g., Finson & Probstein 1968a,b;
Fulle 1989; Clark et al. 2004; Ishiguro 2008; Kelley et al. 2008,
2009; Agarwal et al. 2010, 2017; Fulle et al. 2010; Soja et al.
2015; Lai et al. 2016; Marschall et al. 2016, 2017, 2019, 2020b;
Markkanen et al. 2018), and more recently to describe the
SFDs of particles observed by Deep Impact/EPOXI’s camera
system around comet 103P/Hartley 2 (Kelley et al. 2013, 2015),
and Rosetta’s dust detectors and camera system around comet
67P (e.g., Rotundi et al. 2015; Merouane et al. 2016, 2017;
Hilchenbach et al. 2016; Agarwal et al. 2016, 2017; Fulle et al.
2016; Rinaldi et al. 2017). There is however no proven link
between the assumption of a power law and the physical origin
of the particle SFD (Marco Fulle, priv. comm.). Instead, the
power law is mainly of practical use when fitted to a limited size
range, because it allows to easily compare different size regimes,
and immediately indicates which size range dominates the cross
section and volume (mass) distribution (e.g., Fulle et al. 2010,
2016; Rotundi et al. 2015; Blum et al. 2017). We therefore also
use power laws to describe the SFDs of our particles.

Generally, if an SFD follows a power law, it means that the
radii were drawn from a probability distribution in the form of

p(r) ∝ r−b, (2)

where in our context, the exponent b is often called the (differ-
ential) power-law index. A common method to fit a power law
to data is to construct a histogram from the data and plot it on
a log-log scale with logarithmic bins and counts. In this rep-
resentation, the data form a straight line with slope −b if the
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Figure 7.12: “Particle” SFDs and fitted
power-laws derived for all tracks and those
with miss-rates Γ < 30% for the four se-
quences. The elements in the plots are
analogous to Fig. 7 in the science paper.

As I mention at the end of Section 5.2, the velocity and acceleration
distributions look very similar for genuine and ambiguous tracks. So
while these parameters cannot be used to separate between the two
populations, it also means that the overall distributions (including all the
tracks) already give a pretty good idea about what the distributions for
the genuine tracks should look like. But for the derived particle SFDs,
this is not the case (at least when they are quantified by a power-law;
visually they may be very similar). Figure 7.12 shows that except for
sequence STP090, the particle SFDs that include all tracks or just the ones
with miss-rates < 30% are generally not good predictors for the SFDs
of particles that we associated with the nucleus (at least in terms of the
fitted power-law index).

This may be due to the following reasons: For one, spurious tracks will
likely produce different “particle” SFDs than genuine ones (although
spurious tracks of course don’t have corresponding particles), because
they typically contain a lot of background noise instead of genuine
particle detections.

In theory, spurious tracks can also consist
entirely of genuine detections that are un-
related (e. g., in case of aliasing, see Fig. 5.1).
In that regard, it would be interesting to
know if the brightness distribution of gen-
uine and spurious detections are similar,
which might be a way of separating them.
These populations are however not easy
to separate, but the distributions of used
versus unused detections might give an
idea (see also Fig. 5.2).

Second, even though most of the tracks with miss-
rates < 30% are likely genuine, a large number of them likely belong to
particles at very different particle-observer distances, which means their
radii cannot be reliably estimated. And third, specific surface areas may
produce particle SFDs that are notably different from the global particle
SFD, which is also something that our dust coma simulations indicate
(see final paragraph on p. 121).
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histogram follows a power law, which makes it easy to deter-
mine the power-law index via least-squares linear regression, but
due to systematic errors (like the arbitrary binning intervals), this
approach should generally not be trusted (Clauset et al. 2009).

So instead, we rely on maximum-likelihood estimators
(MLEs) and Kolmogorov–Smirnov (KS) tests (see, e.g., Feller
1948 for KS tests, but also Snodgrass et al. 2011, who neverthe-
less favor least-square regression). To fit our data, we use the
Python-package powerlaw (Alstott et al. 2014), which is based
on the statistical methods of Klaus et al. (2011) and Clauset et al.
(2009, see also Virkar & Clauset 2014). Since our data are drawn
from a continuous distribution, Eq. (2) can be written as

p(r) = Cr−b, (3)

with normalization constant

C = (b − 1)rb−1
min , (4)

where rmin is the lower fitting bound, which is required because
p(r) diverges for r → 0. The MLE of b can then be computed as
(Muniruzzaman 1957)

b̂ = 1 + n















n
∑

i=1

ln
ri

rmin















−1

, (5)

where ri ≥ rmin (i = 1, ..., n) are the measured radii. We addition-
ally used KS tests to find the rmin and b̂ values that produce the
best fits (although in the case of sequence STP089, we slightly
restricted the allowed range for rmin due to the small number of
data points)5.

Figure 7 shows the resulting particle SFDs and fitted power
laws. The size ranges of the four SFDs largely overlap, cover-
ing mostly the decimeter-scale. Only sequence STP090 differs
notably from the other three, with its SFD shifted toward smaller
radii, peaking below 10 cm, and containing the smallest detected
particles at roughly 5 cm. In sequence STP089 on the other hand,
we detected the largest particle with an equivalent radius of
about 1.15 m. Many particles strongly fluctuate in brightness over
the course of their tracks however (in large part likely because
they are nonspherical rotators), so their mean-flux-based radii
only represent the most likely average values. In contrast, the
errors from residual background signals and inaccurate particle-
observer distances, as well as the uncertainty in the albedo, are
typically much smaller than these fluctuations. Our results there-
fore remain sufficiently precise, and following the terminology
of Pajola et al. (2016b), the particles classify as either pebbles
(<25 cm) or boulders (>25 cm).

The values of the fitted power-law indices range from 3.4 ±
0.3 to 3.8 ± 0.4 and are all within each others’ error bars, sug-
gesting that most of the mass is contained in the larger particles.
Yet most of the large particles were likely not fast enough to
leave the gravitational field of the nucleus (see Figs. 12 and 13
in Sect. 4.4), and should have later fallen back onto its surface.
Farther out in the coma, the SFDs in this size range might hence
be a little steeper. So far however, there are no other studies that
report power-law indices for coma particle SFDs in a similar size
range (or time period) to corroborate our findings.

5 Strictly speaking, a good fit alone is also not sufficient to conclude
that the underlying distribution is truly a power law. In addition to a
good theoretical model that explains the data, Clauset et al. (2009)
recommend elaborate hypothesis testing (see, e.g., Kelley et al. 2013,
2015), but that is outside of the scope of this work.

Fig. 7. Particle SFDs and fitted power laws of the four particle groups
(Fig. 4).

Nevertheless, our index values agree notably well with those
obtained for submillimeter-sized particles, despite the likely fun-
damentally different ejection mechanisms: Fulle et al. (2016)
report b ≈ 3.7 for dust particles captured during the perihelion
phase, and Merouane et al. (2016) report b = 3.1 ± 0.5 for those
captured between perihelion and April 2016 (these are currently
the two observational periods that most closely match ours and
for which b-values exist).

Regarding surface material, the most relevant b-values were
obtained by Deshapriya et al. (2016) and Hasselmann et al.
(2019), who counted boulders in the Khonsu region (no studies
exist yet for Atum or Anubis). Deshapriya et al. (2016) surveyed
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the entire region using images recorded pre-perihelion on May 2,
2015, and report b = 4.1 +0.2/−0.3 for boulders ranging from 7
to 40 m, whereas Hasselmann et al. (2019) studied a small patch
near the pancake feature in images recorded post-perihelion on
June 25, 2016, and report b = 2.6 ± 0.01 for boulders ranging
from 1.2 to 10 m. This significant flattening of the particle SFD
over the course of the perihelion phase might indicate that most
of the smaller boulders were removed from the surveyed area,
while most of the larger ones remained or fell back onto it. Since
our observations were recorded post-perihelion but well before
June 25, 2016, the fact that our power-law indices lie in between
those reported by Deshapriya et al. (2016) and Hasselmann et al.
(2019) might be a reflection of this particle SFD transition.

Overall, our particles may therefore be a link between the
debris studied on 67P’s surface and the particles observed and
collected in its coma. Not only do they cover a size range that
on the upper end overlaps with that of the typically much larger
boulders counted on the nucleus surface, and on the lower end
with that of the typically much smaller particles detected far-
ther out in the coma (see also Güttler et al. 2017; Ott et al. 2017;
Frattin et al. 2021; Lemos et al. 2023, 2024); but from an evo-
lutionary standpoint, they also sit between the relatively pristine
surface material which has not yet been ejected (excluding fall-
back material), and the more processed material found in the
coma and beyond which has escaped the nucleus gravity.

4.3. Illumination and surface acceleration

Because solar irradiation fundamentally drives the activity of
comets, we created QuACK-maps that show 67P’s average sur-
face illumination during the time periods when our sequences
were recorded, to estimate the insolation that our suspected
source regions received. The maps were generated using the
same approach as described by Grieger (2019), which accounts
for the relative orientation between the solar irradiation vector
and the surface normals of the QuACK shape model tiles, as well
as self-shadowing effects. Because the QuACK shape model is
relatively rough however (160 000 tiles), the resulting illumina-
tion maps are somewhat blurred. In reality, small-scale surface
parts, such as cliff faces, may receive insolation that is much
stronger than the average (Pajola et al. 2017a). Activity from such
sites may be significantly enhanced, which our employed model
would not reflect, but since we are mainly interested in general
areas, the illumination maps are adequate.

Because the four sequences were recorded within less than
a month (which corresponds to a change in sub-solar latitude of
less than six degrees), the illumination conditions averaged over
a whole comet day are almost identical on the respective dates
and differ mostly in overall intensity. Figure 8 shows the average
daily illumination for sequence STP088, which is a good repre-
sentation for the entire period as its sub-solar latitude is at the
center of the covered value range (see Table 2). Additionally, we
created two more illumination maps for each of our sequences.
The first set shows the average illumination received solely dur-
ing the observational periods of the respective sequences (see
Fig. 9); but because our particles were likely ejected up to half
an hour before the sequences were recorded, and because the
activity does not immediately follow the exposure to sunlight as
temperature and gas pressure first need to build up, the other set
shows the average illumination received over the 2 h (roughly 3 h
and 51 min in local time) leading up to the observational periods
(see Fig. 10).

According to Fig. 8, the suspected source regions clearly
received some of the most sunlight over the course of a full

Fig. 8. South-centered QuACK-map of the average nucleus illumina-
tion received over a whole comet day at the time of sequence STP088
(December 26, 2015). The intensity is measured in units of the aver-
age illumination at 1 AU from the Sun at the equator of the Earth over
one Earth-day during equinox. The orange shapes and lines indicate the
mean values within the suspected source regions.

comet day at that time. Conversely, Fig. 9 shows that this was
not always the case during the observational periods. Surface
areas other than the suspected source regions were illuminated
just as, or even more strongly during these periods, but did not
show nearly the same levels of activity in our image sequences.
Yet if the back-extrapolations of our tracks are approximately
correct, most of our particles should have been ejected up to
half an hour before the observations started (or possibly even
earlier). Figure 10 shows that during the 2 h prior to the obser-
vations, the illumination conditions for other areas (such as the
neck, the small lobe, or Hapi) were a lot different, while the sus-
pected source regions were already well illuminated. This further
supports our choice of their general locations. Yet since we did
not observe similar activity from areas that received comparable
insolation (during either period), it also suggests that strong illu-
mination is necessary, but not sufficient to explain the observed
activity.

We thus also investigated the intensity of the local surface
acceleration, aS (i.e., the sum of gravity and centrifugal accel-
eration). Figure 11 shows two QuACK-maps of aS, once normal
to the shape model facets and once in radial direction. In both
cases, the average downward accelerations within the suspected
source regions are relatively high, which means that they can-
not explain the localized release of decimeter-sized particles
either. The local surface composition and structure therefore
seem to be the most probable causes. For one, activity-enhancing
topographies as discussed in Sect. 4.1 may play a role (see also
Reshetnyk et al. 2021, 2022; Skorov et al. 2021, 2022a,b, 2023,
who use models to explore how structural parameters such as
porosity and dust layer thickness can affect the gas production
rate), but more importantly, we regard a local overabundance of
CO2 ice as the most likely driver of decimeter-sized particle ejec-
tion (in line with current ejection models, e.g., Gundlach et al.
2020; Fulle et al. 2020; Wesołowski et al. 2020; Ciarniello et al.
2022; Davidsson et al. 2022).
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Figure 7.13: Selected particle tracks of se-
quence STP090, color-coded according to
their particle size.

Other than what is mentioned in this section, we also looked at many
other parameter distributions and their correlations, such as “ejection
times”, different velocity and acceleration components (e. g., in the solar
direction), or the particle–source-region distance over time, but none
of them really allowed for reliable conclusions. Figure 7.14 for example
shows the “ejection time” histogram for the selected particles of sequence
STP090. The histogram has clearly several peaks, which may hint at some
burst-like ejection pattern. The pattern even seems roughly periodic,
which could indicate the time it takes for enough gas pressure to build up
beneath the surface to overcome the forces that keep the surface material
in place and eject it. But because it is difficult to say how accurate the
ejection times really are, the histogram data may also be misleading.
So for now, this is certainly an interesting result, but it requires further
investigation.

Another example is presented in Figure 7.13, which shows the same
particle tracks of sequence STP090 shown in Figure 4 in the science paper,
but color-coded as a function of the particle radius. This figure might
have for example indicated a relation between the curvature of a track
and the particle size, or between the size and origin of a particle, but
unfortunately, no obvious pattern can be observed.

Figure 7.14: Histogram of the particle “ejec-
tion times” for the selected particles of
sequence STP090. The ejection times are
calculated as the times when the back-
extrapolated fits are closest to the ellipse
center (i. e., the extrapolation end points
as e. g. shown in Fig. 7.13).
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Fig. 9. South-centered QuACK-maps of the average surface illumination received during the respective observational periods of the four sequences.
The intensity units are the same as in Fig. 8. The mean values within the suspected source regions are indicated by the orange shapes and lines,
with the areas that were selected during the respective sequences highlighted in bold. The values here are generally higher than in Fig. 8 because
here the illumination was averaged over time periods when the areas were mostly in sunlight, while in Fig. 8 the illumination was averaged over a
whole day-and-night cycle.

4.4. Particle dynamics

From the polynomial fits to the particle tracks we immediately
obtain the projected particle velocities and accelerations. Ini-
tially, they are measured in terms of the image coordinate system
(e.g., in px s−1), so to translate them into physical units, we again
need to know the particle-observer distance and thus again use
the nucleocentric distance as a proxy (see also Table 2).

Figure 12 shows how the radial components (relative to the
nucleus’ center of mass) of the resulting projected particle veloc-
ities, vrad, distribute as a function of particle radius, and how they
compare to the local escape speed, vesc. Assuming a local surface
acceleration at the suspected source regions of approximately
−1.8 × 10−4 m s−2 (based on the data shown in Fig. 11), we find
that vesc ≈ 0.85 m s−1. Overall, roughly 75 to 91% of the selected

particles are slower than this escape speed. Some particles even
have negative radial velocities, reflecting the fact that some of the
tracks in Fig. 4 already curve back toward the nucleus. Although
these velocities are merely projected, the percentages of parti-
cles slower than the escape speed directly provide upper-limit
estimates of the fall-back fractions, ϕfb. In particular, almost all
particles with r ≳ 40 cm seem to be too slow to leave the gravita-
tional field of the nucleus (although some of them may still reach
escape speed later on due to gas drag acceleration). These par-
ticles may for example contribute to the dust blankets found on
the northern hemisphere of the nucleus such as the Hapi region
(e.g., Thomas et al. 2015a; Keller et al. 2015, 2017; Lai et al.
2016; Cambianica et al. 2020; Davidsson et al. 2021).

The sizes and radial velocities of the particles that are faster
than the escape speed, on the other hand, generally fit well
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STP089

STP087 STP088

Fig. 10. South-centered QuACK-maps of the average surface illumination received during the 2 h prior to the respective observational periods. The
figure elements and intensity scale are analogous to those in Fig. 9.

with those of particles detected farther out in the coma by Ott
et al. (2017). Their particles are mostly centimeter-sized and
on average about twice as fast as ours, which seems reason-
able given that our particles are mostly decimeter-sized and still
accelerating away from the nucleus.

This is illustrated by Fig. 13, which shows the projected
radial particle accelerations as a function of particle radius. In
this context of decimeter-sized particles, we assume that there
are mainly three forces acting along the radial direction: gravity,
centrifugal force, and gas drag. Solar radiation pressure and
solar tides are generally several orders of magnitude weaker than
these three, and therefore negligible. Rocket forces exerted by
the particles themselves due to asymmetric outgassing, on the
other hand, are difficult to estimate (see, e.g., Kelley et al. 2013,
2015; Agarwal et al. 2016; Güttler et al. 2017). The particles’
sublimation rate and in particular their ice fraction are still topics
of debate, and may be high or insignificant, depending on the
model (e.g., Davidsson et al. 2016, 2021; Blum et al. 2017, 2022;
Gundlach et al. 2020; Fulle et al. 2020; Cambianica et al. 2020;

Choukroun et al. 2020; Ciarniello et al. 2022). We thus also
ignore rocket forces (for discussions of other minor forces that
act in such scenarios, see, e.g., Chesley et al. 2020; Jiang &
Schmidt 2020), and model the radial component of the particle
acceleration, arad, via

arad =
1

m
(FG + FC + FD) , (6)

where m is the particle mass, FG and FC are the (radial compo-
nents of) gravitational and centrifugal force, respectively, and

FD =
1

2
CDmgngσp|vg − vp|(vg − vp) (7)

is the (radial component of) gas drag, where CD is the (dimen-
sionless) drag coefficient, mg the mass of a gas molecule, ng the
gas number density, σp the particle cross section, and vg and vp
are the radial velocities of the gas and the particles, respectively.
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Fig. 11. South-centered QuACK-maps of the approximate surface acceleration, aS, on 67P’s nucleus. Component parallel to the facet normal on
the left, radial component on the right. The mean values within the suspected source regions are also indicated.

Fig. 12. 2D histograms of the projected radial particle velocities, vrad, as a function of particle radius (for the selected particles, see Fig. 4).
Because the polynomial fits to the particle tracks also approximate the particle accelerations, instead of using values averaged over a track, the
particle velocities and radii were determined for each detection of a track individually and the results were weighted by the number of detections
of the respective track (residence time weighting). The histogram data thus represent the weighted number of detections, Ñdet. Also shown are the
approximate escape speeds at the suspected source regions, vesc (dotted line), and the corresponding maximum fall-back fractions, ϕfb (gray area).

Plugging Eq. (7) into Eq. (6) and assuming vg ≫ vp, as well as
spherical particles with bulk density ρp and radius r, we get

arad = aS + ξr
−1, (8)

where aS = (FG + FC) m−1 is the surface acceleration, and
roughly equal to −1.8 × 10−4 m s−2 at our suspected source
regions according to the data shown in Fig. 11, and

ξ =
3

2
CDQgvgρ

−1
p , (9)

where Qg =
1
4
mgngvg (Bird 1994) is the local gas production rate

at the suspected source regions.
The parameters that constitute ξ, however, are difficult to

constrain. The particle density, for instance, might be signifi-
cantly lower than the bulk density of the nucleus, if the particles
lost most of their volatiles but kept their structure and thus
volume intact. Likewise, the drag coefficient also depends on
particle shape, macro porosity, and other parameters, and could

consequently vary a lot (e.g., Skorov et al. 2016, 2018; Ivanovski
et al. 2017a,b; Reshetnyk et al. 2018), and in correlation with the
gas velocity and number density, the local gas production rate
could even differ by one or two orders of magnitude (see also
Marschall et al. 2020a,c, 2023).

Nevertheless, from fitting Eq. (8) visually to our data, we find
that ξ ≈ 2 × 10−4 m2 s−2 describes the upper limit of the mea-
sured arad rather well for all four sequences (see solid curves
in Fig. 13). To achieve such a value, we for example pro-
pose the following parameter combination: CD = 4, Qg = 3.6 ×

10−5 kg s−1 m−2, vg = 500 m s−1, and ρp = 533 kg m−3. While the
particle density value is a conservative estimate based on the
nucleus bulk density (Pätzold et al. 2016) and may be notably
lower, the other parameter values are based on our water activ-
ity model (mg = mH2O = 3 × 10−26 kg, ng = 1.9 × 1018 m−3; see
Fig. D.1, Sect. 4.5, and Marschall et al. 2020b), assuming that the
local gas production is about five times higher than our model
prediction (Qg = 7.1 × 10−6 kg s−1 m−2, which is also very simi-
lar to the peak average production rates estimated by Läuter et al.
(2022), see Fig. 6 and dashed curves in Fig. 13). This fits well
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Figure 7.15 shows the corresponding particle populations.

Figure 7.15: Particle tracks that exhibit downward accelerations smaller than the local gravitational acceleration at least once during the
observational period.

The full simulation pipeline is divided into several self-contained steps
(Marschall 2017; Marschall et al. 2016, 2017, 2019, 2020a,b). At the base sits
a shape model of 67P’s nucleus, in our case the stereo-photogrammetric
SHAP7 model of Preusker et al. (2017), decimated to roughly 440 000
facets. Next, the insolation is calculated for each facet, depending on
the heliocentric distance and the incidence angle, and accounting for
self-shadowing (but neglecting re-radiation). This is followed by a simple
thermal model that balances the incoming solar energy with thermal
radiation and water-ice sublimation, but ignores thermal conductivity
because comets (Huebner et al. 2006; Fernández et al. 2013) and 67P
specifically (Choukroun et al. 2015; Gulkis et al. 2015; Schloerb et al. 2015;
Spohn et al. 2015; Marshall et al. 2018) were observed to have very low
thermal inertia. The gas production rate is then directly computed from
this equilibrium, assuming pure ice sublimation (discussion continues
on the next double-page).
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Fig. 13. 2D histograms of the projected radial particle accelerations, arad, as a function of particle radius (for the selected particles, see Fig. 4).
The histogram values were determined analogously to the description in Fig. 12. Also shown are the predicted surface acceleration, as (dotted line,
see also Fig. 11), and two models (dashed and solid curves) of the particle acceleration, as described by Eqs. (8) and (9). The parameters for both
curves are based on our gas models (see Sect. 4.5), but for the solid curve, a local gas production rate was assumed that is about five times higher.

with our observations of strong, localized activity, likely driven
by CO2 ice sublimation. Additionally, the lower bound of the
measured radial accelerations also agrees particularly well with
the estimated surface acceleration.

There are some measurements in Fig. 13 however, that clearly
lie outside these theoretical bounds. More curiously, there is
an apparent trend for outliers with radii ⪅40 cm to have radial
accelerations that are much lower than the predicted surface
acceleration. To investigate this trend, we looked at all the par-
ticles that exhibited downward accelerations smaller than aS at
least once while they were observed. The corresponding tracks
indicate that some of the outliers likely belong to particles that
do not actually originate from the suspected source regions, but
were instead flying in the fore- or background and just passed
through the ellipses by chance. Others may have inaccurate
back-extrapolated fits, and a third group of particles seem to
“orbit” around the nucleus at a distance and orientation where
the “downward” direction as defined by the ellipses is inade-
quate, and so they only seem to have such strong downward
accelerations due to the 2D projection. These causes should also
apply to the other outliers, but the described trend is likely at
least in part a statistical effect, since most of our particles lie in
this size regime (see also Fig. 7), and so we expect most outliers
to lie in this size regime, too. Yet, even though under standard
assumptions, solar radiation pressure and rocket forces are not
strong enough to produce the measured downward accelerations,
small particles may have a much higher water ice content than
larger ones, which they would also lose more quickly to subli-
mation (Markkanen & Agarwal 2020). The observed trend might
thus also be a sign of asymmetric outgassing in the anti-solar
direction.

Finally, we used the extrapolation endpoints shown in Fig. 4
to roughly estimate the particle ejection velocities. As stated
in the caption, these endpoints do not mark the exact ejection
times or places, but simply the points where the extrapolated
tracks are closest to the ellipse centers. This choice is fairly
arbitrary, but since the individual particle origins are impossi-
ble to locate precisely, the endpoints nevertheless serve as useful
references to roughly estimate when the particles were ejected
and at what speed. Accordingly, we find that the initial parti-
cle velocities were likely distinctly nonzero. The median initial
velocities obtained for the four sequences are also notably simi-
lar, centering around ≈ 0.59 m s−1 (STP087: 0.68 m s−1, STP088:

0.56 m s−1, STP089: 0.45 m s−1, STP090: 0.65 m s−1; averaged
over the respective particle groups). This supports the notion
that particles of such sizes are only weakly affected by gas
drag, and indicates that they instead gained most of their speed
from the initial ejection event. It further agrees well with a
growing number of studies that postulate or measured initial par-
ticle velocities: Bischoff et al. (2019) observed the activity of
dust-covered water ice in the lab and find that millimeter-sized
particles were ejected with a nonzero initial velocity; Lemos
et al. (2023, 2024) modeled particle tracks to recreate OSIRIS
images of (mostly centimeter-sized) particles recorded farther
out in the coma of 67P, and find that the simulated particles
required an initial velocity of about 1 m s−1 to match the obser-
vations; Shi et al. (2024) analyzed the diurnal ejection of boulder
clusters from a common source region on 67P’s nucleus, and find
that their median initial velocity is likely around 0.5 m s−1; and
Kwon et al. (2023) investigated the dust coma of comet C/2017
K2 and find that their models necessitate nonzero initial particle
velocities to reproduce part of the observed coma structure. It
therefore seems that the ejection mechanism must be consider-
ably more energetic than a slow or gradual liftoff (see also, e.g.,
Yelle et al. 2004; Huebner et al. 2006; Belton 2010; Kramer &
Noack 2015, 2016; Knollenberg et al. 2016; Vincent et al. 2016b;
Wesołowski et al. 2020).

4.5. Dust coma simulations

To put our observations into perspective, we used an enhanced
version of the water and dust coma modeling software by
Marschall et al. (2020b) to simulate the particle dynamics
around 67P and its diffuse coma during the time of our observa-
tions. The enhanced version of this software now also takes solar
radiation pressure, centrifugal force, Coriolis force, and solar
tides into account, and allows us to give particles an initial veloc-
ity normal to the shape model’s surface facet from which they
are released. The initial velocities are drawn from a Maxwell-
Boltzmann distribution defined via its peak value, vinit (which is
the value we refer to as initial velocity in the following), and are
assigned to all particles indiscriminately, even if the modeled
gas pressure is theoretically not strong enough to lift them.

For each of the four sequences, we chose the static gas solu-
tion that best matched their respective observational conditions
(see Fig. D.1). The solutions were all computed for epoch 16 of
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(Continued discussion from previous double-page.) The production rate
in turn dictates the initial velocity distribution (described by a “half-
Maxwellian”, see Fig. 1.17) and the number density of the gas molecules.
But because the comet does not consist of pure water-ice, the production
rate is scaled down to match observations. The scaling factor (called
effective active fraction, 40 5 ) is determined globally for all facets by
comparing the modeled number densities to measurements made by
the Rosetta Orbiter Spectrometer for Ion and Neutral Analysis (ROSINA,
Balsiger et al. 2007).

The expanding gas field is then calculated with the direct simulation
Monte Carlo method (DSMC, Bird 1994). This probabilistic method
was developed to model rarefied gas flows, which cannot be described
analytically (see Sect. 1.3.4). The DSMC implementation that is used in
our model is called Ultra-fast Statistical PARTicle Simulation Package
(ultraSPARTS), which is a commercial derivative of the PDSC++ code (Su
2013) that can simulate 3D flow fields (Marschall 2017). In our case, the
simulation domain is a 10 km sphere expanding from the nucleus shape,
filled with an unstructured grid of tetrahedron cells, within which the
local gas and particle properties are calculated (see Fig. 7.20).

DSMC is however a very computationally expensive method, so only
static gas solutions and a low temporal resolution are feasible. Marschall
et al. (2020b) therefore divided Rosetta’s rendezvous phase into 20 epochs
and calculated 12 different static gas solutions for each (with sub-solar
longitudes ranging from 0° to 330° in steps of 30°). We use the solutions
from epoch 16, which covers the time period from the 7th of December,
2015 to the 12th of January, 2016, with an 40 5 of 6.84%. The dust particles
are then injected into the gas flow field and their trajectories calculated
according to the acting forces, under the assumption that the gas flow
is not affected by the particles and that there is no particle-particle
interaction.

Finally, to recreate OSIRIS images of the coma, the dust particle
densities are first integrated within the pixel columns along the camera
line of sight for a specific viewing geometry, and then convolved with
the optical properties of the relevant particle sizes: while for particles
smaller than 1 µm we use classic Mie scattering (e. g., Hahn 2009), for
larger particles, we assume that they are irregular aggregates made from
sub-micrometer-sized organic grains and micrometer-sized silicate grains
(Marschall et al. 2020b), and model their scattering properties via the
radiative transfer with reciprocal transactions method (R2T2, Markkanen
et al. 2018a; Markkanen et al. 2018b; Muinonen et al. 2018).

Notably, using another derivative of
Marschall’s modeling software, Pinzón-
Rodríguez et al. (2021) simulated the cou-
pled sublimation of water- and CO2-ice
of a spherical comet, and showed that
even low thermal inertia values and the
presence of CO2-ice sublimation can sub-
stantially affect the gas flow field of comets
(although regarding mostly the night-side
activity in case of CO2-ice sublimation).
Still, such a model is much more computa-
tionally expensive, and while our model-
ing results already match the observations
rather well, the need for CO2-ice sublima-
tion as a means to explain the observed ac-
tivity fits well with our main (data-driven)
conclusions (see also Bischoff et al. 2023).

http://plasmati.com.tw/product_cg334618.html


Pfeifer, M., et al.: A&A, 685, A136 (2024)

Marschall et al. (2020b), which covers the time period from Dec.
7, 2015 to Jan. 12, 2016, when 67P was roughly 1.98 AU from the
Sun at a sub-solar latitude of −18.2° (which is right at the center
of the sequences’ latitude value range, see Table 2). The solution
setups only differ in sub-solar longitude, where we used 150°
for sequence STP087, 210° for sequences STP088 and STP089,
and 240° for sequence STP090. All three values almost exactly
coincide with the centers of the covered sub-solar latitude value
ranges of the respective sequences (see Table 2).

Based on these three gas solutions, we then simulated nine
different scenarios for each of our sequences. The scenarios are
defined by every combination of three different initial velocities
(0, 0.25, and 0.5 m s−1) and three different activity distributions:
only local (i.e., Khonsu, Atum, and Anubis), global, and nonlo-
cal (i.e., global without local activity). For each of these runs, we
simulated spherical particles in 17 different size bins distributed
logarithmically over a radius range from 10−8 to 1 m, where each
particle has the same bulk density as the nucleus (533 kg m−3,
Pätzold et al. 2016). To reduce computation time however, we
only allowed for one particle to be emitted per model facet and
size regime6.

Figures D.2–D.5 show the results from the particle trajectory
simulations for particle sizes similar to those we obtained from
the OSIRIS data. For each sequence, initial velocity, and size
bin, we randomly selected (up to) 150 simulated particles that
were ejected from within the suspected source regions, and pro-
jected their trajectories onto the 2D planes of the corresponding
OSIRIS/NAC FOVs (via SpiceyPy, a Python wrapper for SPICE,
Annex et al. 2020). The trajectories start with the beginning of
each sequence (the nucleus shapes in their initial configurations
are shown for reference), and unless they leave the FOV, they
represent the particle motions over a time period of up to 2 h.
The simulated particles however do not (and are not intended to)
retrace our observations. We merely use these simulated particle
ensembles to compare them to our observations regarding their
general appearance and statistical properties.

According to Figs. D.2–D.5, the initial velocities are essen-
tial for reproducing our observed particle tracks (cf. Fig. 4). Of
the tested values, vinit = 0.5 m s−1 provides the best results for
all sequences, which is remarkably similar to the average value
we derived from the OSIRIS data (0.59 m s−1). In the case of
our model, the initial velocities are also not only necessary for
ejecting decimeter-sized particles at all, but also for recreating
the observed ejection cones. This indicates that besides the par-
ticle speed, the shape of the ejection cones may most notably
be affected by the local topography. Without the initial veloc-
ity, the simulated trajectories of the larger particles appear to
“bend” predominantly in either the clockwise or counterclock-
wise direction, an effect caused by the viewing geometry and
the rotation of the nucleus. Yet when particles are ejected with
enough speed from surface areas that face in the opposite direc-
tion, their trajectories also appear to bend the other way. In the
case of sequence STP090 however, even an initial velocity of
0.5 m s−1 is not enough to reproduce the almost symmetric shape
of the observed ejection cone (cf. Figs. 4 and D.5).

Despite the initial velocities however, the overall projected
(radial) accelerations and velocities of the simulated particles

6 Because of this, especially for flat particle SFDs, the simulations of
the diffuse coma appear a bit patchy (Figs. D.7–D.14), since the soft-
ware has to interpolate the column densities from sparse data. With
large amounts of simulated particles, the patchiness disappears. For the
same reason, the coma maps of the drag coefficients in Fig. D.1 show
some artifacts where not enough particles passed through the affected
cells.

are still lower than what we measured for the real particles (cf.
Figs. 12, 13, and D.6). This indicates that even higher initial
velocities, locally higher gas production rates (especially of CO2,
which was not included in the simulations), or lower particle
bulk densities (as discussed in Sect. 4.4), may be necessary to
reproduce our observations. We also did not model rocket forces,
which might have a noticeable effect.

We additionally used the same simulated data from which
we recovered the individual trajectories to generate images of
the diffuse dust coma as it appeared in the first image of each
sequence (cf. Figs. 2 and A.1). In this case, particles from every
simulated size bin in the range from 10−8 to 1 m contributed.
Generally, we find that the simulated images fit our observa-
tions well (but because we ran 36 different simulations, we do
not present all the results here). As an example, Figs. D.7–D.10
show the dust coma simulations of sequence STP090 for all
three activity distributions (local, nonlocal, and global), given
vinit = 0.5 m s−1. The first three of these figures primarily illus-
trate how the coma simulations are affected by different particle
SFDs, which are modeled according to a power law (see, e.g.,
Eq. (3) and the discussion in Sect. 4.2). By visually comparing
the diffuse coma structures in these images to those recorded
in the OSIRIS images, we find that power-law indices between
3 and 3.5 best reproduce our observations, across all sequences.
This agrees well with the value range that we derived for our real,
decimeter-sized particles (3.4±0.3–3.8±0.4, see Sect. 4.2), sug-
gesting that a single power-law exponent can describe the SFD
of both small and large particles.

By comparing the results from the three different activity dis-
tributions across all sequences, we also find further evidence that
the locations of our suspected source regions are likely correct.
For one, images with only local activity show strong dust features
above the suspected source regions similar to our observations.
Secondly, images with nonlocal activity show that the space
above the suspected source regions is only significantly “con-
taminated” by dust features from other areas in the cases where
the particle SFDs are steep. Because the corresponding particles
are much smaller and faster than the particles that we observed
however, their contamination is irrelevant. In the relevant parti-
cle size range, only relatively weak dust features from other areas
appear above the suspected source regions (see Fig. D.10). Still,
in the case of sequence STP090, such contamination might at
least in part explain the missing left side of the simulated ejection
cone (cf. Figs. 4 and D.5), by creating an optical illusion akin to
the jet-like features described by Shi et al. (2018). Another rea-
son might be that our gas solutions are static and do not follow
the rotation of the nucleus. Depending on the viewing geometry
and on how strongly the particles couple with the gas, this could
also noticeably affect the projected trajectories.

Like the trajectory simulations, the coma simulations also
match our observations best when the initial velocity is highest,
as demonstrated by Figs. D.11–D.14 (for the case of sequence
STP087). Clearly, the initial velocity strongly affects the fea-
tures generated by the largest particles, which seem to make
up an essential part of the simulated diffuse coma. The figures
also show that different surface regions require different particle
SFDs to best reproduce the observed dust features. In the case
of sequence STP087 for example, the features near the suspected
source region that radiate toward the top right corner are well
described by a power-law index b ≈ 3, while the features on the
opposite side that radiate toward the top left corner are better
described by a power-law index of at least 3.5.

Finally, Fig. D.14 shows that our model failed to reproduce
the strong diffuse coma features seen in the lower right corner
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of the first image of sequence STP087 (cf. Fig. 2). These fea-
tures may have resulted from night-time activity driven by water
ice sublimation and sustained by thermal lag, akin to the sunset
jets discussed by Shi et al. (2016), or possibly even from CO2

ice sublimation (Gerig et al. 2018, 2020; Pinzón-Rodríguez et al.
2021).

5. Summary and conclusions

We analyzed the dynamics and potential origins of 409
decimeter-sized dust particles that were recorded in four
OSIRIS/NAC image sequences of 67P’s near-nucleus dust
coma between December 16, 2015, and January 6, 2016 (post-
perihelion). After tracking thousands of individual dust particles
though these sequences, we identified four concentrated groups
of recently ejected particles and traced them back to four sus-
pected source regions on the nucleus surface. This allowed us
not only to examine their potential origins, but also to derive
their approximate sizes, speeds, and accelerations. Finally, we
compared our observations and results to simulations of 67P’s
dust coma for further evaluation.

Although we were limited to tracking particles only in the
2D image plane and not in the full 3D environment, our data
analysis provides much evidence that the general locations of the
suspected source regions are likely correct:

(i) The particle trajectories form distinct ejection cones that
taper toward the centers of the suspected source regions.

(ii) Even though the suspected source regions were chosen
independently from one another, they turned out to be
rather well confined and to strongly overlap.

(iii) The suspected source regions contain (or are near) areas
where global activity models estimate high surface erosion
and gas emission rates (Combi et al. 2020; Läuter et al.
2022).

(iv) In particular, the suspected source regions derived from
image sequences STP087 and STP089 largely coincide
with an area in the Khonsu region for which a lot of
activity and surface changes have been documented (e.g.,
Deshapriya et al. 2016; Hasselmann et al. 2019).

(v) Unlike other areas, the suspected source regions were con-
tinuously well illuminated during the observational periods
and the roughly 4 h in local time leading up to them.

(vi) Trajectory simulations of particles released from the sus-
pected source regions generally reproduce the observed
particle tracks well.

(vii) Comparisons between different simulations of the diffuse
dust coma (local vs. nonlocal) show that most of the simu-
lated dust features above the suspected source regions come
from local activity.

Throughout this paper, we drew several conclusions regard-
ing the nature of the observed activity:

(i) Instead of homogeneous activity, the ejection of large
particles (⪆1 cm) can occur distinctly localized.

(ii) The concentrated ejection of large particles does not neces-
sarily correlate (in strength, location, or orientation) with
that of small particles (⪅1 cm) that make up the diffuse
coma. This may be evidence that water-driven erosion
and CO2-driven ejection of large chunks cannot happen
simultaneously at the same location.

(iii) The suspected source regions of the particles that we
traced back to the nucleus surface predominantly lie in
the Khonsu-Atum-Anubis area, and the observed activity
may be linked to rugged terrain or steep slopes like scarps,
cliffs, or fractures.

(iv) The studied particles range in size from about 5 cm to
1.15 m in (equivalent) radius. Power-law fits to their SFDs
best describe the data with power-law indices between
3.4 ± 0.3 and 3.8 ± 0.4. This indicates that shortly after
ejection, most of the mass is still contained in the larger
particles, although ultimately most of them likely did not
escape the nucleus gravity. The index values also agree
notably well with those obtained for submillimeter-sized
particles (3.7 and 3.1 ± 0.5, Fulle et al. 2016; Merouane
et al. 2016), and might reflect an SFD transition of the
surface material located in the suspected source regions
(Deshapriya et al. 2016; Hasselmann et al. 2019).

(v) Solar irradiation alone cannot explain the locality of the
observed activity. Additionally, surface accelerations in the
suspected source regions are relatively high, ruling out
gravity and centrifugal forces as decisive factors as well.

(vi) The projected radial particle velocities directly provide
upper limit estimates for the particle fall-back fractions,
which lie between 75 and 91%. The data indicate that
essentially all particles larger than 40 cm likely fell back
onto the nucleus surface.

(vii) The distributions of the projected radial particle accelera-
tions as functions of the particle radii are well described
by the local surface acceleration (lower bound) and gas
drag (upper bound). The gas drag parameters, however,
are degenerate and cannot be precisely constrained. Val-
ues from our water and dust coma simulations never-
theless indicate that the local gas production rate was
likely several times higher (Qg = 3.6 × 10−5 kg s−1 m−2)
than the prediction by our purely insolation-driven model
and the peak average production rates estimated by
Läuter et al. (2022).

(viii) Some particles exhibit downward accelerations that are
much stronger than the local surface accelerations. Most
of these outliers are likely caused by inaccurate measure-
ments and statistical effects, but their general trend might
also be a sign of asymmetric outgassing.

(ix) Rough estimates of the initial particle velocities are dis-
tinctly nonzero and average around 0.59 m s−1, which indi-
cates that the particles likely gained most of their speed
from the initial ejection event.

(x) Our dynamics simulations of decimeter-sized particles in
the coma of 67P support the need for higher local activity
to reproduce the observed trajectories. Simulated parti-
cles larger than ≈32 cm could not be lifted from the
suspected source regions without introducing initial veloc-
ities in addition to gas drag. Even with an initial velocity
of ≈0.5 m s−1 the simulated particles were generally still
slower than those we observed.

(xi) The inclusion of initial velocities also shows that they
are necessary for reproducing the observed ejection cones,
which indicates that the local topography plays an impor-
tant role in shaping these cones.

(xii) Both, the simulated dynamics of individual particles, and
the simulated images of the diffuse dust coma, match the
observations best when the initial velocity is the highest
(≈0.5 m s−1). This is further evidence that initial velocities
are an essential aspect of the ejection process.

(xiii) The simulated images additionally reproduce our observa-
tions best given particle SFDs described by power laws
with indices equal to 3 or 3.5. This agrees well with the
value range that we obtained from our real particle popu-
lations, but we also found that some dust features require
different size distributions to be well reproduced.
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Because it is currently not possible to include pdf pages with working
hyperlinks in a LATEX-document, as with the methods paper, I manually
added all hyperlinks back into the science paper (except for those found
in the bibliography here). Citations within the digital version of this
paper therefore redirect to the bibliography at the end of the dissertation.
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Overall, our observational and modeling results strongly suggest
that the concentrated local ejection of decimeter-sized particles
cannot be explained with water-driven activity and favorable
illumination conditions alone. Instead, the composition and
structure of the suspected source regions seem to be the decid-
ing factors; of these, we deem an overabundance of volatiles, in
particular of CO2 ice, to be the most probable cause. This is in
line with current particle ejection models (e.g., Gundlach et al.
2020; Fulle et al. 2020; Wesołowski et al. 2020; Ciarniello et al.
2022; Davidsson et al. 2022), which necessitate the sublimation
of CO2 ice in deeper surface layers to eject decimeter-sized parti-
cles. Additionally, our results show that decimeter-sized particles
are very likely ejected with substantial nonzero initial velocities,
which agrees well with other recent studies (e.g., Bischoff et al.
2019; Lemos et al. 2023, 2024; Kwon et al. 2023; Shi et al. 2024),
and implies that the ejection mechanism must be considerably
more energetic than a slow or gradual liftoff.
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Appendix A: Sample images from sequences STP089 and STP090

Fig. A.1. Sample images from sequences STP089 and STP090. The first images of the respective sequences are on the left, the master images on the
right. The ellipses in the master images mark the suspected source regions of the concentrated particle groups. All images are brightness-inverted
and had their contrasts improved for better readability (continuation of Fig. 2).

Appendix B: Reasons for rejection of image

sequences

In the following, we list the reasons why we excluded other
OSIRIS image sequences from our analysis (roughly from most
to least critical):

– An incomplete pair of subsequences (i.e., only one exists) or
an insufficient number of images (many subsequences con-
sist of less than twenty images). If the covered time period is
long, subsequent particle detections can lie far apart, which
makes particle tracking very difficult, especially if there is no
“stem” of detections linked over a short interval (cf. Fig. 1),
that provides accurate predictions. Conversely, if the cov-
ered time period is short, the derived particle dynamics can
be unreliable because the tracks do not evolve enough for

fits to be resistant against smaller deviations like pointing
fluctuations or the inclusion of unrelated detections.

– Binning, which severely hampers particle detection.
– A lack of sidereal objects, which are needed to correct for

pointing fluctuations.
– An abrupt and substantial change in (commanded) camera

pointing, which is nontrivial to correct for, and makes visual
confirmation of particle tracks mostly impossible.

– Long time gaps/periods, which make the continuous tracking
of the same particles difficult and result in many particles to
have left the FOV.

– No concentrated group(s) of particles that seemingly origi-
nate from the same surface area (see Sect. 3.2 as to why this
is important).
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While polynomial orders beyond four are likely no longer physically
justifiable, Figure 7.16 nevertheless illustrates how extreme these effects
become for higher orders. Meanwhile, Figure 7.17 shows that the median
adjusted '2 values remain extremely good up until polynomial orders
around 12, when the fits have long become unreasonable. This qualifier
alone should therefore not be trusted.

Higher-order polynomials are also more sensitive to inaccurate de-
tection locations during the pursuit of a track, so when the track only
consists of a few detections, the algorithm can quickly go astray (see also
discussion on p. 66). Yet as I show in Section 5.2, the fitting results are
relatively stable against scatter in the data points when the track is well
established.

Although there is no consensus, the fourth,
fifth, and sixth derivatives of position are
apparently somewhat facetiously called
snap, crackle, and pop, after the three
mascots of Kellogg’s Rice Krispies cereal
(Thompson 2011; Eager et al. 2016).

Figure 7.16: Effect of polynomial order on
fitting quality, The core figure layout is
identical to that of Figure C.1 in the sci-
ence paper, but the top plots additionally
include fits with polynomial orders from
5 to 9 (light-green), and the bottom plots
polynomial orders from 5 to 43 (the high-
est possible value).

Figure 7.17: Mean adjusted '2 values as a
function of polynomial fit order for tracks
with miss-rates < 30% from the four image
sequences. The sudden drop at a polyno-
mial order of around 14 might have to do
with the acceptance criteria.

A third reason against long extrapolation times (the second one being the
nucleus rotation, see p. 59) is of course that it also becomes unreasonable
to assume that particles that require such long extrapolation times were
still close to the nucleus during the observational period.

Of the particles for which we checked their light curve, this is also one of
the few with a light curve that actually shows a clear trend (see Fig. 7.18
and discussion on p. 64). Since the average intensity is steadily increasing
over the course of the track, it is likely that this particle was flying toward
the observer, potentially coming from the backside of the nucleus. It is
also one of the larger particles with an equivalent radius around one
meter.

Figure 7.18: The light curve of the sample
track shown in Figs. 3 & C.1 in the science
paper.
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– A low number of (reliable) tracks (e.g., due to a low number
of particles).

– Nucleus outside the FOV, which makes associating parti-
cles with potential source regions on its surface much more
speculative.

– Too large nucleocentric distances of the spacecraft, which do
not allow for particles near the nucleus to be distinguishable
from the diffuse coma or associated with potential source
regions.

– Different time signatures (i.e., images come in singles or
triplets instead of pairs, which require at minimum an
adaptation of the tracking algorithm).

– Missing or an uneven number of images (e.g., in the used
calibration levels).

– Defect/artifact-riddled/incomplete images (see, e.g., the arti-
facts around the nucleus in the first image of sequence
STP088, shown in Fig. 2).

Appendix C: Caveats of polynomial fitting

As Figure 3 shows, fitting third-order polynomials is sometimes
not only required for tracking particles successfully, but often
simply the more appropriate choice. From a physical standpoint,

third-order polynomials are justified, since the particle accelera-
tion changes over time due to the complex gas and micro-gravity
environment and the possibility for asymmetric outgassing. Even
fourth-order polynomials may be fair. Yet because of residual
pointing fluctuation and other effects, the positional data of our
particles are not precise enough to allow for the detection of such
delicate signals. In some cases, the order of the fitted polynomial
can also substantially affect the derived velocity and accelera-
tion vectors and change the extrapolated course of the track (see
Fig. C.1 for an extreme example). Our ability to extrapolate parti-
cle tracks is thus limited, which is one reason why we only trace
back particles for at most half an hour.

To ensure that our statistical results are nonetheless reliable,
we tested how much they are affected by the order of the fitted
polynomials (second or third). The most notable difference was
in the track populations that intersect with the suspected source
regions. Some tracks only do so when using a second- but not a
third-order polynomial, and others vice versa. The correspond-
ing radius, velocity, and acceleration distributions, however, are
very similar, and do not significantly change the derived quali-
ties. The fitted SFD power-law indices, for example, differ by no
more than 0.1. Based on this analysis, we consider our statistical
results reliable, and our conclusions remain unaffected.

Fig. C.1. Same particle track shown in Fig. 3 (white circles), but this time fitted with a second-, third-, and fourth-order polynomial, each extrapo-
lated an hour back and over two and a half hours forward in time. The plots on the right show the respective derived vertical and horizontal particle
velocities and accelerations at t = 0 s.
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Another interesting parameter is the gas temperature, shown in Fig-
ure 7.19. It falls off quickly with increasing nucleocentric distance because
the thermal energy is converted essentially adiabatically into kinetic
energy as as the gas expands into the vacuum of space.
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Figure 7.19: Slice through the simulation
domain showing the gas temperature gra-
dients of the three gas solutions. Figure
elements analogous to those in Figure D.1
in the science paper.

This transition region can clearly be seen in Figure 7.20, which shows
the wireframe representation of a slice through the simulation domain.
The transition region was created to make sure that the tetrahedron
cells would not become too large too fast with increasing nucleocentric
distance, which is important for the gas simulation (Raphael Marschall,
priv. com.). But as a consequence, dust particles may not traverse through
the many of the tiny cells, which creates the artifacts seen in the drag
coefficient diagrams.

Figure 7.20: Wireframe representation of a slice through the simulation domain highlighting
the cell arrangement of the unstructured tetrahedron grid.

* * *

Because the rest of the science paper appendix only contains figures,
some of the following paper pages are reorganized or appear on both
sides of a double-page to allow for better and more coherent reading.
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Appendix D: Dust coma simulation results
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Fig. D.1. Properties of the three static gas solutions that we used for our dust coma models. The plots show model cross sections that slice through
the suspected source regions, which are indicated by the bold dashed curves on the top left side of the nucleus. The solar directions are highlighted
by the white lines. The drag coefficient plots show the results computed for global activity of 32 cm particles, which are representative for the whole
relevant size range from 1 cm to 1 m. The circular artifacts in these plots, around 3 km from the nucleus, are a consequence of how the simulation
domain was built (with a transition region between an inner sphere with very small cells and an outer region with much larger cells) and the low
number of simulated particles.
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Figure 7.21: Projected radial particle accelerations and velocities of the particles shown in Fig. D.2 in the science paper (sequence STP087).
As with the OSIRIS data, the values were determined by fitting third-order polynomials to the projected tracks. In each subplot, the
G-axis shows the projected radial velocity in m s−1, the H-axis the projected radial acceleration in m s−2, and the color bar the number of
measurements, which are again weighted by the number of measurements per respective track (residence time weighting).
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Fig. D.2. Trajectory simulations of up to 150 randomly selected particles ejected from within the suspected source region of sequence STP087.
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Figure 7.22: Projected radial particle accelerations and velocities of the particles shown in Fig. D.3 in the science paper (sequence STP088).
Description analogous to Fig. 7.21. The three bottom left panels are blank because no particles were ejected in these instances.
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Fig. D.3. Trajectory simulations of up to 150 randomly selected particles ejected from within the suspected source region of sequence STP088.
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Figure 7.23: Projected radial particle accelerations and velocities of the particles shown in Fig. D.4 in the science paper (sequence STP089).
Description analogous to Fig. 7.21. The three bottom left panels are blank because no particles were ejected in these instances.
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Fig. D.4. Trajectory simulations of up to 150 randomly selected particles ejected from within the suspected source region of sequence STP089.
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Fig. D.6. Projected radial accelerations and velocities of the particles shown in Fig. D.5 (sequence STP090). As with the OSIRIS data, the values
were determined by fitting third-order polynomials to the projected tracks. In each subplot, the x-axis shows the projected radial velocity in m s−1,
the y-axis the projected radial acceleration in m s−2, and the color bar the number of measurements, which are again weighted by the number of
measurements per respective track (residence time weighting). The three bottom left panels are blank because no particles were ejected in these
instances.
A136, page 26 of 30
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Fig. D.5. Trajectory simulations of up to 150 randomly selected particles ejected from within the suspected source region of sequence STP090.
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Fig. D.11. Global coma simulations for sequence STP087 as a function of the particle SFD power-law index, b, given vinit = 0.0 m s−1.

Fig. D.12. Global coma simulations for sequence STP087 as a function of the particle SFD power-law index, b, given vinit = 0.25 m s−1.
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Fig. D.13. Global coma simulations for sequence STP087 as a function of the particle SFD power-law index, b, given vinit = 0.5 m s−1.

Fig. D.14. Comparison between global coma simulations given different initial velocities, vinit, and the observed coma in the first image of sequence
STP087. The image of the observed coma is the background signal subtracted during the preparation for the tracking procedure (see Sect. 2
and Pfeifer et al. 2022). The ellipse indicates the suspected source region. All images are brightness-inverted and had their contrasts improved
individually for better readability. Because of this, the absolute intensity levels should not be compared across images, but only relative to other
areas of the same image.
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Figure 7.24: Global coma simulations for sequence STP088 as a function of the particle SFD power-law index, 1, given Einit = 0.0m s−1.

Figure 7.25: Global coma simulations for sequence STP088 as a function of the particle SFD power-law index, 1, given Einit = 0.25m s−1.
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Figure 7.26: Global coma simulations for sequence STP088 as a function of the particle SFD power-law index, 1, given Einit = 0.5m s−1.

Observed

Figure 7.27: Comparison between global coma simulations given different initial velocities, Einit, and the observed coma in the first image
of sequence STP088. The image of the observed coma is the background signal that we subtracted from the first image of the sequence
during the preparation for the tracking procedure (see p. 56 & 57). The ellipse again indicates the suspected source region. All images are
brightness-inverted and their contrasts have been adapted for each image individually for better reading. Because of this, the absolute
intensity levels should not be compared across images, but only relative to other areas of the same image.
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Figure 7.28: Coma simulations for sequence STP089 as a function of the particle SFD power-law index, 1, given local activity and
Einit = 0.5m s−1.

Figure 7.29: Coma simulations for sequence STP089 as a function of the particle SFD power-law index, 1, given global except local activity
and Einit = 0.5m s−1.
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Figure 7.30: Coma simulations for sequence STP089 as a function of the particle SFD power-law index, 1, given global activity and
Einit = 0.5m s−1.

Figure 7.31: Comparison between coma simulations of local, global except local, and global activity distributions given Einit = 0.5m s−1,
and the observed coma in the first image of sequence STP089. The image of the observed coma is the background signal that we subtracted
from the first image of the sequence during the preparation for the tracking procedure (see p. 56 & 57). The ellipse again indicates the
suspected source region. All images are brightness-inverted and their contrasts have been adapted for each image individually for better
reading. Because of this, the absolute intensity levels should not be compared across images, but only relative to other areas of the same
image.
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Fig. D.7. Coma simulations for sequence STP090 as a function of the particle SFD power-law index, b, given local activity and vinit = 0.5 m s−1.

Fig. D.8. Coma simulations for sequence STP090 as a function of the particle SFD power-law index, b, given nonlocal activity and vinit = 0.5 m s−1.
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Fig. D.9. Coma simulations for sequence STP090 as a function of the particle SFD power-law index, b, given global activity and vinit = 0.5 m s−1.

Fig. D.10. Comparison between coma simulations with different activity distributions given vinit = 0.5 m s−1, and the observed coma in the first
image of sequence STP090. The image of the observed coma is the background signal that we subtracted during the preparation for the tracking
procedure (see Sect. 2 and Pfeifer et al. 2022). The ellipse indicates the suspected source region. All images are brightness-inverted and had their
contrasts improved individually for better reading. Because of this, the absolute intensity levels should not be compared across images, but only
relative to other areas of the same image.
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“Oh, dear me!” [Moomintroll] lamented. “The raft has floated off

and I suppose it’s gone down that awful hole by now.”

“Well, never mind. We’re not on it,” said Snufkin gaily.

“What’s a kettle here or there when you’re out looking for a comet!”

— Jansson (2003). Comet in Moominland.

T
o conclude this thesis, I briefly summarize and reflect on the
content of the previous chapters, starting with the methodology
followed by the scientific results and their implications.

8.1 methodology

In Chapter 2, I showed that our particle tracking method belongs to a
large family of applications and techniques, with some closer, but many
more distant relatives. Due to the unique challenges posed by our data
however, relying on these other techniques was not feasible, and so we
developed our own tracking engine from scratch.

The main challenge during its development was the combination of
sparse data with crowded fields, complex particle dynamics, and random
fluctuations in the camera pointing. To solve these issues and reliably track
potentially thousands of particles per image sequence, we introduced pair
tracking as a core concept of our tracking algorithm, used sidereal objects
to correct for the pointing fluctuations, and defined several tracking
parameters, of which many dynamically adapt to the properties of a
track during its pursuit. To scrutinize our tracking results, I additionally
built an extensive simulation software, systematically optimized the most
relevant tracking parameters, manually inspected and flagged thousands
of tracks, and ultimately came up with a robust parameter that can
accurately predict the authenticity of a track: the miss-rate criterion.

While our approach yielded very satisfying results, there are still plenty
of open questions and tasks that may be addressed in the future, such
as:

▶ If there is a way to correct for the pointing fluctuation in sequences
that do not contain trackable sidereal objects. As I for example
discuss on page 94, the absence of such objects was one of the
reasons we had to dismiss certain image sequences that otherwise
would have been interesting to analyze. Similarly, it would be
useful to implement a correction method that is sensitive to the
CCD location, because as Figure 7.6 shows, some image sequences
may still be significantly distorted. To a lesser degree this is likely
also the case for the other sequences. Being able to account for this
would likely yield much more precise particle tracks, which would

153
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allow to detect weaker effects like the rocket force more reliably, and
make back-extrapolations more precise. If the pointing fluctuation
can be corrected to well below sub-pixel level, this might even make
it possible to reconstruct 3D particle trajectories.

▶ How to correlate two sets of tracking results. This would for
example allow to see what kind of tracks are better recovered with
what kind of tracking parameters and might help to significantly
improve tracking results.

▶ If the automatic separation between genuine and ambiguous tracks
can still be significantly improved. Although the miss-rate is al-
ready an extremely good predictor, as discussed on page 76, there
may still be ways to reliably identify even more genuine tracks.
Different parameters like the miss-rate and residual offset may
for example be combined to yield an even better predictor, while
the expectation-maximization algorithm for Gaussian mixtures or
principal component analysis may also be viable approaches.

▶ Make the algorithm more versatile that it can also be applied to
other data sets, especially from other space missions (see below).
In light of the many different particle tracking tools, it would also
be interesting to test all these techniques on the same data set to
see which methods performs best.

Finally, it is important to stress that there currently exists no community
in the field of dust particle tracking around SSSBs. There are simply too
few relevant space missions separated by too much time, while each
is also unique in its design, challenges, and data. So far, there have
only been three space missions where particle tracking was possible,
and until now, there was not even a (comprehensive) overview of all
the employed and relevant methods and applications. Yet even though
due to the rapid advancement in technology, the old techniques may
already be outdated by the time the next mission arrives at a SSSB, there
are new and exciting space missions to SSSBs on the horizon (such as
Comet Interceptor, DESTINY+, Hera, Lucy, and possibly RAMSES, e. g.,
Snodgrass et al. 2019; Levison et al. 2021; Michel et al. 2022; Ozaki et al.
2022; Kueppers et al. 2023; see also Snodgrass et al. 2022), and so I believe
it is nevertheless important to establish standards in this emerging field
and to start build a community. I hope that this dissertation may be a
first step in this direction.

8.2 comet physics

Before I continue to discuss our particle tracking results and their im-
plications for cometary science, there are two other ideas that I would
briefly like to mention. For one, as I already noted on page 50, I find
the difference between the smooth and consolidated terrain curious. If
comets truly formed by the gentle gravitational collapse of a pebble cloud,
as the currently more popular theory predicts (e. g., Blum et al. 2017,
2022), and 67P subsequently experienced no significant compression
(although it is likely the result of two merging cometesimals, e. g., Jutzi
et al. 2015; Massironi et al. 2015; de Niem et al. 2018; Nesvorný et al. 2018),
then why is there such a structural difference between the deposits of
fall-back material and the pristine consolidated material? To me, the most



8.2 comet physics 155

likely explanation seems to be that this difference is because for one, the
fall-back material consists not just of pebbles but also of larger boulders
that may also be notably dryer than the consolidated material, but more
importantly, the fall-back material is likely missing the fluffy particle
“glue” that fill the gaps of the consolidated material, as suggested by
Blum et al. (2017) and Longobardo et al. (2020). The structural difference
between these two terrain types might therefore be further evidence in
support of the gravitational collapse scenario.

Second, to understand how the nucleus layering formed (see, e. g.,
Sect. 1.5.1), I wonder if it may be helpful to ask why these layers are
observed in comets, but not in (primitive) asteroids, which might have at
least initially formed via similar processes (e. g., Simon et al. 2022). While
it is highly plausible that any initial layering in asteroids was eventually
destroyed due to (catastrophic) collisions, the constant meteorite impacts,
and other space weathering effects that they experienced (e. g., Beitz et al.
2016; Jourdan et al. 2023), or that in case of rubble-pile asteroids, such
layering never existed because they consist of fragments from larger par-
ent bodies (e. g., Okada et al. 2020), an important factor for forming such
layers may also be the relative abundance and distribution of volatiles.
Also, because the layers always remind me of the layers that build up
when creating a large snow ball by rolling it through the snow, maybe
an equivalent process of one-sided accretion might also be conceivable.
But whatever the reason, finding the cause for the layering of cometary
nuclei may be helpful in finding consensus about their formation process.
That being said, I now continue to discuss our scientific results.

Once the development of our tracking algorithm was concluded, we fo-
cused on its application to the OSIRIS image sequences. It became quickly
apparent however that the image sequences recorded by OSIRIS/NAC
were far better suited for our purposes, since OSIRIS/NAC resolved
the nucleus and its immediate surroundings in much more detail
than OSIRIS/WAC (see Fig. 1.21). While OSIRIS/NAC images gener-
ally showed thousands of individual point-source-like dust particles,
OSIRIS/WAC images were generally zoomed too far out to distinguish
any particles close to the nucleus. Even boulders blended in with the dif-
fuse coma. Consequently, there are several image sequences that we had
to disregard, which is also particularly unfortunate because OSIRIS/NAC
and OSIRIS/VAC were occasionally recording image sequences simulta-
neously. This should have made it possible to continue tracking particles
in OSIRIS/WAC images that were initially observed by OSIRIS/NAC
and thus learn more about how they behave further out in the coma.

Yet as I showed and discussed on pages 94, 96, 98, and 100, we also
realized that even with the OSIRIS/NAC image sequences, there are
several serious issues that prevented us from using them for our purposes.
Ultimately, we decided to focus on four image sequences that showed the
most promising results, but that does not mean that the other sequences
may not also be analyzed in a similar way. Just like there may be a way
to correct for the pointing fluctuation without trackable sidereal objects,
there for example also be another way of determining particle-observer
distances. Especially the cases where particle tracking was in principle
possible, but that did not contain concentrated groups of particle tracks
and thus did not allow for associating the particles with the nucleus or
for reliable statistics, likely already provide evidence for the emerging
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theory that water-driven erosion and CO2-driven boulder ejection cannot
happen simultaneously at the same location. This anti-correlation is
not only a consequence of the recently developed WEB-based model,
which states that the water-driven erosion is concentrated on the WEBs,
which themselves only contain marginal amounts of CO2-ice (Fulle
2021; Ciarniello et al. 2022), but it was also independently predicted
by subsequent thermophysical modeling (Attree et al. 2024a). Finding
more evidence for this anti-correlation in the future may therefore be an
important contribution.

For our analysis, we concentrated on four image sequences, all recorded
within a period of less than a month between December 2015 and early
January 2016. These sequences proved to be suitable for our application
because they showed high local activity that allowed us to trace concen-
trated groups of particles back to four suspected source regions on the
nucleus surface. These four regions turned out to all lie in vicinity of
one another and to even partly overlap. They additionally correlate with
other signs of activity and surface changes that were documented within
this region, such as dust jets (e. g., Vincent et al. 2016a; Fornasier et al.
2019), bright spots (e. g., Deshapriya et al. 2018; Hasselmann et al. 2019;
Fornasier et al. 2023), or retreating scarps (El-Maarry et al. 2017b), and
likely lie in an area that exhibited some of the highest gas production
rates during the Rosetta mission (Combi et al. 2020; Läuter et al. 2022).
And generally, they may be linked to rough terrain or steep slopes, such
as scarps, cliffs, or fractures (e. g., Lee et al. 2016; Leon-Dasi et al. 2021)
that likely enhance activity (Höfner et al. 2017). This correlation therefore
seems highly plausible and for example also agrees with the recent WEB
model that predicts that large particles should generally originate from
the more consolidated pristine surface areas (e. g., Fulle 2021; Ciarniello
et al. 2022).

Associating these particle groups with the nucleus then also allowed
us to estimate their particle-observer distance, and in turn derive their
(projected) dynamics and (equivalent) sizes. According to the decimeter
size range of the particles and the fitted power-law indices (3.4 ± 0.3 ≤
1 ≤ 3.8 ± 0.4), the particles fit well between the population of particles
that were observed further out in the coma (A ≲ 1 cm; 3.1± 0.5 ≤ 1 ≤ 3.7

for submillimeter-sized particles, Fulle et al. 2016b; Merouane et al. 2016)
and boulders studied on the surface (≳ 1dm). In particular, they might
even reflect an SFD transition of the surface material in the corresponding
source regions, as our measured power-law index value lies in between
those measured pre-perihelion (1 = 4.1 + 0.2/−0.3, Deshapriya et al.
2016) and those measured over five months after our observations
(1 = 2.6 ± 0.01, Hasselmann et al. 2019). This transition might indicate
that most of the smaller material was removed from the area, while the
larger boulders remained on the surface or fell back onto it, which might
be another seasonal effect.

We additionally analyzed the illumination conditions during, and roughly
four hours (in local time) before the respective observational periods,
as well as the local gravity and centrifugal force. It turned out that the
suspected source regions were neither favorable in terms of the local
surface acceleration, nor were their local illumination conditions sufficient
to explain the observed localized ejection of decimeter-sized particles. It
therefore seems likely that the local surface composition and structure
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is important for ejecting (large amounts of) decimeter-sized particles,
possibly due to an interplay between activity-enhancing topographies
and an overabundance of CO2-ice, which is universally seen as the driver
of decimeter-sized particle ejection (e. g., Fulle et al. 2020a; Gundlach
et al. 2020; Wesołowski et al. 2020; Ciarniello et al. 2022).

Another phenomenon that may also be linked to the local surface mor-
phology are the observed ejection cones. As discussed on page 104, they
are reminiscent of several other phenomena, such as volcanism, cryovol-
canism, or geysers. But most notably, similar ejection cones have also been
observed in laboratory experiments with illuminated micrometer-sized
water-ice particles. These experiments are currently conducted to investi-
gate how the local surface structure affects the activity, and initial results
already show a strong correlation. This is in line with our own suspicion
that the shape of the ejection cones is significantly influenced by the
local surface morphology. Once this dependency is better understood,
it may be possible to learn something about the surface morphology of
the source regions by studying the respective ejection cones. But already
now it seems that narrower ejection cones correspond to surface regions
that in one way or another lie “deeper”, than their surroundings, while
wider ejection cones indicate flatter source regions.

Regarding the derived particle dynamics, we found that the particle
accelerations can generally be well described by the local surface acceler-
ation as a lower bound and the gas drag as an upper bound. But since
we cannot precisely constrain most of the parameters that determine the
gas drag (such as particle density, drag coefficient, and gas production
rate), the upper gas drag limit may result from several factors. Based on
conservative estimates however, we find that the local gas production
rate may be significantly stronger than more global averages during
the observational periods, which again agrees with the idea of locally
different surface structures and an overabundance in CO2-ice.

Additionally, although most of the measured particle accelerations
are well-defined by the above-mentioned limits, their distribution also
showed that there is a significant number of particles that experience
unusually high downward accelerations. While this is in part likely due
to statistics and other effects, this downward acceleration may also be
evidence of asymmetric outgassing. Yet if true, it sparks the question
why only so few particles are affected by it and so strongly at that. It is
thus difficult to regard this as clear evidence for asymmetric outgassing.
But there is another aspect to consider: in the science paper, the lower
bound of the particle accelerations is defined by the surface acceleration,
but assuming the particles travel with radial velocities of around 0.5m/s
(which is a conservative estimate based on the 2D projection), within an
hour, they are already almost two kilometers above the surface (which
is a reasonable travel time considering that the observational periods
are almost two hours long and that most particles were likely ejected up
to half an hour earlier). At that distance, the gravitational acceleration
of the nucleus is only around a quarter of what it was at the surface.
Accordingly, the more appropriate “lower bound” for the particle accel-
erations may actually lie up to four times closer to zero, which would put
a large amount of measured particle accelerations below this value. In
that case, the discrepancy cannot be explained by outliers alone anymore,
but is instead systematic. And since the rocket force from asymmetric
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outgassing can reasonably be of the same order of magnitude as the
nucleus gravity, it may be the most probable explanation.

Although this is only tentative evidence, it may be worth to investigate
further, as clear evidence for asymmetric outgassing would immediately
tell us something about the particles’ ice content and thermal properties,
which is also why such research was originally one of the main scientific
motivations for this work. For one, if a significant rocket force exists, this
means that the heat conduction of the particles is not efficient enough to
redistribute the incoming solar energy homogeneously, as that would lead
to isotropic outgassing and a net rocket force of zero. Likewise, since the
rocket force should act in the anti-solar direction given negligible thermal
inertia, the angle between the anti-solar direction and the direction of the
rocket force can be used to determine the thermal inertia of a particle if its
rotational period and orientation is well-known. Or conversely, if it can
be assumed that the thermal inertia of the particle is similar to that of the
nucleus, the just mentioned angle can be used to determine the particle’s
rotational frequency. The magnitude of the rocket force on the other hand
would allow us to constrain the ice content of the particle and thus its
refractory-to-ice ratio. Yet if no significant rocket forces can be detected,
this could either mean that the particles have negligible thermal inertia
and are thus outgassing homogeneously, or support the hypothesis that
(the outer layers of) coma particles are effectively dehydrated.

But the particle dynamics also revealed something that we did not
initially predict: the back-extrapolations of the particle tracks showed
that the particles were likely ejected with significant initial velocities on
the order of 0.5m/s. The particles therefore likely gained most of their
momentum during their ejection events and afterwards only weakly
couple with the gas. Although the latter part is unsurprising, the existence
of these initial velocities is an important discovery as it should help to
constrain the responsible ejection mechanisms. Notably, several other
recent independent studies also postulated or observed similar initial
velocities for cometary particles (e. g., Protopapa et al. 2014; Bischoff et al.
2019; Kwon et al. 2023; Lemos et al. 2023; Lemos et al. 2024; Shi et al.
2024), which strongly indicates that initial velocities are essential to the
ejection process.

In this regard, I can think of two potential mechanisms: for one, we know
that there are diurnal water-cycles where water vapor re-deposits on
the night-side of the nucleus or other shadowed areas (e. g., De Sanctis
et al. 2015; Ciarniello et al. 2016; Fornasier et al. 2016; Tosi et al. 2019; Hu
et al. 2021). Maybe this happens not just on the surface, but also below,
where the water-ice fills cracks and holes, and thus seals in the CO2-ice in
deeper surface layers (at least to a certain degree). This might create the
necessary environment for the sublimating CO2-ice to build up enough
gas pressure and eject decimeter-sized particles in small “explosions”.
Such “frost-sealing” may lead to a situation similar to the model of Fulle
et al. (2019b) (2019b, 2020a), who argue that the water diffusion inside
pebbles turns them into “pressure cookers”, allowing them to eject small
dust particles; but it may also be corroborated by the recent thermal
modeling of Bischoff et al. (2023), which required reduced diffusivity for
the gas pressure to overcome the nucleus gravity and tensile strength.

Another option might be that just as with the WEBs, there are also CO2-
ice-enriched blocks (CEBs). While it is currently unclear how the WEBs
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formed, their existence cannot be denied. WEBs are therefore formed
somehow, so a similar process might also be feasible for CO2, although
CEBs would likely have to be less abundant or smaller. It would also be
difficult to confirm their existence, since they would have evaporated
long before erosion would expose them to the surface. But if they exist
(maybe the “goosebumps” observed by Sierks et al. (2015) and Davidsson
et al. (2016) are CEB remnants?), the local overabundance of CO2-ice
may be enough to eject decimeter-sized particles with significant initial
velocities.

Finally, we also simulated the observed particle dynamics using an
enhanced version of the gas and dust coma model of Marschall et al.
(2020b). The simulation results turned out to corroborate all our findings:
they reproduced the observed ejection cones and the diffuse dust coma,
and in doing so predict particle SFDs and dynamics very similar to our
measurements. In particular, they also require an initial velocity on the
order of 0.5m/s to not only reproduce our observations, but also to lift
decimeter-sized particles in the first place.

In conclusion, this work allowed us to gain new insights regarding several
aspects of comet physics. The obtained particle dynamics showed that the
local surface structure and (volatile) composition likely plays a significant
role in driving the corresponding activity, and although our results did
not provide unequivocal evidence of asymmetric outgassing, they did
allow us to discover other unexpected but important phenomena like the
ejection cones and especially the initial velocities. We may therefore be a
step closer to solving the activity paradox. But to get there, we likely still
need to answer many other open questions first. In the context of this
work, I suggest to address the following tasks in the future:

▶ First and foremost, investigating the cause for the initial velocities
should lead to a better understanding of the involved ejection
processes. Their existence is therefore likely the most promising
lead in solving the activity paradox.

▶ Next, asymmetric outgassing remains an interesting phenomenon
that can provide valuable insights. Scrutinizing our results further
may thus prove fruitful. Another way of detecting it may also be via
the rotational frequency of particles, as it may cause them to spin
up or down. If it does, it might also be interesting to know if it is
capable of disintegrating the particles via rotational fracturing (see
also Fulle et al. 2015b). And if the outgassing is isotropic, it might
also be possible to detect it via the particles brightness profile, as it
should be broader than the PSF. In this case, I also wonder if the
generated force could be strong enough to compact the particle
interior (which might also happen with surface material, Davidsson
et al. 2022b).

▶ Regarding rotating particles, it would also be useful to improve
the accuracy of the detected particle radiance. This might allow us
to fit the rotation periods of oblate rotators, which is currently not
possible due to the strong radiance variations (cf. Fig. 4.11). More
accurate particle radiance measurements might then even be used
as an additional tracking parameter.

▶ Since laboratory experiments that investigate how surface proper-
ties may influence cometary activity are already underway, a closer
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collaboration would be helpful to find out under what conditions
the observed ejection cones are recreated.

▶ As mentioned on page 106, I already started to review all the studies
that determined particle sizes and suggested to re-analyze their
data with a single coherent method. I believe this may be useful to
the community since it allows for unbiased comparisons. Ideally,
this should be coupled with elaborate hypothesis testing to see if
power-laws are actually the best model to describe our data.

▶ Finally, a more sophisticated thermophysical model that can sim-
ulate the simultaneous sublimation of both water- and CO2-ice
(such as those of Pinzón-Rodríguez et al. 2021; Bischoff et al. 2023)
would be useful as the basis for our gas and dust coma simulations
in the future, as it could help to corroborate the role of CO2-ice in
the activity events that we observed and thus may lead to a better
understanding of the initial velocities and the responsible ejection
mechanism.
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