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Summary

Solar activity affects life on Earth in various ways, from geomagnetic storms to the ter-
restrial climate. The driver of solar activity is the solar magnetic field, which manifests
itself in the form of small and large-scale magnetic features emerging on the solar surface.
The largest features are sunspots. Sunspots are bipolar magnetic regions (BMRs) bear-
ing strong magnetic fields. They form in active regions (ARs) and have been observed
since antiquity. Much less is known about the emergence and evolution of small, spotless
BMRs. Due to their smaller sizes and weaker magnetic fields, they are difficult to observe.
At the same time, due to being much more numerous, they have been proposed to influ-
ence the overall magnetic flux budget and the secular variability of the Sun’s magnetic
flux.

The aim of this thesis is to study the influence of small BMRs on the evolution of the
solar magnetic field. Being the longest direct observation of solar activity, models of long-
term solar variability typically rely on the sunspot number record. Such sunspot driven
models however cannot realistically estimate the amount of small BMRs emerging on
the solar surface at low activity. Particularly challenging are extended periods of sunspot
absence, such as the Maunder minimum.

We start by developing a new description of emergence rates of the small BMRs in
Chap. 2. The model describes the emergence of all BMRs by a single power-law size
distribution, in agreement with modern observations. The power-law exponent varies with
solar activity, quantified by the sunspot number. With this new description, we ensure
that small magnetic regions continue emerging even in the total absence of sunspots.
We validate the emergence model by reconstructing the solar magnetic flux since 1610
from the sunspot number with a simple model of the evolution of the global magnetic
field quantities, including the total and open magnetic flux, and find good agreement with
modern observations and independent reconstructions, including the Maunder minimum.

In Chap. 3, we then employ the proposed description of the BMR emergence to study
the influence of small magnetic regions on the solar magnetic field in more detail. We
simulate the evolution of the solar magnetic field with a surface flux transport model
(SFTM), which allows modelling the evolution and decay of individual BMRs on the
solar surface. Since the information on the spatial distribution of small regions is missing
in the sunspot records, we derive empirical relationships describing the mean and the
scatter of the emergence latitude and tilt angle of all BMRs. The scatter as well as the
onset of emergence during the cycle depend on the size of the BMRs. From the sunspot
number we then derive semi-synthetic BMR records since 1874, which we use as input
to the surface flux transport simulation. We find a good agreement of the calculated
magnetic flux, polar fields and toroidal flux loss since 1874 with modern observations
and independent reconstructions. Small BMRs have a strong impact on the magnetic flux
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Summary

during solar minima, comparable to that of large BMRs with sunspots. For the polar
field strength and toroidal flux loss, we find that small BMRs are even comparable to the
contribution of large BMRs during solar maxima. Due to their high number, small BMRs
have a stabilizing effect on the simulation, while most of the noise comes from large
BMRs. We also validate and analyse the results of the surface flux transport simulations
with an analytical study estimating the influence of small and large BMRs on the solar
magnetic field. The analytical results fully support those obtained from the surface flux
transport simulation.

Our study highlights the importance of a realistic modelling of small BMRs in historic
reconstructions of solar activity, especially during periods of low activity. The latter has
important implications for estimates of the secular variability of solar irradiance. The
impact of small BMRs on the polar fields and toroidal flux loss are crucial to understand
the generation of poloidal magnetic field from the BMRs on the solar surface, which is
important for solar dynamo studies.
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Zusammenfassung

Die Sonnenaktivität beeinflusst das Leben auf der Erde in vielfältiger Weise, von geo-
magnetischen Stürmen bis hin zum Erdklima. Angetrieben wird die Sonnenaktivität vom
solaren Magnetfeld, das sich in Form von kleinen und großen magnetischen Strukturen
manifestiert, die auf der Sonnenoberfläche entstehen. Die größten dieser Strukturen sind
Sonnenflecken. Sonnenflecken sind bipolare magnetische Regionen (BMRs) mit starken
Magnetfeldern. Sie bilden sich in aktiven Regionen (ARs) und werden seit der Antike
beobachtet. Viel weniger ist über die Entstehung und Entwicklung von kleinen, flecken-
losen BMRs bekannt. Aufgrund ihrer geringeren Größe und schwächeren Magnetfeldern
sind sie schwer zu beobachten. Gleichzeitig wurde vorgeschlagen, dass sie aufgrund ihrer
viel größeren Anzahl das Gesamtbudget und die säkulare Variabilität des magnetischen
Flusses der Sonne beeinflussen.

Das Ziel dieser Arbeit ist es, den Einfluss von kleinen BMRs auf die Entwicklung
des solaren Magnetfeldes zu untersuchen. Da es sich um die längste direkte Beobachtung
der Sonnenaktivität handelt, stützen sich Modelle, die die langfristige Sonnenvariabilität
untersuchen, typischerweise auf Beobachtungen der Sonnenfleckenzahl. Solche sonnen-
fleckengetriebenen Modelle können jedoch keine realistische Abschätzung der Anzahl an
kleinen BMRs abgeben, die bei geringer Anktivität auf der Sonnenoberfläche entstehen.
Besonders herausfordernd sind längere Phasen der Abwesenheit von Sonnenflecken, wie
zum Beispiel das Maunder-Minimum.

Daher beginnen wir mit der Entwicklung einer neuen Beschreibung der Entstehungs-
rate kleiner BMRs in Kap. 2. Das Modell beschreibt die Entstehung aller BMRs durch
eine einzige Potenzgesetz-Größenverteilung in Übereinstimmung mit modernen Beob-
achtungen. Der Exponent des Potenzgesetzes variiert mit der Sonnenaktivität, quantifi-
ziert durch die Sonnenfleckenzahl. Mit dieser neuen Beschreibung stellen wir sicher, dass
auch bei völliger Abwesenheit von Sonnenflecken weiterhin kleine magnetische Regio-
nen entstehen. Wir validieren das Entstehungsmodell, indem wir den magnetischen Fluss
seit 1610 aus der Sonnenfleckenzahl mit einem einfachen Modell der Entwicklung der
globalen Magnetfeldgrößen, inklusive des gesamten und offenen magnetischen Flusses,
rekonstruieren und finden eine gute Übereinstimmung mit modernen Beobachtungen und
unabhängigen Rekonstruktionen.

In Kap. 3, verwenden wir dann die vorgeschlagene Beschreibung der BMR-Entstehung,
um den Einfluss kleiner Regionen auf das solare Magnetfeld genauer zu untersuchen. Wir
simulieren die Entwicklung des solaren magnetischen Feldes mit einem Oberflächenflus-
stransportmodell (SFTM), das die Modellierung der Entstehung, Entwicklung und des
Zerfalls einzelner BMRs auf der Sonnenoberfläche ermöglicht. Da die Informationen über
die räumliche Verteilung kleiner Regionen in den Sonnenfleckenaufzeichnungen fehlen,
leiten wir empirische Beziehungen ab, die den Mittelwert und die Streuung des Entste-
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Zusammenfassung

hungsbreitengrads und des Neigungswinkels aller BMRs beschreiben. Die Streuung so-
wie der Beginn des Auftretens während des Zyklus hängen von der Größe der BMRs ab.
Aus der Sonnenfleckenzahl leiten wir dann halbsynthetische BMR-Aufzeichnungen seit
1874 ab, die wir dann als Input für die Oberflächenflusstransportsimulationen verwen-
den. Wir finden eine gute Übereinstimmung des berechneten magnetischen Flusses, der
Polarfelder und der toroidalen Flussverluste seit 1874 mit modernen Beobachtungen und
unabhängigen Rekonstruktionen. Kleine BMRs haben einen starken Einfluss auf den ma-
gnetischen Fluss während der Sonnenminima, vergleichbar mit dem von großen BMRs
mit Sonnenflecken. Für die polare Feldstärke und den toroidalen Flussverlust stellen wir
fest, dass kleine BMRs sogar mit dem Beitrag großer BMRs während der Sonnenmaxima
vergleichbar sind. Aufgrund ihrer hohen Anzahl wirken sich kleine BMRs stabilisierend
auf die Simulation aus, während das meiste Rauschen von großen BMRs kommt. Wir va-
lidieren und analysieren auch die Ergebnisse der Oberflächenflusstransportsimulationen
mit einer analytischen Studie, die den Einfluss kleiner und großer BMRs auf das solare
Magnetfeld abschätzt. Die analytischen Ergebnisse unterstützen vollständig die aus der
Oberflächenflusstransportsimulation erhaltenen Ergebnisse.

Unsere Studie unterstreicht die Bedeutung einer realistischen Modellierung kleiner
BMRs in historischen Rekonstruktionen der Sonnenaktivität, insbesondere in Zeiten ge-
ringer Aktivität. Letzteres hat wichtige Implikationen für Schätzungen der säkularen Va-
riabilität der Sonneneinstrahlung. Der Einfluss kleiner BMRs auf die Polarfelder und den
toroidalen Flussverlust sind entscheidend, um die Erzeugung eines poloidalen Magnet-
felds von den BMRs auf der Sonnenoberfläche zu verstehen, was für Studien zum Son-
nendynamo wichtig ist.
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1 Introduction

"The Sun is a wondrous body. Like a
magnificent father. If only I can be so
grossly incandescent."

Solaire of Astora
’Dark Souls’

1.1 Solar influence on Earth
The Sun is the center of our solar system and the source of the light and energy needed
for life on Earth to exist (see e.g. Kren et al. 2017). As such, the Sun has been revered as
a deity by countless cultures throughout the centuries. Early observations of the Sun from
ancient China first mention the appearance of dark stains on the solar surface. Millennia
later, the invention of the first telescopes in the early 17th century enabled solar obser-
vations with for its time unprecedented resolution, confirming that those dark spots were
indeed features on the solar surface. They were named sunspots. Astronomers Galileo
Galilei and Christoph Scheiner were the first to start systematic observations of the Sun
and they began recording the number of sunspots – a record that has been continued up
to the present day. Two centuries later, it was discovered that the number of sunspots
on the solar surface exhibits a periodicity of approximately 11 years, which was named
after the amateur astronomer Samuel Heinrich Schwabe, who published his observations
(Schwabe 1844). In 1801, William Herschel argued on a connection between solar activ-
ity and climate on Earth by comparing London wheat prices with the amount of sunspots
on the solar surface (Herschel 1801).

Today we know that the Sun and its activity affects life on Earth in many differ-
ent ways. On short timescales, eruptive events on the Sun such as flares and coronal
mass ejections lead to the ejection and acceleration of highly energetic particles towards
Earth’s magnetosphere where they can cause beautiful aurorae but also harmful geomag-
netic storms (see the review by Temmer 2021). The latter may lead to severe damage to
all kinds of electronic devices by inducing electric currents which can cause failures of
power stations and satellites (e.g. Carrington 1859). Associated radio bursts may further
disturb communication systems and the radiation is hazardous for astronauts and aircraft
passengers. All these phenomena are caused by the solar magnetic activity.

On longer timescales, solar variability has influence on terrestrial climate (see eg.
the review by Gray et al. 2010). The most direct effect comes in the form of varia-
tions in the total (TSI) and spectral solar irradiance (SSI) which are defined as the total
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1 Introduction

wavelength-integrated and wavelength-resolved solar radiative energy flux that reaches
the top of Earth’s atmosphere at the mean Sun-Earth distance of one astronomical unit
(1AU = 1.496 × 108 km). Variations in the solar irradiance can have either extrinsic or
intrinsic causes. Extrinsically, the TSI and SSI are modulated by changes in Earth’s or-
bital parameters affecting its precession, obliquity and eccentricity. Those effects have
long periodicities of ∼25.000, ∼41.000 and ∼110.000 years among others, also known as
Milankovich cycles (Paillard 2001, Crucifix et al. 2006) and are thought to be the primary
driver of the glacial and interglacial periods throughout Earth’s history.

Intrinsic changes of the large scale solar activity show both irregular and periodic
variations on timescales from decades to millenia. Cyclic variations besides the 11-year
Schwabe cycle and Hale’s 22-year magnetic cycle (Babcock 1959, Hale and Nicholson
1925) are the ∼85yrs Gleissberg cycle (Gleissberg 1939, Garcia and Mouradian 1998,
Feynman and Ruzmaikin 2014, Vázquez et al. 2016, Le Mouël et al. 2017), the ∼210 yrs
Suess (or "de Vries") cycle (Suess 1980, Wagner et al. 2001, Usoskin et al. 2004, Vonmoos
et al. 2006, Steinhilber et al. 2012) and various other periodic variations (see eg. the
reviews by Hathaway 2015, Usoskin 2017). Sometimes, the Sun falls into a state of
greatly lowered activity called a grand solar minimum. During such a grand minimum
sunspots almost entirely disappear from the solar surface as has been observed during the
Maunder minimum (1645-1715) (Eddy 1976, Sokoloff 2004). Other examples of grand
minima include the Spörer minimum (1409 - 1551) and the Wolf minimum (1280-1340).
The opposite of grand minima are grand solar maxima, which are periods with unusually
high sunspot numbers such as during the grand maxima in the middle ages (1100-1250)
and the modern maximum in second half of the 20th century.

It has further been proposed that the terrestrial climate is influenced by solar energetic
particles (SEPs) and galactic cosmic rays (GCR). As mentioned earlier, SEPs are released
in eruptive events on the solar surface which occur more often at high solar activity. In
Earth’s atmosphere they lead to ionisation and the destruction of ozone molecules. The
GCR flux is anti-correlated to the strength of the solar magnetic field that acts as a shield
to our solar system. GCRs also lead to destruction of ozone molecules and the ions
produced by them in the Earth’s atmosphere have been suggested to form condensation
nuclei for cloud formation (Svensmark and Friis-Christensen 1997, Marsh and Svensmark
2000, Svensmark et al. 2016, 2017), although the latter has been subject to criticism and
debate (e.g. Pierce and Adams 2009, Calogovic et al. 2010, Kulmala et al. 2010, Laken
et al. 2009, 2012, Laken and Čalogović 2013). The Cosmic Leaving OUtdoor Droplets
(CLOUD) experiments by CERN (European Organization for Nuclear Research), found
a possible weak influence of GCRs to cloud formation, although the effect is likely too
small to have significant effect on global temperatures (Kirkby et al. 2011, Dunne et al.
2016, Gordon et al. 2017).

Studying the Sun’s long-term variations requires historic records of solar activity.
However, high precision space-based measurements of the solar magnetic field only exist
since 1974 (see Sect. 1.2.3.1). Space-based observatories are also the only way to directly
measure solar irradiance, because the terrestrial atmosphere absorbs part of the radiation
before it reaches the ground. Therefore, the only way to estimate historic solar activity
is by the means of proxies such as the sunspot number or abundances of cosmogenic iso-
topes (Sect. 1.2.3.2). A multitude of models have been developed to reconstruct historic
solar activity (Sect. 1.3.3). However, as will be shown in Chap. 2 and 3, many uncertain-
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ties remain that call for further improvements to advance our understanding of the Sun
and its influence on Earth. We summarize our results and discuss future applications in
Chap 4.

1.2 The Sun
The Sun is the star in the center of our solar system. It is a middle aged (4.6 Gyrs) main-
sequence star of spectral type G2V with a surface temperature of T⊙ = 5778 K and a
luminosity (that is the total radiated power from the entire surface) of L⊙ = 3.8 × 1026 W.
At M⊙ = 2×1030 kg it holds 99.86% of the total mass of the solar system and its radius of
R⊙ = 696 Mm is 110-times larger than that of Earth, (see also the review by Christensen-
Dalsgaard 2021). It consists of mainly hydrogen (∼ 75%) and helium (∼ 24%) while
heavier elements make up the remaining ∼ 1% (Anders and Grevesse 1989, Grevesse and
Sauval 1998, Lodders 2003, Asplund et al. 2009, 2021).

1.2.1 Solar structure

The Sun can be divided into several layers, each with it’s own distinct physical conditions;
see Fig. 1.1. At the very center is the solar core. Although its radius is only 0.2−0.25R⊙, it
contains about half of the entire solar mass. This leads to very high pressure (150 g/cm3)
and temperature (1.57 × 107 K), enough to enable nuclear fusion. More than 99% of the
energy in the solar core is generated from the proton-proton (p-p) reaction, while the re-
maining ∼ 1% come mostly from the Carbon-Nitrogen-Oxigen (CNO) cycle (Adelberger
et al. 2011, Agostini et al. 2020) Above the core is the radiation zone (< 0.7R⊙) where the
energy from the core travels outward through thermal radiation. The temperature drops
from 7 to 2× 106 K and the pressure from 20 to 0.2 g/cm3 within the layer. From > 0.7R⊙
onward to the solar surface the plasma has cooled so much that radiative transport be-
comes inefficient and energy is transported by convective plasma motions, thus this layer
is called the convection zone. Between the radiative and the convection zones at 0.7R⊙ is
the tachocline, a thin transition layer where the rigid rotation of the radiative zone meets
the differential rotation (faster rotation at the equator than at the poles) of the convective
zone. This results in a large shear in the tachocline that has been speculated to be origin
of the solar magnetic field; see Sect. 1.3.1.

The solar atmosphere can be divided into the photosphere, the chromosphere, a thin
transition layer and the corona. Both density and temperature vary greatly throughout the
atmosphere, shown in Fig. 1.2. The photosphere is the visible surface of the Sun. This
corresponds to an optical depth of τ5000 = 2/3 for green light (5000 Å), which means that
the plasma is opaque in visible wavelengths. The temperature at the surface is 5778 K and
decreases to a minimum of about 4000 K at a height of 500 km. The density decreases to
3 × 10−7 g/cm3 – four orders of magnitude lower than the atmospheric pressure on Earth.
In the photosphere a multitude of physical phenomena can be observed, such as granula-
tion and supergranulation cells caused by the convective plasma motions, the emergence
of sunspots and other magnetic features. We will take a closer look at those phenomena
in Sect. 1.2.2. In the lower and middle chromosphere, the density further decreases while
the temperature slowly rises. Then in the thin transition layer and the upper chromo-
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Figure 1.1: Schematic illustration of the solar interior and atmosphere. From the inside
outwards: The solar core, radiative zone, convection zone, photosphere, chromosphere
and corona. See main text for details. The images are courtesy of NASA and taken from
www.nasa.gov (corona), svs.gsfc.nasa.gov (photosphere) and helioviewer.org (chromo-
sphere)

sphere, the temperature rises abruptly to several million Kelvin while the density drops
to only 1010 particles per cubic centimetre. The cause for the extremely high coronal
temperatures is one of the most discussed "hot" topics in solar physics. Possible heating
mechanisms include "nanoflares" (small-scale reconnection events of braided field lines,
Parker 1972, 1983) or magnetohydrodynamic waves (dissipation of Alfvén waves, van
Ballegooijen et al. 2011). For a review of coronal heating models see e.g. De Moortel
and Browning (2015), Pontin and Hornig (2020), Van Doorsselaere et al. (2020). Due
to the low plasma density in the corona, its evolution is dominated by strong magnetic
fields. The corona stretches for several solar radii and dynamically transitions into the
solar wind, a continuous stream of charged particles ejected from the solar corona into
the interplanetary space. Finally, the heliosphere is the outermost range of influence of
the Sun, in which the solar wind and the magnetosphere reach out for more than 120 AU
(the heliopause). The solar magnetosphere acts as a shield that protects Earth from GCRs
and highly energetic interstellar particles.
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Figure 1.2: The one dimensional temperature (black) and density (blue) profiles in the
solar atmosphere depending on their height above the solar surface. The profiles are
reproduced from the data from Vernazza et al. (1981).

1.2.2 Surface features
The surface of the Sun is not homogeneous. Even with the naked eye ancient civilizations
were able to see spots on the solar surface. Later, observations with telescopes revealed
that sunspots are not the only features that form on the solar disc and even more fea-
tures were discovered as the resolution and instrumentation of observatories improved.
These various surface phenomena vary greatly in size, shape and lifetime, shaping the
inhomogeneous, ever-changing face of the Sun. In this section we briefly describe the
most prominent structures observed on the solar surface. For this, we categorize the solar
surface into three different classes: The part of the solar surface that is free of or only
features weak magnetic fields is called the quiet Sun. Regions with strong magnetic fields
are called active regions. Their smaller counterparts are known as ephemeral regions.

• Quiet Sun: The quiet Sun is the solar surface which is free of measurable magnetic
fields. Due to the convective plasma flows from the solar interior, most of the quiet
Sun’s surface is covered by convective cells called granules. They appear brighter
at the center where the hot plasma rises from the convection zone and darker at the
edges where the cooled down plasma descends, see Fig. 1.3. Granular cells evolve
dynamically on timescales of just several minutes and range in diameter between
hundreds and thousands of kilometers. Doppler velocity measurements revealed
another large scale flow pattern called supergranulation which consists of cells with
30 − 35 Mm diameter and evolves on timescales of 1-2 days (see also Rincon and
Rieutord 2018). Most of the observable magnetic elements in the quiet Sun are
concentrated in the downflow areas of granular and supergranular cells forming the
so-called magnetic network.
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Figure 1.3: High resolution image of the solar surface with several magnetic features
including a sunspot by the optical telescope on board the Hinode spacecraft. Courtesy of
JAXA/ESA (adapted)

• Active regions: The most prominent solar surface features are sunspots that form in
regions with very strong magnetic fields called active regions (ARs). They emerge
within the so-called "active belts" located at high latitudes (25 − 35◦) at the start of
a solar cycle, but migrate closer towards the equator (5 − 10◦) throughout the dura-
tion of the solar cycle (see Sect. 1.2.4). ARs form as a result of the solar dynamo
process described in Sect. 1.3.1, by magnetic flux tubes rising from the bottom of
the convection zone until they penetrate the solar surface in an Ω-like shape, where
they form bipolar magnetic regions (BMRs) (Parker 1979). The preceding polar-
ity is usually more compact than the following polarity which tends to be more
diffuse and is often split up into smaller polarity patches (Bray and Loughhead
1979, McIntosh 1981). The magnetic fields in the footpoints of ARs are so strong
(≈ 2000 − 4000 G, Livingston 2002), that they inhibit the convective plasma flows,
leading to cooling and the resulting darkening of the plasma at the solar surface,
observed as sunspots. Sunspots themselves can be further separated into umbra and
penumbra, see Fig. 1.3. Umbra is the dark center of the sunspot were the magnetic
fields penetrate the surface almost vertically. Umbrae have typical surface temper-
atures of ∼ 4300 K compared to the typical solar surface temperature of ∼ 5800 K
and their brightness is about 10 − 30% of the quiet Sun (Solanki 2003, Mathew
et al. 2007). The dark umbra is surrounded by a brighter region (65 − 85% of the
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quiet Sun) that is called penumbra. Here the magnetic fields have a more horizontal
orientation and are not quite as strong as in the umbra (1000 − 2000 G) and the
typical temperatures are ∼ 5400 K (Solanki 2003). Fully developed sunspots have
typical diameters of up to 50−60 Mm, magnetic fluxes > 5×1021 Mx and lifetimes
between days and weeks (van Driel-Gesztelyi and Green 2015). Some magnetic
fields are not strong enough to develop into full bipolar sunspots, but are observed
as smaller dark regions called pores that feature only an umbra and have sizes of a
few hundred to a few thousand kilometers.

Weaker magnetic fields form bolometrically bright features called faculae. They are
observed as ensembles of bright but small (tens to hundreds of kilometers diameter)
magnetic features which tend to form in the proximity of sunspots and cover large
areas of several tens of Mm. When observed in the chromosphere (e.g. in the
Ca II K line) they are seen as extended bright regions called plage. Areas with
faculae are typically observed for several weeks although the individual features
disappear within minutes to hours. The reason for faculae being brighter than the
surrounding plasma lies in their smaller diameter. While the bottom of the flux tube
appears dark, due to the inhibition of convective plasma flows, the walls experience
radiative heating by the surrounding plasma ("hot wall" effect, see e.g. Spruit 1976,
Zwaan 1978). As the faculae are not large enough to inhibit the convection (as is the
case for the dark pores and sunspots) the inflowing energy heats up the walls so that
they appear bright, which can best be observed near the solar limb (Carlsson et al.
2004, Keller et al. 2004). It is believed that the transition between bright and dark
features lies between 400 − 700 km in diameter (Knoelker and Schuessler 1988,
Grossmann-Doerth et al. 1994).

• Ephemeral regions: Besides the large-scale ARs, a huge number of small-scale
BMRs constantly emerge all over the solar surface. Due to their typically short
lifetimes of hours up to a day, they are called ephemeral regions (ERs). ERs are too
small in size and magnetic flux to form sunspots or pores, but they can be observed
in magnetograms, see Fig. 1.4. The properties of ERs have been studied in detail
by (Harvey 1993, H93), who found typical sizes between a few and up to ∼ 20 Mm
and magnetic fluxes between 3 × 1018 to a few times 1020 Mx, although the lower
flux limit was attributed to the resolution limit of the available data. The number
of emerging regions is however orders of magnitude higher than that of ARs, so
that they have an important contribution to the solar magnetic flux budget (e.g.
Thornton and Parnell 2011). Although the spatial distribution and orientation of
the smallest ERs are almost random, H93 found that there is a smooth transition
between the emergence patterns of large ERs and small ARs concluding that ERs
are actually the small-scale end of ARs, see also Sect. 1.2.4. From observations
we know that the cyclic emergence of ERs is more extended in time than that of
ARs, overlapping several years with neighboring solar cycles (see e.g. Legrand
and Simon 1981, Wilson et al. 1988, H93, Tlatov et al. 2010, Hathaway 2015 and
references therein). The number of ERs thereby varies much less than that of ARs
between high and low solar activity (e.g. H93, Thornton and Parnell 2011). This
makes ERs especially important for the secular variability of the solar magnetic
field (Solanki et al. 2000, 2002) and solar irradiance (Krivova et al. 2007).
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Figure 1.4: Picture of an AR and an ER in a magnetogram (top) and a continuum image
(bottom). The AR is much larger and harbours a sunspot, whereas the ER is only visible
in the magnetogram. Adapted from www.helioviewer.org (SDO/HMI data).

The magnetic flux limit between ARs and ERs is only loosely defined and varies from
study to study. Therefore, in Tab. 1.1 we summarize our definition ARs and ERs that we
use throughout the thesis. For more details how we derive the magnetic flux limits see
Sects. 2.4.2 and 3.4.1.

Table 1.1: Magnetic flux content of BMRs as used in this study.

Magnetic feature Magnetic flux range [Mx]
ARs (with sunspots) 3 × 1021 − 1 × 1023

ARs (only pores) 4 × 1020 − 3 × 1021

ERs (no spots at all) 3 × 1018 − 4 × 1020
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1.2.3 Measurements of the magnetic field and activity proxies
The magnetic field produced in the interior and emerged through the solar surface into
the atmosphere has numerous partly spectacular manifestations. We have already men-
tioned sunspots, faculae and ERs in Sect. 1.2.2. There are also coronal loops and eruptive
phenomena such as coronal mass ejections and flares, that can cause geomagnetic distur-
bances in the terrestrial atmosphere (e.g. Sect. 1.1). The various observables on the Sun
can be used to describe solar magnetic activity and are called indices and proxies of solar
activity. In this Section, we will present several of those solar indices and proxies that are
directly relevant to our work. However, we stress that this is by no means a complete list
of all the known quantities related to solar activity.

Some quantities can be measured directly through a real physical observable (e.g. the
total and open magnetic flux, see Sect. 1.2.3.1). Such "physical" indices can be used to
directly quantify solar magnetic activity and its physical effects. Although not a mea-
surement of the solar magnetic field itself, the total solar irradiance is another directly
measurable quantity that is strongly related to the solar magnetic field (see Sect. 1.2.3.2).
This is due to the different bolometric brightness of the various magnetic features on the
solar surface. However, direct measurements of the magnetic field and solar irradiance
exist only since a few decades. On longer timescales (up to centuries or millennia) one
needs to rely on proxies of solar activity, see Sect. 1.2.3.2. The longest running direct
proxy of solar activity is the sunspot number that has been recorded since the early 17th
century. To quantify solar activity on timescales of millennia, the only option is to use
indirect proxies such as concentrations of cosmogenic isotopes stored in natural archives.
Although isotope records have a higher uncertainty and lower temporal resolution (mostly
decadal) than sunspot records (daily, monthly or annual), they can be used to study the
long-term trends in solar activity (see e.g. the review by Usoskin 2017), which is useful
for example for climate studies.

Solar activity and its various manifestations are not constant, but show periodic and
non-periodic variations on various timescales. The most prominent variation is the 11-
year sunspot cycle (Schwabe 1844) whose most evident manifestation a cyclic varia-
tion in the number and spatial distribution of the magnetic features on the solar surface
(Sect. 1.2.2). The evolution and the distribution of those magnetic features throughout the
solar cycle are described in the next section (Sect. 1.2.4).

1.2.3.1 Magnetic field measurements

Solar variability on timescales longer than a day is driven mainly by its magnetic field. A
straightforward way to quantify the global solar magnetic field is the unsigned solar to-
tal magnetic flux derived from synoptic maps of the line-of-sight photospheric magnetic
field. Synoptic maps are created by combining individual magnetograms taken through-
out one Carrington rotation, which is the mean rotation period of the solar surface at low
latitudes (27,2753 days, by Richard Carrington). The calculated total magnetic flux varies
between observatories, due to e.g. magnetograph saturation (Svalgaard et al. 1978), ob-
servation in different wavelengths or different spatial resolution of the instruments (for an
overview see e.g. Riley et al. 2014). The longest running full-disc magnetographic mea-
surements are made by ground-based observatories: Wilcox Solar Observatory (WSO,
since 1976), Mount Wilson solar Observatory (MWO, since 1967) and National Solar
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Figure 1.5: a) Measurements of the total magnetic flux. The gray symbols are individual
measurements by three ground-based observatories (WSO, NSO and MWO, see main text
for details). The black line is the average of all three observatories. The composite by
Yeo et al. (2014) from the Kitt Peak Vacuum Telescope (KPVT) at NSO, SoHO/MDI and
SDO/HMI (see main text for details) is shown in green. The composite was corrected to
the WSO scale. b) Measurement of the open magnetic flux by Owens et al. (2017) (black)
and a reconstruction from the geomagnetic aa-index by Lockwood et al. (2022).

Observatory at Kitt Peak (NSO, since 1974), see Arge et al. (2002), Wenzler et al. (2006).
Later, high resolution full-disc measurements were made by space-based observatories
such as the Michelson Doppler Imager on board of Solar and Heliospheric Observatory
(SoHO/MDI, since 1996, see Scherrer et al. 1995) and the Helioseismic and Magnetic
Imager onboard Solar Dynamics Observatory (SDO/HMI, since 2010, see Schou et al.
2012). Measurements of the total magnetic flux by different observatories are shown in
Fig 1.5a.

The component of the total flux that reaches into the heliosphere is called the open
magnetic flux and as such can directly influence geomagnetic activity on Earth. The
strength of the open flux is further related to the strength of the solar interplantetary mag-
netic field that modulates the amount of GCRs reaching Earth. The GCRs interact with the
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molecules in the terrestrial atmosphere and produce cosmogenic isotopes which are then
stored in natural archives (see Sect. 1.2.3.2). Measurement of the open flux can be done
in-situ, but it is difficult due local distortions by waves, turbulences or reconnection events
that can twist and invert the heliospheric magnetic field and lead to an overestimate of the
open flux (Owens et al. 2017). Hence, the open flux is often extrapolated from photo-
spheric magnetograms using for example the potential field source surface model (PFSS,
Schatten et al. 1969) or the current sheet source surface model (CSSS, Zhao and Hoek-
sema 1995a,b). The open flux can further be reconstructed from proxies of solar activity
such as the abundance of cosmogenic isotopes in natural archives or from geomagnetic
activity indices, see Sect.1.3.3. In Fig. 1.5b, we show the open flux measurement by
Owens et al. (2017) and a reconstruction from the geomagnetic aa-index by Lockwood
et al. (2022).

1.2.3.2 Other quantities and proxies

Figure 1.6: Measurements of TSI by various instruments since 1978. Figure is courtesy
of Greg Kopp (https://spot.colorado.edu/~koppg/TSI/).

The solar magnetic activity cycle also manifests itself in a cyclic variation of the solar
irradiance. As the main external energy source into Earth’s atmosphere, these variations
in the TSI and SSI – especially on longer timescales – may have influence on terrestrial
climate. Early ground-based measurements before the 1970s were so inaccurate that they
were unable to detect the small variations in the solar irradiance, hence it was called the
"solar constant". Ground-based measurements are imprecise for several reasons. Firstly,
a part of the solar irradiance spectrum is filtered out by Earth’s atmosphere, for example
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most of the UV radiation. Secondly, atmospheric and weather effects can lead to varia-
tions in the measured TSI which are much stronger than the intrinsic TSI variation itself.
Therefore, precise measurements are only available since 1978, with the start of space-
based observations (e.g. Hickey et al. 1980, Willson et al. 1981, Floyd et al. 2003, Kopp
et al. 2005, Fröhlich 2012, Schmutz et al. 2013). Multiple different satellite missions have
since made TSI measurements (see Fig. 1.6), however the lifetime of the instruments al-
lowed observations only for typically years to a decade. The exception is SoHO/VIRGO1

that remained operational since 1996. Due to differences in the aperture designs the abso-
lute level of the TSI varies between missions. Instrumental degradation over time further
influences the measurements. To assess the long-term variation of TSI, the individual
measurements need to be combined and corrected in order to obtain a homogenous and
continuous timeseries (Fröhlich 2012, Kopp 2014).
Three major TSI composites have been produced by different instrumental teams: a)
PMOD (Physikalisch - Meteorologisches Observatorium Davos, Fröhlich 2006), b) ACRIM
(Active Cavity Radiometer Irradiance Monitor, Willson and Mordvinov 2003) and c)
RMIB (Royal Meteorological Institute of Belgium or IRMB in french, Dewitte et al.
2004). The composites rely on "daisy-chainig" (a data series where each new dataset
is calibrated to the level of the reference dataset) and taking only data from one instru-
ment at any given time. This method lead to differences between the composites in the
long-term trend due to the different calibrations (biased towards the primary instrument)
and corrections applied to the data (see e.g. Solanki et al. 2013, Zacharias 2014, Kopp
2016). Recently, Dudok de Wit et al. (2017) introduced a new methodology to create a
single, "community-consensus" TSI composite. Instead of relying on daisy-chaining, the
new composite follows a statistical approach that takes the measurements of all available
instruments into account. This allows estimating time-dependent uncertainties.

As discussed in Sect. 1.2.3.1, direct measurements of the global solar magnetic field
are only available since a few decades. Thus, reconstruction of solar activity on timescales
of centuries to even millennia rely on either direct or indirect proxies. The longest and
hence most commonly used direct proxy of solar activity is the sunspot number. It is not a
"real" physical observable since it is synthetically derived by observers from visual solar
disc observations following certain conventions. There are two commonly used versions
of the sunspot number: a) the international sunspot number (ISN) since 1700 and b) the
group sunspot number (GSN) since 1610, (see also Usoskin 2017). Since 1874, also
information on individual sunspot groups, inclusively areas and positions, is available.

• International sunspot number: The first sunspot number series was made by Rudolph
Wolf at the Zürich Observatory in 1848, combining his own observations with those
by past observers (Wolf 1850). It is also called the Wolf sunspot number (WSN) or
the Zürich sunspot number. The relative sunspot number is defined as:

RZ = k (10G + S ) , (1.1)

where k is a constant scaling factor used to compensate the differences of observa-
tion techniques and instruments of individual observers, G is the number of sunspot

1Variability of SOlar Irradiance and Gravity Oscillations onboard the Solar Heliospheric Observatory.
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Figure 1.7: Top: International sunspot number (version 2.0) since 1700. The sunspot
number in the gray area is given as yearly values, while the blue area shows the 13-
month averaged sunspot number since 1749 (from monthly or daily values). Taken from
www.sidc.be/silso (SILSO data/image, Royal Observatory of Belgium, Brussels)

groups and S is the number of individual spots. To make the series more homoge-
neous he took only the observations of one "primary" observer each day, without
taking other observations into account. After 1882, Wolfer became the new primary
observer and changed the observation criteria, now counting also small spots and
multiple spots within the same penumbra (Clette et al. 2014). To compensate for
this change in the observation technique, the data after 1882 were multiplied with a
factor of 0.6. The WSN was synthesized until 1981, when it was replaced with the
ISN provided by the Royal Observatory of Belgium (Clette et al. 2007). The ISN
adopts the same defintion as Wolf (Eq. 1.1) but takes all observations into account
rather than just the "primary" observer. A second version of the ISN (ISN2.0) was
released in 2015, taking Wolfer as a reference (hence this time the data before 1882
had to be multiplied by a factor 1.67) and correcting for inhomogeinities in the data
(Clette and Lefèvre 2016). The WSN/ISN is available yearly since 1700, monthly
since 1749 and daily since 1818.

• Group sunspot number: A new sunspot number series was introduced by Hoyt
and Schatten (1998) that neglects individual spots and instead only counts en-
tire sunspot groups, called the group sunspot number. By only considering entire
sunspot groups, the GSN reduces the ambiguity in the determination of individ-
ual spots by different observers present in the ISN. The GSN uses the averaged
sunspot number reported by all observers available on each day. Each observer is
thereby given a fixed correction factor to normalize the observations to a similar
level. There are also more raw data available than for the ISN, enabling the record
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to be extended back to 1610. The GSN is defined as follows:

Rg =
12.08

N

∑
i

kiGi, (1.2)

where N is the number of observers on each day, ki is the respective correction fac-
tor for each observer and Gi is the reported sunspot number. The factor 12.08 was
chosen to adjust the GSN to the level of the ISN in the period between 1874-1976,
hence ISN and GSN are rather similar after the 1870s. Although the GSN is consid-
ered to be more reliable than the ISN before 1849, inhomogeneities and errors have
been reported leading to several revisions of the series (see e.g. Lockwood et al.
2014b, Cliver and Ling 2016, Svalgaard and Schatten 2016, Usoskin et al. 2016c,
2021a, Chatzistergos et al. 2017, Willamo et al. 2017).

• Sunspot areas: Even more information can be obtained from observations of sunspot
areas. Sunspot areas are a physical index of solar activity as they are directly mea-
sured from solar images and hence it is a direct indicator of the magnetic flux
emerging on the solar surface. The longest record of sunspot areas and locations
was compiled by the Royal Greenwich Observatory (RGO) since 1874. The series
was concluded in 1976 when the US Air Force began recording their own data from
the Solar Optical Observing Network (SOON). The two series have later been com-
bined into a continuous record since 1874 by Hathaway et al. (2002), Hathaway
(2015) ("RGO/SOON record"). Cross-calibration between the two datasets how-
ever is difficult, as there is no temporal overlap, an hence other observatories have
been used to cover the transition period. For example Balmaceda et al. (2009) used
the Russian dataset by the Pulkovo Astronomical Observatory (Mikhailov 1955)
from 1932 to 1991 that overlaps with both RGO and SOON datasets for the cross-
calibration. Recently, Mandal et al. (2020) have derived more consistent sunspot
area record, that includes data from multiple additional observatories. The primary
observatories are RGO, Pulkovo, Kislovodsk (1952-2018, Nagovitsyn et al. 2007)
and the Debrecen Observatory (since 1977, Baranyi et al. 2016).
Note that the sunspot area records do not include the tilt angles of the sunspots.
The tilt angles can be obtained for example from the observations by Mount Wilson
Observatory and Kodaikanal (Howard et al. 1984, 1999, Sivaraman et al. 1993) cov-
ering the period between 1906 to 1987 and the Debrecen Observatory since 1977
(Baranyi 2015).

The sunspot number records cover the period from 1610 to the present. However, to
reconstruct solar activity on even longer timescales, one needs to rely on indirect proxies
of solar activity, which are related to effects caused by solar activity rather than being a
direct observable. This includes for example the geomagnetic indices (e.g. the aa-index),
the flux of galactic cosmic rays reaching Earth and the concentrations of cosmogenic
isotopes from terrestrial archives. Although we do not directly use indirect proxies as
input to our work, we use other studies based on indirect proxies as independent reference
cases to our sunspot-based reconstruction of the solar magnetic field (see Chap. 2 and 3).

The aa-index is a measurement of geomagnetic activity, conducted by two antipodal
stations in Australia and the UK (Mayaud 1972). Geomagnetic disturbances are caused by
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the open field lines of the solar magnetic field interacting with the geomagnetic field and
inducing currents. For a review of the relationship between solar and geomagnetic activity
see e.g. the review by Pulkkinen (2007). The aa-index is calculated as the three hours
weighted average of the k-index of both stations, where the k-index is a measurement of
the geomagnetic activity relative to an undisturbed geomagnetic field.

The GCR flux in the vicinity of the heliosphere is considered to be almost constant
on timescales less than some 100.000 years. However, the GCR flux is modulated before
reaching Earth by the heliospheric magnetic field whose strength depends on the solar
open magnetic flux. The heliospheric magnetic field acts as a shield from GCRs to the
solar system, hence the GCR flux is in anticorrelation with solar activity. The GCR flux
has been measured by neutron monitors all around the globe since 1951 (see e.g. Belov
2000, Simpson 2000, Moraal and Stoker 2010, Jung et al. 2016, Usoskin 2017, Väisänen
et al. 2021).

The GCRs that reach Earth’s atmosphere interact with nuclei of atmospheric atoms to
form cosmogenic isotopes such as 14C and 10Be (Stuiver and Quay 1980, Beer et al. 1990,
Bard et al. 1997, Beer et al. 2012). Since these isotopes are mainly produced by GCRs,
their production rate is tied to the modulations of the GCR flux, which is in anti-phase
with the solar open magnetic flux and solar activity. The cosmogenic isotopes are then
deposited in natural archives such as plants (14C) or antarctic ice layers (10Be) (Lal and
Peters 1967, Beer et al. 2012). The isotopes are radioactive with long half-lives of 5730
yr for 14C and ∼ 1.5 × 106 yr for 10Be. Hence their remaining abundances in terrestrial
archives can be used to reconstruct solar activity back for very long time periods from
millenia to millions of years (see the review by Usoskin 2017, and Sect. 1.3.3). Dating of
14C data after the end of the 19ths century is however difficult: The production rates of 14C
are diluted by anthropogenic burning of coal and fossil oils also known as the Suess-effect
(Suess 1955). Additionally, nuclear bomb tests in the 1960s have temporarily increased
the radiocarbon production rates (see also Damon et al. 1978).

1.2.4 Emergence patterns of magnetic features and the solar cycle
All the various solar indices described in Sect. 1.2.3 (but also many others) show periodic
variations throughout the 11-year solar cycle and, more generally, the 22-year magnetic
activity cycle. In this Section, we focus specifically on the emergence of bipolar magnetic
regions (ARs, ERs, see Sect. 1.2.2) that have been observed to follow recurrent emer-
gence patterns. These patterns include the number of emerging features, as well as their
spatial distribution on the solar surface and the sign of the leading and following magnetic
polarity of the BMRs. Here we describe the emergence patterns of sunspot-bearing ARs
and discuss how the distribution changes for ERs.

• Number of regions: The sunspot number varies greatly with the solar cycle. While
few (or zero) sunspots emerge at solar minimum, they cover up to a few percent
of the solar surface at activity maximum a few years later (see Fig 1.8). After the
polar field reversal near activity maximum (see Sect. 1.3.1) the number of emerging
sunspots starts decreasing again. The mean duration of a solar cycle is 11 years
since the start of recordings in 1610, but can vary in length by up to a few years.
The most extreme cases recorded since 1610 are 8 and 15 years. It has further
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Figure 1.8: Top: Butterfly diagram. The colors represent the solar disc coverage
with sunspots. Bottom: Average daily sunspot area. Taken from D. Hathaway
(http://solarcyclescience.com/)

been observed that the "ascending" or "rising phase" from solar minimum to solar
maximum tends to be shorter than the "declining phase" from maximum to the next
minimum. The length of the rising phase seems to be anti-correlated with the cycle
amplitude, called the "Waldmeier effect" (Waldmeier 1935, 1939).

The number of emerging small, spotless BMRs is up to several orders of magnitude
higher than that of large spot-bearing ARs (Harvey 1993, Parnell et al. 2009, Thorn-
ton and Parnell 2011). In particular it was discovered that the instantaneous number
(Parnell et al. 2009, exponent −1.85) as well a the emergence rate (Thornton and
Parnell 2011, exponent −2.69) of all BMRs can be described by a single power-law
size distribution. At the same time, the number of emerging ERs varies less with
solar activity than the number of ARs: In a comprehensive study of both small and
large scale BMRs in cycle 21 (1976 to 1986), H93 observed that the number of ARs
varied by roughly a factor of 8 between solar maximum and minimum, while ERs
varied by only a factor of 2. Based on H93’s observations, Krivova et al. (2021)
have argued that the emergence rate of BMRs throughout the solar cycle can be
described by a power-law size distribution with a varying power-law exponent de-
pendent on solar activity (expressed by the sunspot number); see also Chap. 2 and
3 of this thesis.

• Latitude distribution: ARs with sunspots typically emerge within certain latitude
ranges depending on the phase within the cycle – the so-called "activity bands" or
"active latitudes" (e.g. Carrington 1858, Spörer 1879). At the start of the cycle,
those activity bands are located between ±30◦ and ±40◦. As the cycle progresses
the active latitudes move progressively closer to the equator being at about ∼ ±8◦
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at the end of the cycle. A plot of the emergence latitudes of sunspots over time
resembles the shape of butterfly wings and is hence called the "butterfly diagram"
(see Fig 1.8).

ERs also show the tendency to emerge roughly following the activity bands, how-
ever they have a larger spread around the mean than ARs. The smaller the regions
are, the wider the spread around the mean, so that the smallest ERs are essentially
randomly distributed across the solar surface (Harvey and Martin 1973, H93, Ha-
genaar et al. 2003).

• Tilt angles: As mentioned in Sect. 1.2.2, sunspots emerge in ARs with a positive
and negative polarity. The leading polarity of an AR is closer to the equator and the
tilt angle between the two polarities with respect to the equatorial plane depends on
the emergence latitude (higher tilt angle at higher emergence latitudes). This is also
known as "Joy’s law" (Hale et al. 1919). It has been shown by Dasi-Espuig et al.
(2010) that there is a cycle-to-cycle variation in the average tilt angle depending on
the maximum sunspot number (i.e. stronger cycles have lower average tilt angles).

Smaller BMRs also tend to obey to Joy’s law, but show a much wider scatter around
the mean tilt angle which increases with decreasing region size. The smallest ERs
appear to be almost randomly orientated (H93, Hagenaar 2001).

• Polarity: The leading polarity of a spot-bearing AR shares the same polarity as the
polar magnetic field of the respective hemisphere at the beginning of the cycle. This
is known as "Hale’s polarity law" (Hale and Nicholson 1925). However, a small
fraction of sunspots violate Hale’s law and have the opposite polarity. The fraction
of "anti-Hale" regions is small for sunspots (∼ 1%), but increases for smaller BMRs.
About 40% of the smallest ERs emerge with anti-Hale orientation (H93, Hagenaar
2001).

• Cycle overlap: As can be seen in the butterfly diagram in Fig 1.8 the "wings" of
each cycle temporally overlap with those of neighboring cycles, so that higher lat-
itude regions of a new cycle coexist with lower latitude regions of the old cycle.
This overlap is about 1− 2 years for sunspots but can be several years for ERs. Ob-
servations suggest that a new solar cycle starts with the emergence of small-scale
magnetic regions at high latitudes (∼ 50◦) immediately after the polar field rever-
sal at maximum of the ongoing cycle. BMRs continue to emerge at low latitudes
(∼ 5◦) for about 2 years after the nominal end of the cycle before the activity bands
terminate at the equator (see, e.g. Legrand and Simon 1981, Wilson et al. 1988,
H93, Tlatov et al. 2010, Hathaway 2015 and references therein).

• Activity nests: The distribution of sunspots and ERs is not entirely random. It
has been observed that new BMRs are more likely to form near existing sunspot
regions. Such clusters of BMRs are commonly referred to as "activity nests" (see,
e.g., Bumba and Howard 1965, Gaizauskas et al. 1983, Castenmiller et al. 1986, Bai
1988). Additionally, it has been proposed that such activity nests might preferably
appear at two persistent longitudes in opposite hemispheres separated by 180◦, the
so called "active longitudes" (Berdyugina and Usoskin 2003, Zhang et al. 2007).
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1.3 Generation and surface evolution of the solar mag-
netic field

The variations in solar activity described in Sect. 1.2.3 are driven by the global solar
magnetic field. It is generated by a large-scale organized mechanism in the solar interior,
called the solar dynamo. The magnetic field then emerges on the solar surface in the form
of BMRs (see Sect. 1.2.2). On the solar surface, BMRs are redistributed by a combination
of surface plasma flows while also being subjected to decay incited by convective plasma
flows. We describe the magnetic field generation by the solar dynamo in Sect. 1.3.1. The
evolution of the magnetic field and models used to simulate it are briefly introduced in
Sect. 1.3.3.

1.3.1 Magnetic field generation
It is generally believed that the solar magnetic field is generated in its interior by rotat-
ing motions of the electrically conducting plasma (e.g. Parker 1955, Dikpati and Gilman
2009, Charbonneau 2020). One can describe the time evolution of the magnetic field B
with the induction equation:

δB
δt
= η∇2B + ∇ × (v × B) , (1.3)

where η = 1/µ0σ is the magnetic diffusivity, µ0 is the vacuum permeability, σ is the
electrical conductivity of the plasma and v is the plasma velocity. The first term on the
right hand side describes magnetic diffusion of the magnetic field while second term de-
scribes magnetic induction by plasma flows. The ratio of induction to diffusion is called
the Reynolds number Rm and is of great importance to the understanding of the evolution
of the magnetic field:

Rm = µ0σVL, (1.4)

where V is the typical velocity of the plasma flow and L is the typical length scale. A low
Reynolds number≪ 1 would mean that almost no advection takes place and the magnetic
field will tend to diffuse over time. However, when the conductivity of the medium is
very high, as is the case in the solar plasma, the diffusion term vanishes and the Reynolds
number becomes ≫ 1. In such a case, the motions of the magnetic field and the plasma
are no longer independent of each other and are linked together. This phenomenon is
known as Alfven’s theorem or the frozen-in magnetic field (see e.g. Priest 2003). Now
to understand what will happen in a system with high electric conductivity, we consider
the ratio of the gas pressure to the magnetic pressure, called the plasma-β. If β ≪ 1
then the magnetic field pushes the plasma so that it can only move along the magnetic
field lines but not cross it. This case is observed in the solar corona due to the low plasma
density and the strong magnetic fields. At the photosphere and in the solar interior, the gas
(plasma) pressure is much greater so the magnetic field is pushed along with the plasma
flows. This way, magnetic field can be generated and amplified by the plasma flows in the
solar interior.
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Figure 1.9: Schematic illustration of the Babcock-Leigthon dynamo process, see main
text for details. Taken from Dikpati and Gilman (2009) with permission (published by
Springer Nature2, licence number 5600670521274).

Different dynamo models have been proposed that explain the generation of the solar
magnetic field and its 22-year magnetic cycle (see the review by Charbonneau 2020).
Here we will focus on the Babcock-Leigthon mechanism (Babcock 1961, Leighton 1964)
which has proven great success in explaining the observed patterns of sunspot emergence
throughout the solar cycle (see Fig. 1.9, taken from Dikpati and Gilman 2009). The solar
dynamo action can be represented as a two-step process: (1) the generation of toroidal
magnetic field from an existing poloidal field configuration and (2) the generation of a
new, reversed poloidal field component from the toroidal field. The generation of toroidal
magnetic field is thought to happen in the tachocline, the thin transition layer between
the radiative zone and the convection zone. While the radiative zone rotates rigidly, the
convective zone shows differential rotation, rotating faster at the equatorial regions than
at the poles. The resulting shear wraps the poloidal field lines around the rotation axis
where it forms a new toroidal field at the bottom of the convection zone; see Figs. 1.9a–
1.9b. Once the toroidal field becomes strong enough, it rises through buoyancy until
it penetrates the solar surface in the form of Ω-shaped loops, accordingly naming this
process the Ω-effect. The two footpoints of the so-called flux tube stay connected to the

2https://doi.org/10.1007/s11214-008-9484-3
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solar surface, where they form the opposite polarity patches of BMRs, the largest of which
are active regions that harbour sunspots (see also Sect. 1.2.2). Due to the Coriolis force
the flux tubes are twisted into an α-like shape and the axis between the polarities is tilted
so that the leading polarity is closer to the equator, creating a poloidal field component
opposite to the existing configuration at the poles, shown in Figs. 1.9c–1.9f. The field
in the BMRs is then transported to the poles by a meridional circulation, which flows
from the equator to the poles on the surface where it leads to the polar field reversal
(e.g. DeVore et al. 1984, Wang et al. 1989). At the bottom of the convection zone the
meridional circulation transports the poloidal field back to the equator. Here the new
poloidal field is again wrapped up by the differential rotation, starting the dynamo process
anew (Figs. 1.9g–1.9i).

1.3.2 Surface evolution of the magnetic field

Figure 1.10: Sketch of the effects of surface flows on the magnetic field in a surface flux
transport model (see Sect. 1.3.3.2). New emerging BMRs are marked by orange circles.
The magnetic field is transported in longitudinal direction by differential rotation (red),
toward the poles by meridional flows (green) and diffuses due to supergranular motions
(blue).

Upon emergence in the form of BMRs, the magnetic field is subjected to various
plasma flows, that morph, transport and diffuse the magnetic surface features (see Fig. 1.10).
We briefly introduce the three primary surface flows that play a key role in the evolution
of the global magnetic field: (a) Differential rotation, (b) meridional circulation and (c)
convective motions.

• Differential rotation: Other than the solar radiative zone the solar convection zone
does not rotate like a rigid body and instead exhibits differential rotation (see the
review by Howe 2009). On the solar surface, its rotation period is about 25 days
at the equator, but decreases toward the poles where a full rotation takes around
35 days. A "mean" rotation period of 27.2753 days ("Carrington rotation") was
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defined by Richard Carrington who measured the rotation period of low latitude
sunspots. Although the definition is somewhat arbitrary, the Carrington longitude
is still commonly used to define a solar rotation. The differential rotation also varies
with depth, as can be seen in the meridional cut through the Sun in the left panel
of Fig. 1.11. In the right panel of Fig 1.11 we see the rotation speed for several
latitudes as a function of the distance from the center. One can see how the rigid
rotation of the radiative zone transitions into a differential rotation at the tachocline
at around 0.7R⊙.

Figure 1.11: Differential rotation profile observed by GONG (Global Oscillation Network
Group, Harvey et al. 1996). Left: Cut through the solar convection zone (y-axis is aligned
with the rotation axis). The contours depict the solar rotation speed. Right: Solar rotation
speed at fixed latitudes by distance from the solar center. Taken from Howe (2009) with
permission3.

• Meridional circulation: The meridional circulation is an axisyemmtric system of
flows from the equator to the poles on the solar surface. Since the total mass needs
to be conserved during the circulation, the plasma at the poles sinks into the inte-
rior where it flows back to the equatorial regions where it emerges to the surface
again (see the review by Hanasoge 2022). The peak surface flow speed is esti-
mated to 10−20 m s−1 (about 1% of the differential rotation) and decreases towards
the equator (where it reverses direction) and towards the poles, as inferred from
Doppler measurements (e.g. Duvall 1979, Hathaway 1996, Ulrich 2010), magnetic
feature tracking (e.g. Komm et al. 1993, Rightmire-Upton et al. 2012) and helio-
seismology (e.g. Haber et al. 2002, González Hernández et al. 2008, Komm et al.
2015, 2020). Despite the low flow speed, the meridional circulation is thought to
play a crucial role in the solar dynamo (especially for the reversal of the polar fields)
as outlined in Sect. 1.3.1.

3Published under the Creative Commons Attribution-Non-Commercial-NoDerivs 3.0 Germany License
(http://creativecommons.org/licenses/by-nc-nd/3.0/de/)
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• Convective motions: As has been described in Sect. 1.2.2, convective plasma mo-
tions give rise to a pattern of overturning convection cells at the solar surface. This
effect is called granulation for small (∼ 1 Mm) or supergranulation for large scale
(∼ 30 Mm) convection cells. Granulation and supergranulation play an important
role in the surface flux transport as the plasma motions lead to random walk motions
of the surface magnetic field. In surface flux transport models (see Sect. 1.3.3.2) the
net effect of those motions is most commonly modelled as a horizontal diffusion
process as has been introduced by Leighton (1964). There are however some stud-
ies that explicitly model the random motions induced by the supergranulation (e.g.
Schrijver 2001, Upton and Hathaway 2014). Observational studies using cross-
correlation and object-tracking methods suggest a typical diffusion coefficient be-
tween ∼ 100 − 350 km s−1 (see e.g. Schrijver et al. 1996, Schrijver and Zwaan
2000).

1.3.3 Modelling and reconstructions of magnetic activity

As discussed in Sect. 1.2.3, space-based measurements of the solar surface magnetic field
only exist since 1974. Prior to that time one has to rely on direct or indirect proxies
(Sects. 1.2.3.2) to reconstruct the solar magnetic field and solar activity in general. Here
we will focus on reconstructions from the sunspot number. In Sect. 1.3.3.1 we briefly de-
scribe a coarse physical model which calculates the global evolution of the total and open
magnetic flux. Then in Sect. 1.3.3.2 we give a brief overview of surface flux transport
models which simulate the evolution of the magnetic field on the solar surface.

1.3.3.1 Coarse physical model

A simple but physical and efficient model to calculate the global solar total and open
magnetic flux from the sunspot number was developed by Solanki et al. (2000, 2002),
Vieira and Solanki (2010). A detailed description of the model (from hereon referred to
as "ODE model") can be found in Sect. 2.4.1, so here we give just a brief summary of
its basic properties. In the ODE model, a set of coupled ordinary differential equations
is solved, each describing the sources and sinks of one component of the total magnetic
flux (ARs, ERs and the open magnetic flux that is further split into a fast and a slowly
evolving component). The input into the model (or "source") comes from the emergence
rates of ARs and ERs, both of which are linked linearly to the sunspot number. Parts of
the AR and ER flux are then transferred to the fast and slow open magnetic flux. Finally,
all four components (ARs, ERs, fast and slow open flux) decay over time as described by
their individual decay timescales.

One of the greatest strengths of the ODE model is its versatility. For example, it
has been used in combination with the SATIRE-model (Spectral And Total Irradiance
Reconstructions) for solar irradiance reconstructions from the sunspot number (Krivova
et al. 2007, 2010, Balmaceda et al. 2007) Additionally, the simple nature of the model
allowed it to be inverted so that the sunspot number can be calculated from the open
magnetic flux. Thus, the ODE model was used in combination with reconstructions of
the open magnetic flux from the abundances of cosmogenic isotopes such as 14C and 10Be
in natural archives (for more details see Sect. 1.2.3.2) to reconstruct the historic sunspot
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number on a millennial timescale (see e.g. Solanki et al. 2004, Usoskin et al. 2004, 2016a,
2021b, Vonmoos et al. 2006, Delaygue and Bard 2011, Vieira et al. 2011, Steinhilber et al.
2012, Wu et al. 2018b). The reconstructed sunspot number itself could then again be used
as input to the ODE model to reconstruct solar irradiance (see e.g. Wu et al. 2018a).

However, a shortcoming of the ODE model is that, due to the linear relationship be-
tween the emergence rate of ARs and ERs and the sunspot number, the magnetic flux
drops to zero in periods of very low activity such as during the Maunder minimum. This
stands in contradiction with reconstructions from cosmogenic isotopes that suggest a low
but continued activity even during a grand solar minimum. Therefore, an update to the
emergence model is urgently needed that allows flux emergence even in the absence of
sunspots (see Chap. 2 of this thesis).

1.3.3.2 Surface flux transport models

The evolution of the magnetic field on the solar surface can be modelled with a sur-
face flux transport model (SFTM). Originally developed by DeVore et al. (1984, 1985),
Wang et al. (1989), a SFTM calculates the effects of several surface plasma flows (see
Sect. 1.3.2) while adding new magnetic flux to the magnetograms, either from direct ob-
servations or from BMR records. In this section give a general overview of different
SFTMs and discuss some of their applications. A more detailed description of the SFTM
we use in our study is given in Sect. 3.5.1.

The evolution of the radial solar surface magnetic field Br is described by the following
equation (see e.g. the reviews by Jiang et al. 2014b, Wang 2017):

δBr

δt
= −Ω(θ)

δB
δϕ
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]
+ S (θ, ϕ, t),

(1.5)

where t is the time, θ and ϕ are the heliocentric latitude and longitude,Ω(θ) is the differen-
tial rotation, v(θ) is the meridional circulation and ηh is the horizontal surface diffusivity.
S (θ, ϕ, t) is the "source function" that describes the emergence of new magnetic flux into
the model. There are several different ways to feed the source function: The most straight-
forward way is to directly include observed solar magnetograms (e.g. Yeates 2020) or Ca
II K spectroheliograms (e.g. Virtanen et al. 2019) into the SFTM. However, as discussed
in Sect. 1.2.3.1, such observations only exist since the 1970s and cannot be used for sim-
ulations over longer timeperiodes. Another option is to model the emergence of magnetic
flux in BMRs from proxies. For this, one can use the sunspot areas and locations, e.g.
from the RGO/SOON record since 1874 (see Sect 1.2.3.1). The sunspot areas need to be
converted to magnetic fluxes through empirical relationships and the tilt angles have to be
modelled following Joy’s law (Sheeley et al. 1985) or a modified, cycle-dependent ver-
sion of it (e.g. Cameron et al. 2010). Alternatively one can derive the emergence of BMRs
from the sunspot number to further extend the simulation back in time (up to 1610). In
this case, the sizes and locations of the BMRs are calculated statistically from empirical
relationships (e.g. Jiang et al. 2011a).
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If the source function is fed with BMRs derived from a proxy, we need to model
the initial shape in which each BMR appears in the SFTM. For this, BMRs are commonly
modelled as a superposition of two opposite polarity patches with some angular separation
between them. Two major approaches have been developed to describe the shape of those
polarity patches: a) modelling the BMR as a point bipole made of two opposite polarity
point sources (Sheeley et al. 1985, Wang et al. 1989) or b) by modelling the BMR with
two Gaussian-like polarity patches with a finite area (van Ballegooijen et al. 1998). The
second approach was later adopted by e.g. Mackay et al. (2002), Baumann et al. (2004),
Cameron et al. (2010), Jiang et al. (2011a), Upton and Hathaway (2014), Nèmec et al.
(2022) and is also used in the present study (see Chap. 3).

The ability of SFTMs to simulate the large scale-evolution of the solar magnetic field
makes them applicable to many different fields of study. For example, SFTMs can sim-
ulate one half of the Babcock-Leighton dynamo loop – the generation of poloidal field
from the toroidal field in the form of BMRs on the solar surface (see Sect. 1.3.1), which
makes them interesting for dynamo studies (see e.g. the review by Charbonneau 2020).
The simulated strength of the polar fields at solar minimum can further be used as a pre-
dictor for the strength of the next solar cycle (see e.g. the review by Petrovay 2020).
Another important application is to use the magnetic flux derived from simulated mag-
netograms from a SFTM to reconstruct the historic solar irradiance from sunspot records
(Dasi-Espuig et al. 2014, 2016, using the SFTM by Jiang et al. 2011b). However, the
SFTM can only calculate the evolution of ARs, so that the contribution of the small-scale
ERs is added separately from the simpler ODE model (see Sect. 1.3.3.1). It is specifically
the ERs that are driving the secular variation of the magnetic flux and solar irradiance and
as such ERs are crucial to constrain the solar variability in long-term studies. Therefore,
we need an updated SFTM that can include ERs into the surface flux transport simulations
(see Chap. 3).

1.4 Motivation & Outline

As described throughout this section, studying the evolution of the solar magnetic field is
of great interest to various applications. Many of these require long time-series as input
that are not available from direct observations and can only be reconstructed with suitable
models. Such models typically require appropriate proxies as input, see Sect. 1.2.3. Un-
fortunately, the available data become less reliable further back in time. As the longest
direct proxy, sunspot number records have been widely used for solar magnetic field and
irradiance reconstructions (see e.g. Sect. 1.3.3). However, the sunspot data only cap-
ture the presence of large scale magnetic regions, while all the smaller, non-spot-bearing
regions are missed. It is known from observations that the number of emerging small
magnetic regions varies far less than that of ARs throughout the solar cycle, so that even
at low activity with zero sunspots some amount of small-scale features emerge. There-
fore, while the day-to-day solar variability is dominated by the emergence of sunspots, it
is the small-scale regions that have the strongest impact on the solar secular variation. It
is specifically the secular variability that is most important for long term studies of solar
activity. For example, the secular variability is crucial for climate studies to assess the
influence of the Sun on terrestrial climate. Therefore, a realistic model of the evolution of
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the small-scale magnetic regions is urgently needed. Previously, sunspot-driven models
struggled to estimate the number of small-scale regions emerging in periods of low solar
activity, since no information about their emergence is found in sunspot records. For ex-
ample, by assuming a linear relationship between ER emergence and the sunspot number
(see e.g. Sect 1.3.3.1), no small magnetic regions are present when there are no sunspots
on the solar surface. This leads to zero magnetic flux during grand solar minima such
as the Maunder Minimum and stands in contrast to data from cosmogenic isotopes. In
Chap. 2 of this thesis, we develop a new description of the emergence rates of solar BMRs
which is linked non-linearly to the sunspot number and reconstruct the global open and
total magnetic flux from a set of ordinary differential equations (see also Sect. 1.3.3.1).
The emergence model is then further applied in Chap. 3 together with empirically derived
emergence patterns of BMRs to simulate the evolution of the solar magnetic field with a
SFTM (see Sect. 1.3.3.2) and to study the influence of small BMRs on the solar magnetic
field. We summarize and discuss our results in Chap. 4.
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2 Modelling the evolution of the Sun’s
open and total magnetic flux

This chapter reproduces the article by N. A. Krivova, S. K. Solanki, B. Hofer, C. J. Wu, I.
G. Usoskin and R. Cameron, published in Astronomy & Astrophysics, 650, A70 (2021),
reproduced with permission© ESO.
Contributions to the paper: B. Hofer took over, tested, partly revised and finalised
the programming routines implementing the model. B. Hofer constrained the parame-
ters of the model and ran the final simulations. B. Hofer also contributed to writing the
manuscript.

2.1 Abstract
Solar activity in all its varied manifestations is driven by the magnetic field. Particularly
important for many purposes are two global quantities, the Sun’s total and open magnetic
flux, which can be computed from sunspot number records using models. Such sunspot-
driven models, however, do not take into account the presence of magnetic flux during
grand minima, such as the Maunder minimum. Here we present a major update of a
widely used simple model, which now takes into account the observation that the distri-
bution of all magnetic features on the Sun follows a single power law. The exponent of
the power law changes over the solar cycle. This allows for the emergence of small-scale
magnetic flux even when no sunspots are present for multiple decades and leads to non-
zero total and open magnetic flux also in the deepest grand minima, such as the Maunder
minimum, thus overcoming a major shortcoming of the earlier models. The results of the
updated model compare well with the available observations and reconstructions of the
solar total and open magnetic flux. This opens up the possibility of improved reconstruc-
tions of sunspot number from time series of cosmogenic isotope production rate.

2.2 Introduction
The precise history of solar activity and its underlying magnetic field is of interest for
a number of reasons. Firstly, records of solar activity and of the magnetic field pose
an important constraint on models for the enhancement and the evolution of magnetic
flux (mainly dynamo models). Secondly, such records are important for understanding
the history of the Sun’s influence on the Earth (either through changes in its irradiance,
or through space weather effects). Thirdly, a long record of solar activity is needed to
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understand how the Sun compares with other sun-like stars in its level of activity and
variability (e.g., Radick et al. 2018, Reinhold et al. 2020).

Solar activity, in all its diverse manifestations, is driven by its magnetic field, so that
knowledge of the history of solar activity implies knowledge of its magnetic field. Two
widely used quantities describing the global magnetic field of the Sun are the global open
and unsigned total magnetic flux. They are, for example, used in heliospheric physics, for
the reconstruction of solar irradiance, or as measures of solar activity when comparing
with other stars. These quantities, being global in nature, can be reconstructed from
more indirect proxies of solar activity and magnetism, such as the sunspot number and
concentrations of the cosmogenic isotopes 14C or 10Be in terrestrial archives.

A first model to compute the solar open flux from the sunspot number was developed
by Solanki et al. (2000), based on a simple differential equation describing the evolution
of the open flux, ϕopen. In spite of its simplicity, it successfully reproduced the empirically-
reconstructed evolution of the open flux by Lockwood et al. (1999) and the 10Be concen-
tration in ice cores (Beer et al. 1990). This simple model was extended by Solanki et al.
(2002) to cover also the total unsigned magnetic flux, ϕtotal, but now requiring the solution
of a set of coupled differential equations to describe the evolution of ephemeral regions
(ERs) besides that of active regions (ARs) and of the open flux. All three components
of magnetic flux contribute to the evolution of the total magnetic flux. ARs are the large
bipolar structures that harbour sunspots at least part of the time, whereas ERs are smaller
bipolar regions without sunspots.

The ability of this model to reproduce concentrations of cosmogenic isotopes turned
out to be particularly useful (e.g., Usoskin et al. 2002). Although far more sophisticated
models are in the meantime available to compute not just global magnetic quantities, but
also the underlying spatial distribution of the magnetic flux and the detailed input from
individual emerging ARs etc., the very simplicity of this set of models allowed them to
be inverted (e.g., Lockwood 2003), so that, e.g., sunspot number could be reconstructed
from measured concentrations of cosmogenic isotopes (e.g., Usoskin et al. 2003, 2004,
Solanki et al. 2004, Usoskin et al. 2016b, Wu et al. 2018b). The model of Solanki et al.
(2002) was further extended and combined with the successful SATIRE model (Spectral
And Total Irradiance REconstruction; Fligge et al. 2000, Krivova et al. 2003, 2011) to
compute total solar irradiance over the last 400 years (Krivova et al. 2007, 2010). Vieira
and Solanki (2010, hereafter VS2010) have further refined the model by distinguishing
between the short-lived and long-lived components of the open flux (Ikhsanov and Ivanov
1999, Cranmer 2002, Crooker et al. 2002; see Vieira and Solanki 2010 for details), which
led to an improved reconstruction of the open flux that displayed a better agreement with
observations. This model, with some tuning, has been the basis for further reconstructions
of solar spectral irradiance over the telescope era (Krivova et al. 2010), as well as sunspot
number and TSI over the Holocene (Vieira et al. 2011, Wu et al. 2018b,a).

One shortcoming of earlier versions of the model discussed above is that the open
flux during a grand minimum, such as the Maunder minimum, i.e. during a long period
essentially without sunspots, invariably drops to zero. This is because in this model,
the emergence rate of the magnetic field on the solar surface is linearly linked to the
sunspot number, so that by design during a grand minimum no magnetic flux is allowed
to emerge. This leads to a zero open and total flux during the grand minima. It has been
shown, however, that signals of solar activity and variability were also present during the
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Maunder minimum (Beer et al. 1998, Fligge et al. 1999, Usoskin et al. 2001, Miyahara
et al. 2004, Riley et al. 2015). This was also confirmed by modelling (Owens et al. 2012)
and points to a need for an improvement of the global total and open magnetic flux model.

Furthermore, more recent solar observations provided new insights into the sources,
emergence and evolution of the solar magnetic flux. Thus, Thornton and Parnell (2011)
have combined observations from various sources and found that the emergence rate of
bipolar magnetic regions with fluxes between 1016 Mx and 1023 Mx follows a single power
law with a slope of −2.69.

Here we present a new, strongly revised version of the VS2010 model that builds
on these recent solar observational results, replacing the direct proportionality of ERs
and ARs by a more up-to-date approach. It does keep the original differential equations,
however, so that it is not a completely independent model. As a natural outcome of the
model, ERs keep emerging even during a grand minimum when there are no sunspots for
multiple decades. This means that neither the open nor the total magnetic flux drop to
zero at any time.

The paper is structured as follows. The data used to constrain and test the new model
are briefly introduced in Sect. 2.3. We describe our model and highlight the changes rela-
tive to the older version of the model in Sect. 2.4. The results of the model are presented
in Sect. 2.5, while we summarise and discuss our findings in Sect. 2.6, where we also
provide an outlook on future applications of the new model.

2.3 Data

The model to be detailed in Sect. 2.4 starts from a sunspot number time series and com-
putes the total and open magnetic fluxes of the Sun therefrom. We therefore require a
sunspot series as input to the model. To constrain the free parameters of the model, we
compare its output to observations and independent data-based reconstructions of the to-
tal and open magnetic fluxes. Finally, to test the output of the model, we consider further
independent time series of the reconstructed open magnetic flux.

As input to the model we use the following sunspot number data sets: (1) the inter-
national sunspot number v2.0, referred to hereafter as ISN2.0 (Clette and Lefèvre 2016),
and (2) the group sunspot number, or GSN in short (Hoyt and Schatten 1998). The ISN2.0
data set was extended back to 1643 by adding the sunspot data during the Maunder mini-
mum by Vaquero et al. (2015) scaled up by the factor 1.67 to match the ISN2.0 definition.
Also in the GSN record, the values before 1710 were replaced by the data from Vaquero
et al. (2015), without any scaling.

To constrain the output of the model we make use of observations of the total mag-
netic flux (see Arge et al. 2002, Wang et al. 2005, Wenzler et al. 2006) derived from
synoptic charts produced by the three solar observatories with the longest running regular
magnetographic measurements: Wilcox Solar Observatory (WSO), Mount Wilson solar
Observatory (MWO), and National Solar Observatory at Kitt Peak (NSO/KP). These data
sets have already been used to constrain earlier versions of this model and we have used
the same versions as employed by Krivova et al. (2007, 2010) and Wu et al. (2018a).
To constrain the free parameters of the model, we consider the average over at least two
(MWO and WSO during 2002–2009) or all three (1976–2002) records for each Carring-
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ton rotation.
Furthermore, to better constrain the free parameters of the model, we also use the em-

pirical reconstruction of the open magnetic flux from the geomagnetic aa-index covering
the period from 1845 to 2010 (Lockwood et al. 2014a).

Finally, the quality of the computed open magnetic flux is tested by comparing it with
two other independent data sets (without changing the free parameters of the model): (1) a
compilation of spacecraft-based in-situ measurements by Owens et al. (2017) since 1998,
and (2) a reconstruction by Wu et al. (2018b) from decadal INTCAL13 14C data covering
the Holocene prior to 1900 (Reimer et al. 2013).

2.4 Model

2.4.1 Magnetic flux emergence and evolution
Following the approach by Solanki et al. (2000, 2002) and Vieira and Solanki (2010), we
describe the evolution of the solar total and open magnetic flux by a system of ordinary
differential equations. However, instead of distinguishing between active regions (AR)
and ephemeral regions (ER) as the sources of fresh magnetic flux at the solar surface,
we distinguish between ARs and what we call Small-Scale-Emergences (SSEs), i.e. all
emergences with fluxes smaller than those in active regions. These therefore combine
the flux emerging in the form of ephemeral regions and smaller magnetic bipoles all the
way down to internetwork fields. The equations describing the evolution of the different
(globally averaged) components of the magnetic flux are:
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dt
= εAR −

ϕAR
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AR

−
ϕAR

τs
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−
ϕAR
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ϕopen = ϕ
r
open + ϕ

s
open, (2.5)

ϕtotal = ϕAR + ϕSSE + ϕopen. (2.6)

Here ϕAR, ϕSSE, ϕopen and ϕtotal refer to the magnetic flux in ARs and SSEs, as well as the
open, and total magnetic flux (all magnetic fluxes are global, i.e. referring to their un-
signed sum over the entire solar surface). The open flux is divided into rapidly (ϕr

open) and
slowly (ϕs

open) evolving components. τ0
AR, τ0

SSE, τr
open, and τs

open are the decay timescales of
ARs, SSEs, rapid open flux, and slow open flux, respectively. The flux transfer timescales
from ARs and SSEs to slow open flux are τs

AR and τs
SSE, respectively, while the corre-

sponding timescale for the transfer of AR flux to the rapid open flux is τr
AR. See Vieira

and Solanki (2010) for a discussion on the distinction between rapidly and slowly evolv-
ing open magnetic flux.
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In the original model, the emergence rate of ARs at a given time t, εAR(t), was linked
linearly to the sunspot number, SN, at that time:

εAR(t) = εmax,21
AR

SN(t)
SNmax,21 , (2.7)

where εmax,21
AR and SNmax,21 are the three-month averaged emergence rate and SN value

observed during the maximum of cycle 21 (taken from Schrijver and Harvey 1994), re-
spectively. Because at the time that the model was originally developed, large-scale stud-
ies of magnetic flux emergence and evolution could not resolve internetwork fields, the
earlier model was restricted to ERs as the only magnetic bipoles smaller than ARs. The
emergence rate of the ERs, εER,n, of the cycle n was not well known and was assumed to
be a sinusoidal function, gn, which was stretched such that the length of the ER cycle was
longer than the respective sunspot cycle. The amplitude of the ER cycle was simply taken
to be proportional to the maximum value of the emergence rate of the ARs of the cycle,
so that the emergence rate of ERs over a cycle had the form:

εER,n = ε
max,n
AR Xgn , (2.8)

where X is an amplitude factor (a free parameter of the model; same for all cycles).
Importantly, Eq. 2.8 implies a linear relationship between the emergence rate εER,n and
the sunspot number. This, along with the linear relationship between εAR,n and sunspot
number (Eq. 2.7) results in an absence of flux emergence during extended periods of
spotless days.

To overcome this shortcoming, we incorporate more recent solar observations by
Thornton and Parnell (2011) into the model. Using high-resolution Hinode, Solar Op-
tical Telescope/Narrow-band Filter Imager (SOT/NFI) observations and combining them
with earlier published data, they found that the emergence rate of the magnetic flux on the
Sun follows a power-law distribution:

dN
dϕ
=

n0

ϕ0

( ϕ
ϕ0

)m
, (2.9)

where ϕ0 = 1016 Mx (the smallest flux per feature that they include in their histograms),
n0 = 3.14 × 10−14 cm−2 day−1 and m = −2.69 (see the illustration in Fig. 2.1).

We note that Thornton and Parnell (2011) have summarised the results from multiple
studies with a wide range of solar activity levels and observing conditions. In earlier
studies, Harvey and Zwaan (1993) and Harvey (1993) found that the emergence rate of
ARs varied significantly more between solar activity minimum and maximum than that
of ERs. Whereas roughly 8.3 times more ARs emerged during the maximum of cycle
21 than during the minimum (the factor generally grows with the size of the regions, but
was on average about 8.3 for all the ARs they studied), this ratio was roughly two for
ERs. The number of the smallest magnetic features, forming the internetwork magnetic
fields and having fluxes of 1016– 1017 Mx, appears to be nearly invariable over an activity
cycle (Buehler et al. 2013, Lites et al. 2014). These features differ from the larger ones
in that they are mainly brought about by a small-scale turbulent dynamo (Voegler and
Schuessler 2007, Rempel 2014) that produces the same amount of magnetic flux nearly
independently of large-scale activity.
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2 Modelling the evolution of the Sun’s open and total magnetic flux

Figure 2.1: Frequency of emergence vs. the unsigned flux of an emergence event (see
Eq. (2.9) following Thornton and Parnell 2011). ϕ0, ϕER, ϕAR and ϕlimit represent the limit
below which the local dynamo flux dominates, the minimum ephemeral region flux, the
minimum active region flux, and the upper limit of the active region flux, respectively. The
horizontal arrows mark the flux ranges corresponding to the internetwork (IN), ephemeral
regions (ERs), active regions (ARs), and Small-Scale Emergences (SSEs). The SSE range
includes IN fields and ERs. The slope m of the distribution was derived by Thornton and
Parnell (2011) by fitting various observations at different activity levels. Slopes m1 and
m2 represent the corresponding distributions at maximum and minimum of solar activity
levels for cycle 21, respectively (see main text for details).

To satisfy these observational constraints, on the one hand, we keep the number of
the smallest magnetic features considered here (with a flux per feature of 1016 Mx) fixed
at all times. On the other hand, we allow the exponent m to vary (cf. Parnell et al. 2009,
Schrijver and Harvey 1989) around the empirical value m = −2.69 found by Thornton
and Parnell (2011) within the range m1 ≥ m ≥ m2, where m1 = m+∆m and m2 = m−∆m.
The slopes m1 and m2 describe the distributions of emergence rates during periods when
the observed sunspot numbers are SN1 and SN2 (with SN1 > SN2). In our model, the
slope m follows the SN, m(SN), according to the non-linear relationship:

m (SN) = m1 −
(
SNα1 − SNα

) m1 − m2

SNα1 − SNα2
, (2.10)

where α is a free parameter, fixed by comparing the output of the model to observations
and independent reconstructions (see Sect. 2.4.2).

Now, the emergence rate of magnetic flux in ARs and SSEs at any given time can be
calculated as:

εAR =

∫ ϕlimit

ϕAR

n0

ϕ0

( ϕ
ϕ0

)m
ϕ dϕ =

n0

(m + 2) ϕ0
m+1

(
ϕm+2

limit − ϕ
m+2
AR

)
, (2.11)
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and

εSSE =

∫ ϕAR

ϕ0
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ϕ0

( ϕ
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)m
ϕ dϕ =
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(m + 2) ϕ0
m+1

(
ϕm+2

AR − ϕ
m+2
0

)
. (2.12)

Here ϕAR = 4× 1020 Mx denotes the magnetic flux of the smallest bipolar regions hosting
sunspots, i.e. the smallest active regions (e.g., Zwaan 1978, Schrijver and Zwaan 2000,
van Driel-Gesztelyi and Green 2015) and ϕlimit is the flux of the largest considered ARs.
Since such regions are extremely rare, the exact value of ϕlimit is not important. Following
Parnell et al. (2009) and Thornton and Parnell (2011), we take ϕlimit = 1023 Mx, which is
somewhat larger than the maximum flux (3 × 1022 Mx) for ARs listed by Schrijver and
Zwaan (2000) and van Driel-Gesztelyi and Green (2015). Tests have shown that also the
exact value of ϕAR adopted here plays only a minor role for the end result in the sense that
although the free parameters may have slightly different values, the computed open and
total magnetic flux remain almost unchanged.

To estimate how the slope m of the distribution given by Eq. (2.9) changes with activity
(Eq. (3.2)) we rely on the observations by Harvey and Zwaan (1993) and Harvey (1993)
for cycle 21. They found that the number of emerging ARs in cycle 21 varied between
the activity maximum and minimum by a factor of roughly 8.3. The monthly-smoothed
sunspot numbers corresponding to these periods (1979 – 1982 for the maximum, as well
as 1975 – 1976 and 1985 – 1986 for the preceding and following minima) are then SN1 =

217 and SN2 = 17, respectively. These values are obtained for ISN2.0. For GSN, these
numbers correspond to SN1 = 130 and SN2 = 10. By using the factor of 8.3 found for the
emergence frequency of ARs between activity maximum and minimum by Harvey (1993)
as a constraint, we obtain ∆m = 0.0946 (and thus m1 = −2.5954 and m2 = −2.7846).

Note that the values of m reach values higher than m1 or lower than m2 at times when
the sunspot number is higher than SN1 or lower than SN2, respectively. In particular, when
the sunspot number is zero, the corresponding m values are m(0) = −3.952 for ISN2.0
and m(0) = −3.677 for GSN. The value of m(0) is different for ISN2.0 and GSN because
the value of α, the free parameter of the model (see Table 2.1, and Sect. 2.4.2) is different:
α = 0.059 for ISN2.0 and α = 0.075 for GSN. The largest value of m that the direct
sunspot records give is obtained for the peak of cycle 19, with max(SN) = 370 (ISN2.0)
and 247 (GSN), which results in m(370) = −2.552 (ISN2.0) and m(247) = −2.542 (GSN).
Figure 2.2a shows the daily (black) and the monthly-smoothed (red) ISN2.0, while the
evolution of mSN computed from the monthly-smoothed ISN for the solar cycle 21 is
shown in Fig. 2.2b.

2.4.2 Parameters of the model
Our model, described in Sect. 2.4.1, has a number of parameters, summarised in Table 2.1.
The upper part of the table lists quantities taken or deduced from the literature and kept
fixed throughout the analysis, whereas the five free parameters that are allowed to vary
when fitting the data sets described in Sect. 2.3 are given in the lower part. One positive
feature of the new model is that it has less free parameters than the old model (the old
model required two free parameters to describe the emergence of ERs; see Table 1 of Wu
et al. 2018a), giving it less ‘wriggle room’ for reproducing observational data.

All parameters relevant to the emergence rates of ARs and SSEs (Eqs. 2.9–2.12) have
been described in the previous section. Here we additionally comment on the decay and
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2 Modelling the evolution of the Sun’s open and total magnetic flux

Figure 2.2: (a) Daily (black) and 30-day smoothed (red) sunspot number (ISN, v2.0)
over cycle 21, including the adjacent mimima. The average values during the activity
maximum (SN1 = 217) and minimum (SN2 = 17) of cycle 21 are marked by the horizontal
dashed lines. (b) Evolution of the monthly-smoothed power-law slope m over the same
period, the horizontal dashed lines mark m1 = -2.5954 corresponding to SN1 = 217 and
m2 = -2.7846 corresponding to SN2 = 17.

transfer times of the various components of the magnetic flux used in the ordinary differ-
ential equations describing the flux evolution (Eqs. 2.1–2.6).

The decay times of the ARs and SSEs, τ0
AR and τ0

SSE, are estimated using the obser-
vations by Parnell et al. (2009) and Thornton and Parnell (2011). Whereas Thornton and
Parnell (2011) have analysed the emergence rate of different features as a function of
their flux, Parnell et al. (2009) analysed the magnetic flux for all (i.e. instantaneously)
observed features. By dividing the total number of the features of a given flux observed
at a given instance by their emergence rate, we arrive at their mean lifetime. The lifetime
of the features increases with their sizes or fluxes. For our purpose we make a simplifica-
tion and calculate the lifetimes of ARs and SSEs as averages over all regions with fluxes
above and below ϕAR, respectively, thus obtaining τ0

AR ≈ 10 days and τ0
SSE ≈ 6 minutes.

Since the features with the smallest flux dominate the power law distribution, τ0
AR is short

compared with lifetimes of large ARs and is closer to lifetimes of small ARs (e.g., Table
1 of the review by van Driel-Gesztelyi and Green 2015). For the same reason the SSE
lifetime is close to that of internetwork elements, rather than of ERs. To compare better
with observations of ERs, we therefore introduce ϕER = 1018 Mx (see Fig. 2.1), which

50



2.4 Model

Table 2.1: Parameters of the model.

Parameter ISN GSN W18 (ISN)
n0, cm−2 day−1 3.14 × 10−14 . . .
ϕ0, Mx 1016 . . .
ϕAR, Mx 4 × 1020 . . .
ϕlimit, Mx 1023 . . .
SN1 217 130 . . .
SN2 17 10 . . .
m -2.69 . . .
∆m 0.0946 . . .
τ0

AR, yrs 0.027 . . .
τ0

SSE, yrs 1.1 × 10−5 . . .
α 0.059 0.075 . . .
τr

open, yrs 0.16 0.09 0.14
τs

open, yrs 3.98 3.90 3.75
τr

AR, yrs 2.79 1.57 2.6
τs

AR, yrs 88.15 89.81 88.3
τs

SSE, yrs 10.15 10.11 20.6 *

Notes. The upper part of the table lists parameters that are fixed, whereas the lower part
lists free parameters. For comparison, the last column (W18) lists the values of the free
parameters of the old model from the most recent version by Wu et al. (2018a).
* This value was obtained by Wu et al. (2018a) for ERs rather than SSEs.

denotes roughly the lowest magnetic flux contained within ERs. If we now consider as
ERs only the regions with ϕER < ϕ < ϕAR, then we obtain a lifetime τ0

ER ≈ 2 hours,
which is comparable to the lifetimes of ≈hours to a day for regions with fluxes between
3 × 1018 Mx and 1020 Mx listed by van Driel-Gesztelyi and Green (2015). The maximum
to minimum change of the flux emerging in ERs (i.e. with fluxes ϕER < ϕ < ϕAR) in our
model is roughly a factor of 2.5, which is consistent with the results by Harvey (1993)
and Harvey and Zwaan (1993). We stress that this distinction into ERs and internetwork
fields is only used for comparison purposes. Within the model they are not distinguished
(see Sect. 2.4.1).

The decay timescales of the rapid, τr
open, and slow, τs

open, open flux, as well as timescales
for the flux transfer from ARs and SSEs to slow open flux, τs

AR and τs
SSE, respectively, and

the timescale for the transfer of the AR flux to the rapid open flux, τr
AR, are free parameters

of the model (together with α governing the change of the slope m with the SN, as de-
scribed in Sect. 2.4.1). These parameters are fixed by comparing total and open magnetic
flux with the corresponding observations listed in Sect. 2.3.

To do this, we use the genetic algorithm PIKAIA (Charbonneau 1995), which searches
for the set of parameters minimising the difference between the modelled and the refer-
ence data sets. We minimise the sum of the reduced chi-squared values, χ2, taking the
errors of the observations and the number of data points into account. In other words, we
search for the maximum of 1/(χ2

total+χ
2
OMF); see Vieira and Solanki (2010) for details and

Dasi-Espuig et al. (2016) for a discussion of uncertainties in the parameter fitting. The
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Figure 2.3: Evolution of the total magnetic flux over cycles 21–24 computed with the new
(red) and old (blue) models, as well as the observed flux. For observations, symbols show
individual Carrington rotations and observatories, as indicated in the legend, and black
solid line shows their average. For the models, means of the daily total magnetic flux over
the Carrington rotations are shown, and the contribution of the SSEs is reduced by a factor
of 0.4 (see text for details). Panels (a) and (b) use ISN and GSN as input, respectively.

best-fit values of the parameters are listed in Table 2.1.
For comparison, the last column of Table 2.1 also lists the values of the five free

parameters that are already present in the VS2010 model, as obtained by Wu et al. (2018a)
for the most recent version of the model. This version used the same ISN2.0 input record
extended back with the data from Vaquero et al. (2015) as done here. The values of the
parameters are very close in the two models, except τs

SSE, for which Wu et al. (2018a)
obtained 20.6 years compared to our 10.15 years (10.11 years when using GSN). Note,
however, that Wu et al. (2018a) considered ERs rather than SSEs. Interestingly, the values
we obtain are close to the value of 10.08 years found to produce a best-fit by Vieira and
Solanki (2010) and is within the range 10–90 years that is consistent with observation
(see Vieira and Solanki 2010).

The value of about 4 years for the decay time of the slow open flux τs
open is close to

the radial decay term with a timescale of 5 years introduced into surface flux transport
simulations by Schrijver et al. (2002) and Baumann et al. (2006) to act on the unipolar
fields at the solar poles. This was needed to reproduce the observed polar field reversals.
Similarly, the τr

open obtained here (Table 2.1) is consistent with the estimate of the decay
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Figure 2.4: Open magnetic flux computed with the new (red) and old (blue) models,
together with the empirical reconstruction from the geomagnetic aa-index (Lockwood
et al. 2014a, green). Also shown are the reconstruction by Wu et al. (2018b, black solid
line with shading marking the uncertainty) from the decadal INTCAL13 14C data (Reimer
et al. 2013) and the in-situ measurements from Owens et al. (2017, dotted blue line) since
1998. Panels (a) and (b) use ISN and GSN as input, respectively.

of closed flux carried by interplanetary coronal mass ejections, between 1 and 5 AU of
between 38 and 55 days by Owens and Crooker (2006).

2.5 Reconstruction of the total and open magnetic flux

The computed total magnetic flux from 1965 onward is plotted in Fig. 2.3. Following
Krivova et al. (2007), to account for the flux undetected due to the limited spatial reso-
lution of observations (see Krivova and Solanki 2004a), the contribution of the ER flux
was multiplied by a factor of 0.4 before adding it to the contribution from the ARs and
the open flux. Shown are means over the daily values for each Carrington rotation. The
new and old models are depicted in red and blue, respectively. Symbols show the obser-
vations: Wilcox Solar Observatory (WSO, squares), National Solar Observatory at Kitt
Peak (NSO KP, diamonds), and Mount Wilson Observatory (MWO, triangles). Each in-
dividual symbol represents the total photospheric magnetic flux over a given Carrington
rotation. To compute the χ2 value, we use the average of the three (1976–2002) or two
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Table 2.2: Comparison of the modelled open and total magnetic fluxes to observations
and independent reconstructions, quantified through their relative differences in means
(in %) and reduced χ2 values (listed in brackets).

Input ISN GSN
model version old new old new
Ftotal −7.7 (0.037) −9.9 (0.058) −4.1 (0.037) 0.8 (0.058)
Fopen,L14 −2.2 (0.297) 0.4 (0.176) −4.6 (0.389) −1.6 (0.219)

Fopen,Wu18b* −15.1 (1.718) 6.1 (0.630) −48.5 (1.674) −9.6 (0.230)
Fopen,O17 −15.4 (0.655) 3.8 (0.236) −3.5 (0.495) 5.8 (0.252)

Notes. The top part of the table lists the data sets that were used for parameter fitting (the
average of the total magnetic flux measurements and the open flux reconstruction by
Lockwood et al. 2014a), while the bottom part lists independent data sets that were not
used for the optimisation (OF reconstruction from 14C data by Wu et al. 2018b and the
in-situ measurements by Owens et al. 2017).
* For decadally-averaged reconstructions. As 14C data used for the reconstruction by Wu
et al. (2018b) are decadal averages, only decadally-averaged values of the OF could be
reconstructed. Thus, to compute the corresponding χ2 values, our reconstructions were
re-sampled, too.

(after 2002, see Sect. 2.3) datasets indicated by the black solid line.
The computed open magnetic flux is shown in Fig. 2.4. The new model is shown

in red, the old model is in blue, and the reconstruction from the geomagnetic aa-index
by Lockwood et al. (2014a) is represented by the green line. Also shown are the in-situ
measurements by Owens et al. (2017, dotted blue line) since 1998 and a reconstruction
(black solid line with shading indicating the uncertainty) of the open flux by Wu et al.
(2018b) from independent decadal INTCAL13 14C data (Reimer et al. 2013). Note that
the underlying 14C data and thus also the OF reconstructed from them are decadal aver-
ages. The agreement between our model and the 14C-based reconstruction is quite good.
Particularly impressive is the agreement in the level of the open flux during the Maunder
minimum, which is where we expect to see the biggest improvement relative to the old
model. We emphasise that this 14C-based record was not used to constrain our model.
(Note that in the old model, the GSN record was used without the data from Vaquero
et al. (2015) over the Maunder minimum, and the computed open flux in the old model is
therefore essentially flat at the zero level.) Interestingly, over the 19th and the first half of
the 18th centuries, the GSN-based reconstruction is closer to the isotope-based open flux
than the reconstruction from the ISN, which lies somewhat higher.

A quantitative comparison of the total and open magnetic fluxes resulting from the old
and the new models with the observations and independent reconstructions is presented in
Table 2.2. The table lists the relative difference in means and the χ2 values (in brackets)
between the models and the data. For the total magnetic flux, the results are quite similar
for both versions of the model. In both cases, the mean modelled total magnetic flux
is somewhat closer to the observations when the GSN is used as input. The absolute
difference in the means is slightly higher or lower for the new model if ISN2.0 or GSN are
used, respectively. The new χ2 values are somewhat higher than in the old model. This is,

54



2.6 Summary and discussion

however, primarily due to fact that, by model design, the variability of the ER component
on time scales shorter than the solar cycle in the old model was essentially smoothed out
(see Eqs. 2.7– 2.8) resulting in weaker short-term fluctuations than in the new model (see
Fig. 2.4). Thus, if we smooth the total flux from both models with a 3-months window
before comparing, the χ2 values for the old model remain almost unchanged (0.036 for
both ISN2.0 and GSN), while those for the new model decrease to 0.043 for ISN2.0 and
0.047 for GSN. In all cases, the χ2 values are quite low.

For the open flux, the new model provides a notably better fit than the old model to
all three alternative datasets. In all but one case, the absolute mean differences are sig-
nificantly lower for the new model. The only exception is the GSN-based reconstruction
versus the in-situ data by Owens et al. (2017), for which the absolute mean difference is
slightly lower for the old model. However, the results are quite close for both versions
of the model in this case. Note also that these data cover only a short recent period of
time, over which the two models do not differ significantly. The χ2 values are lower for
the new model in all cases. The fit is poorest for the reconstruction based on the decadal
values of 14C. Very recently, new 14C-based activity measures with annual resolution were
published by Brehm et al. (2021). An application of our model to the dataset of Brehm
et al. (2021) will be subject of a separate publication (Usoskin et al., submitted).

2.6 Summary and discussion

We have revised the simple model describing the evolution of the Sun’s global total and
open magnetic flux, originally proposed by Solanki et al. (2000, 2002) and improved by
Vieira and Solanki (2010). The new version of the model takes into account the obser-
vation that fluxes of magnetic features follow a single power law, including internetwork
fields, ERs and ARs (Parnell et al. 2009; cf. Anusha et al. 2017). It also takes into ac-
count the fact that emergence rates of magnetic bipoles with fluxes between 1016 Mx and
1023 Mx, i.e. from the smallest ERs (and large internetwork features) to the largest ARs,
also follow a power law according to the analysis by Thornton and Parnell (2011).

We assume that the difference in emergence rates between the maximum and the min-
imum of solar activity is adequately described by the varying power-law exponent, af-
fecting magnetic features with fluxes ϕ > 1016 Mx. Thus, for the smallest features there
is no change in emergence rate over the solar cycle, while the ratio of emergence rates
during maximum to minimum increases steadily with increasing magnetic flux. Thus, the
number of emerging ARs varies between the solar maximum and minimum of cycle 21 by
a factor of 8.3, while this factor is 2.5 for ERs and close to unity for internetwork fields.
These values are consistent with the respective ratios found by Harvey and Zwaan (1993)
and Harvey (1993), while the fact that the flux in internetwork fields hardly changes over
the cycle is in agreement with the results obtained by, e.g., Buehler et al. (2013) and Lites
et al. (2014).

Using the sunspot number time series as input, the model returns time series of the
open and total magnetic flux of the Sun. These resulting time series reproduce the open
magnetic flux between 1845 and 2010 reconstructed by Lockwood et al. (2014a) and total
magnetic flux averaged over individual Carrington rotations obtained by various observa-
tories between 1976 and 2009.
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The main novel feature of the results of the model is that, in contrast to the earlier ver-
sions of the model, the output open magnetic flux does not drop to essentially zero during
the Maunder minimum when almost no sunspots were present for multiple decades, in
agreement with open flux reconstructed from 14C data (e.g., Wu et al. 2018b). This signif-
icant improvement is a result of the model allowing for a non-zero emergence of magnetic
flux in small-scale bipolar features (encompassing ERs and internetwork fields) even dur-
ing extended periods when sunspots were not present, e.g. during the Maunder minimum
and other, similar grand minima (e.g., Usoskin et al. 2007).

Even with this major update, the model still has some room for further improvements.
Because it uses sunspot numbers as input (the only data of solar activity available prior
to the middle of the 19th century), it cannot properly treat variations in solar activity that
are not reflected in the number of sunspots. This is particularly evident during grand
minima. During such times sunspots are only occasionally visible, whereas cosmogenic
isotopes continue to display cyclic variations. This suggests that, in the context of the
present model, the slope m continues to vary in a cyclical manner and can go lower than
the lowest value we have obtained (m(0) = −3.952 for ISN2.0 and m(0) = −3.677 for
GSN).

In the old version of the model the ER emergence was constructed as a smooth, sinu-
soidal function. In the new model, ER (and internetwork) emergence rate closely follows
that of sunspots and has therefore the same temporal resolution as the input sunspot num-
ber series. As a consequence, the new model does not feature temporal lags or shifts
to the corresponding sunspot cycle, as in the old model. However, it does account for
the finding by Harvey (1994) that small-scale features (in her study ERs) belonging to a
given cycle start emerging at a relatively high rate well before the sunspot cycle starts.
The internetwork is independent of sunspot emergence and is, thus, not associated with
a particular sunspot cycle. These regions are simply a result of the dynamo not having
completely switched off even at times when there are no sunspots visible. In this way, the
overlap between neighbouring solar magnetic cycles is naturally introduced. This was the
main feature of the original model of Solanki et al. (2000) responsible for the change in
the level of the Sun’s open magnetic flux from one solar minimum to another, first noticed
by Lockwood et al. (1999). At the same time, the new model allows for the dynamo to
continue working and produce activity cycles during grand minima, which are sufficiently
strong to modulate cosmic rays (see, e.g., Fig. 2.4 for the evolution of the open flux during
the Maunder minimum) and hence influence the production of cosmogenic isotopes (Beer
et al. 1998, Fligge et al. 1999, Usoskin et al. 2001), but are too weak to produce more than
occasional sunspots.

The higher level of the magnetic flux during periods of very low solar activity (e.g.
during the Maunder and the Dalton minima, see Fig. 2.4) will presumably lead to a weaker
secular variation of the total solar irradiance (TSI) and in particular the rise of the TSI
since the Maunder minimum (cf., Yeo et al. 2020), an important parameter for under-
standing the influence of solar irradiance variability on long-term climate trends (e.g.,
Gray et al. 2010, Solanki et al. 2013). The influence of the revised magnetic flux time
series on TSI will be the subject of a future investigation.

Another important application of this model will be in reconstructing total magnetic
flux and sunspot numbers from production rates of cosmogenic isotopes. Such an appli-
cation will require the model to be inverted, as has successfully been done with the older
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version of the model (e.g., Usoskin et al. 2003, 2004, Solanki et al. 2004, Usoskin et al.
2016b, Wu et al. 2018b). Such work is ongoing and will be the subject of a follow-on
publication.
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3 The influence of small bipolar
magnetic regions on basic solar
quantities

This chapter is based on a manuscript in preparation for submission by B. Hofer, N. A.
Krivova, R. Cameron, S. K. Solanki and J. Jiang. An updated version of this chapter has
been submitted for publication to Astronomy & Astrophysics.
Contributions to the paper: B. Hofer has implemented the new description of the BMR
emergence rates (Chap. 2) in the SFTM code, revised and extended the statistical relation-
ships describing the spatial and temporal BMR emergence patterns and also incorporated
them into the SFTM code. B. Hofer has adapted the code and ran all simulations. B. Hofer
also did the theoretical analysis of the role of small BMRs and wrote the manuscript draft.

3.1 Abstract
Understanding the solar magnetic field’s evolution is of great importance for, e.g., he-
liosphere, dynamo and irradiance studies. While the contribution of the field in active
regions (ARs) hosting sunspots to the Sun’s large-scale field has been extensively mod-
elled, we still lack a realistic model of the contribution of smaller-scale magnetic regions
such as ephemeral active regions that do not contain any sunspots. In this work, we study
the effect of small and large bipolar magnetic regions (BMRs) on the large-scale solar
magnetic field. The evolution of total and open magnetic flux, the polar fields and the
toroidal flux loss since 1874 is simulated with a surface flux transport model (SFTM)
and the results are compared to analytical considerations. For this purpose, we derive
semi-synthetic BMR records using the international sunspot number as a proxy. We cal-
culate the emergence rate of all BMRs from a single power-law size distribution, whose
exponent varies with solar activity. The spatial distribution of the BMRs is calculated
from statistical relationships derived from various solar observations. We include BMRs
with magnetic flux as low as 2 × 1020 Mx in our SFTM, corresponding to regions with
lifetimes down to one day. We find a good agreement between the computed total mag-
netic flux and observations, even though we do not have a free parameter to adjust the
simulated total flux to observations, as in earlier versions of the employed SFTM. The
open flux, the polar fields and the toroidal flux loss are also consistent with observations
and independent reconstructions. Small BMRs contribute about one third of the total and
open flux at activity maximum, which increases to one half at activity minimum. An even
greater impact is found on the polar fields and the toroidal flux loss, where small BMRs
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contribute an equal amount to spot-containing ARs at all activity levels. The majority of
the statistical noise in the simulation is caused by large ARs, while small BMRs have a
stabilizing effect on the simulations, especially for the polar field reversals. We conclude
that small BMRs play an important role in the evolution of the solar magnetic field also
at large spatial scales. Their impact is largest at low solar activity, but is also substantial
during activity maxima. Their inclusion in SFTM simulations will allow the secular vari-
ability in solar irradiance to be better constrained and the generation of the poloidal field
in the Babcock-Leighton dynamo to be better understood.

3.2 Introduction

Understanding solar activity and variability is of great societal importance due to their
potential to affect Earth, its climate and life on it, as well as the heliosphere (Haigh 2007,
Pulkkinen 2007, Gray et al. 2010, Temmer 2021). The driver of solar activity and vari-
ability is the magnetic field of the Sun, which is the product of the dynamo acting in its
interior (e.g., Charbonneau 2020).

One of the proposed dynamo models is the Babcock-Leighton dynamo (Babcock
1961, Leighton 1964). In the Babcock-Leighton dynamo model, toroidal magnetic field is
generated from poloidal field by rotational shear somewhere within the solar convection
zone. This toroidal field then emerges at the solar surface in the form of tilted bipolar mag-
netic regions (BMRs). The BMRs are subjected to a combination of surface flows, most
importantly the meridional circulation which transports the magnetic field on the surface
to the poles, from where it is transported radially inwards and then towards the equa-
tor where rotational shear again converts it into toroidal fields emerging as BMRs. One
prominent manifestation of the dynamo is the solar magnetic activity cycle (Hathaway
2015). Thus, emergence and evolution of BMRs, as well as the evolution of the global
properties of the solar magnetic field are crucial for understanding the Babcock-Leighton
mechanism, the solar cycle and the dynamo action in general. This is also essential for
long term reconstructions of solar activity and irradiance (see, e.g., the reviews by Solanki
et al. 2013, Usoskin 2017, and references therein).

The magnetic field on the solar surface appears in form of a great variety of magnetic
structures, which vary significantly both in size and the total magnetic flux content. The
largest of these structures form active regions (ARs), BMRs which feature plage regions,
pores and sunspots (see e.g., van Driel-Gesztelyi and Green 2015). While sunspots have
been observed and documented for centuries, smaller BMRs, without sunspots, are in fact
much more frequent. Small BMRs keep emerging on the solar surface even when the Sun
is comparatively quiet. The smallest of them are called ephemeral regions (ERs; Harvey
and Martin 1973, Harvey 1993, Hagenaar 2001, van Driel-Gesztelyi and Green 2015) due
to their short lifetimes of typically just a few hours to one day. Similarly to ARs, ERs are
also observed to follow a cyclic behaviour, although the amplitude of their variability over
a cycle is weaker than that of ARs (Harvey 1992, 1993, Hagenaar et al. 2003). Together
with the observation by Thornton and Parnell (2011) that the emergence rate of BMRs
follows a single power-law distribution over nearly seven orders of magnitude in flux
(1016-–1023 Mx), this suggests that ERs are part of the same dynamo process that produces
ARs. The emergence rate of ERs is several orders of magnitude higher than that of ARs
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so that, despite their short lifetimes and sizes, they are important for the total magnetic
flux budget (Parnell et al. 2009, Thornton and Parnell 2011). It has also been shown that
accounting for ERs is crucial for reconstructions of the secular variability of the solar total
and open magnetic flux, as well as the irradiance (Solanki et al. 2000, 2002, Vieira and
Solanki 2010, Krivova et al. 2007, 2010, 2021).

Solanki et al. (2002) were first to include the ERs into their comparatively simple
model of the evolution of the solar open and total magnetic flux, which was then extended
to also reconstruct the solar irradiance (Krivova et al. 2007, 2010, Vieira et al. 2011). In
this original model, describing the evolution of the magnetic field using a set of ordinary
differential equations, the emergence rate of BMRs on the solar surface was linearly linked
to the sunspot number. The disadvantage of this assumption is that during grand minima
of solar activity no magnetic flux is allowed to emerge, in contrast to the evidence coming
from radionuclide and magnetospheric phenomena data (e.g., Beer et al. 1998, Fligge
et al. 1999, Usoskin et al. 2001, Miyahara et al. 2004, Riley et al. 2015), as well as recent
simulations (Saha et al. 2022).

Another approach to model the evolution of the Sun’s magnetic field is offered by
the surface flux transport models (SFTM; e.g., DeVore et al. 1985, Wang et al. 1989,
Baumann et al. 2004). For example, Cameron et al. (2010) used an SFTM to simulate
the evolution of the open magnetic flux, as well as the reversal times of the polar fields
using the observed sunspot areas, latitudes, longitudes and tilt angles as input. Jiang et al.
(2011a,b) used the same model but with semi-synthetic sunspot records constructed using
statistical properties of the observed sunspot records. The model was then extended by
Dasi-Espuig et al. (2014, 2016) to also reconstruct the total solar irradiance back to 1700.
However, using the SFTM they could only simulate the evolution of the magnetic field in
active regions, while the contribution of the ERs was then added from the simple model
by Solanki et al. (2002), Vieira and Solanki (2010), Krivova et al. (2010).

The inclusion of small ARs and ERs in SFTM simulations is challenging due to tech-
nical limitations, such as the spatial and temporal resolution and the sheer number of
small regions. Among the few studies including ERs is Schrijver (2001) who modelled
their magnetic flux by an ensemble of ER flux concentrations instead of tracking indi-
vidual regions. Those ER flux concentrations are treated separately from ARs, with their
own relationships that describe the interaction between the flux concentrations when they
encounter each other. Modelling the evolution of small BMRs individually remains chal-
lenging, however. Thus, there are still many unknowns surrounding the effects of ERs
and small ARs on the evolution of the surface magnetic flux.

Recently, Krivova et al. (2021) have included ERs into a simpler model using the
disc-integrated emergence rate of all BMRs observed by Thornton and Parnell (2011).
The inclusion of ERs greatly improved the reconstruction of open and total magnetic flux
during the grand minima around 1700. The next step is now to include such regions into a
SFTM and therefore also take the spatial distribution of small BMRs on the solar surface
into account.

The aim of this work is to study the effect of small BMRs on various solar param-
eters describing the magnetic field on the Sun. For this, we simulate the solar surface
magnetic field with a surface flux transport model (SFTM), where emergence of BMRs is
described by a power-law size distribution as observed by Thornton and Parnell (2011).
The simulation results are compared to independent observations or reconstructions of

61



3 The influence of small bipolar magnetic regions on basic solar quantities

these quantities, and are discussed using analytical approximations.
The structure of the paper is as follows: In Sect. 3.3 we describe the various obser-

vational datasets used in this study. We then derive semi-synthetic data records from the
relationships presented in Sect. 3.4. In Sect. 3.5 we describe the SFTM. The simula-
tion results are presented in Sect. 3.6, and the analytical approximations are discussed
in Sect. 3.7. Finally, we summarize and discuss our results in Sect. 3.8 and provide an
outlook to future applications.

3.3 Data
The SFTM, detailed in Sect. 3.5.1, describes the evolution and transport of the magnetic
field emerging on the Sun. The emergence-rates and -patterns of the field need to be
provided as input to the model. To construct an input record (as described in Sect. 3.4),
we use the following data sets:
– the international sunspot number version 2.0 (ISN2.0), see Clette and Lefèvre (2016)
and references therein;
– the “official” dates of solar cycle minima and maxima as listed by the Sunspot Index
and Long-term Solar Observations (SILSO) webpage1.
For comparison, we also consider the sunspot group records used in previous studies with
the SFTM used here (Baumann et al. 2006, Cameron et al. 2010, Jiang et al. 2011b, Jiang
2020), including:
– the combined Royal Greenwich Observatory (RGO) and USAF/NOAA SOON record2

featuring observed sunspot group areas and locations since 1874 (Hathaway 2015). Note
that a newer and more consistent composite sunspot group catalog3 has been developed
more recently by Mandal et al. (2020). Since we use the sunspot group data only to
compare with earlier results, we chose to employ the RGO/SOON record for consistency,
as this is the same version as used in the above mentioned SFTM studies;
– the tilt angles for the RGO/SOON sunspot groups derived by Jiang et al. (2011a) from
Mount Wilson and Kodaikanal images (Howard et al. 1984, Howard 1991, Sivaraman
et al. 1993).

To evaluate the simulation results, we compare the model output to the following
datasets:
– the observed total magnetic flux since 1967 from Wilcox Solar Observatory (WSO), Na-
tional Solar Observatory at Kitt Peak (NSO KP), and Mount Wilson Observatory (MWO);
see Arge et al. (2002), Wenzler et al. (2006);
– the composite of the observed total magnetic flux since 1974 by Yeo et al. (2014, ex-
tended to 2020), derived from the Kitt Peak Vacuum Telescope (KPVT, Livingston et al.
1976, Jones et al. 1992), the Michelson Doppler Imager on board of Solar and Helio-
spheric Observatory (SoHO/MDI, Scherrer et al. 1995) and the Helioseismic and Mag-
netic Imager onboard the Solar Dynamics Observatory (SDO/HMI, Schou et al. 2012).
The composite is on the HMI absolute scale, with the noise level of MDI being applied
to all measurements. For comparison with the MWO data, we bring the composite to the

1https://wwwbis.sidc.be/silso
2https://solarscience.msfc.nasa.gov/greenwch.shtml
3http://www2.mps.mpg.de/projects/sun-climate/data.html
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MWO scale through a multiplicative factor, as suggested by Riley et al. (2014). The best
agreement with the WSO–NSO–MWO level is found with the factor 3.7, which is close
to the factor of roughly 4 found by Riley et al. (2014);
– the open magnetic flux reconstruction from the geomagnetic aa-index by Lockwood
et al. (2022) since 1845, which is an update of the earlier versions (Lockwood et al. 1999,
2009, 2014a);
– the in-situ open magnetic flux measurements since 1998 from Owens et al. (2017);
– the line-of-sight polar field measurements from WSO4 since 1976 (Scherrer et al. 1977,
Hoeksema et al. 1983).

3.4 Emergence of magnetic regions

3.4.1 Emergence rate
Combining high-resolution Hinode observations with earlier studies of magnetic field
emergence on the solar surface, Thornton and Parnell (2011) found that the emergence
rate of the magnetic regions on the Sun over a broad flux range is well represented by a
power-law function:

Ne =

∫ ϕ2

ϕ1

n0

ϕ0

( ϕ
ϕ0

)m
dϕ, (3.1)

where ϕ0 = 1016 Mx, n0 = 3.14 × 10−14 cm−2 day−1, m = −2.69, ϕ is the magnetic flux of
the region and ϕ1 and ϕ2 are the upper and lower integration limits. Based on studies by
Harvey (1993) (H93) and Harvey and Zwaan (1993), Krivova et al. (2021) have argued
that the slope m of the distribution varies with solar activity. They described this change
by a function of the sunspot number, SN, as follows:

m (SN) = m1 −
(
SNp

1 − SNp
) m1 − m2

SNp
1 − SNp

2

, (3.2)

where SN1 = 217, SN2 = 17, m1 = −2.5954, m2 = −2.7846 and p = 0.059 for the
international sunspot number ISN2.0 used here. Note that Krivova et al. (2021) used the
notation α instead of p.

In this work, we consider several populations of BMRs, depending on their sizes (or
magnetic flux content), see also Krivova et al. (2021). van Driel-Gesztelyi and Green
(2015) define large active regions (ARs) containing sunspots as regions with total flux
higher than 5×1021 Mx, small ARs forming only pores as regions with fluxes in the range
1020−5×1021 Mx, and ephemeral regions (ERs) as regions with fluxes 3×1018−1020 Mx.
These boundaries are rather approximate. H93 classify the regions based primarily on
their area, with the transition from ERs to ARs lying between 2.5 and 3.5 square degrees.
The latter corresponds to a magnetic flux of roughly ≥ 4 × 1020 Mx. The smallest ERs
considered by H93 correspond to about 3 × 1018 Mx. We set the lower flux limit for large
ARs (LMR, for Large Magnetic Regions hereafter) to 3×1021 Mx, which makes the num-
ber of emerging LMRs consistent with the number of sunspot groups in the RGO/SOON
record. This allows a direct comparison of the simulation results based on the synthetic

4http://wso.stanford.edu
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sunspot records (see Sect. 3.4) and those using direct observations. Since regions with
magnetic flux close to the upper limit are extremely rare, if there are any at all, the exact
value is not important, and we set it to 1023 Mx. To study the effect of smaller BMRs
on the various magnetic-field observables, we include in the simulations all regions with
lifetimes of ≥ 1 day, which is the temporal resolution of the SFTM; see Sec. 3.5.1. The
corresponding lower flux limit of 2 × 1020 Mx is slightly lower than the AR limit in H93
and Krivova et al. (2021). We will refer to the regions with fluxes above this limit as AMR
(All Magnetic Regions). Following H93 Krivova et al. (2021), we define ERs as regions
with fluxes between 3 × 1018 Mx and 4 × 1020 Mx. By including the regions as small as
2 × 1020 Mx in this work, we consider all BMRs down to the biggest of the ERs.
We will refer to the smallest regions included in our model with fluxes between 2 ×
1020 Mx and 3 × 1021 Mx as SMR (Small Magnetic Regions). Even smaller regions
emerge on the solar surface, however a significant portion of their magnetic flux is be-
lieved to come from a separate small-scale dynamo and is unlikely to contribute to the
Sun’s polar fields, open flux or toroidal flux loss, but it will affect the total amount of
flux on the solar surface. We call the small ERs and even smaller internetwork fields not
included in the model SSEs (Small-Scale Emergences). Following Parnell et al. (2009),
Thornton and Parnell (2011), Krivova et al. (2021) the lower flux limit of SSEs is set to
10×16 Mx. The observations of small ERs by H93 however are taken into account when
constructing the synthetic input record as described in Sect. 3.4. The definitions of the
BMR populations and the abbreviation we use for them are summarized in Tab. 3.1.

Table 3.1: Different BMR populations considered in this work.

Population Abbreviation Magnetic flux range [Mx]
Ephemeral regions, H93 ERs 3 × 1018 − 4 × 1020

Active regions, H93 ARs 4 × 1020 − 1 × 1023

All (modelled) magnetic regions AMR 2 × 1020 − 1 × 1023

Large magnetic regions LMR 3 × 1021 − 1 × 1023

Small magnetic regions SMR 2 × 1020 − 3 × 1021

Small scale emergences SSEs 1 × 1016 − 2 × 1020

Notes. H93 refers to the definition used by Harvey (1993), on whose observations we
rely.

3.4.2 Emergence patterns
The distribution of the newly emerging regions on the surface of the Sun generally de-
pends on the size of the regions, as well as on the phase and the strength of the solar cycle
(Harvey 1993, Jiang et al. 2014b, Hathaway 2015, van Driel-Gesztelyi and Green 2015).
We build our input record of the spatial distribution of the emerging BMRs as a function
of latitude and solar activity on the statistical studies by Jiang et al. (2011a) (J11) and
Jiang (2020) (J20). J11 used the RGO/SOON sunspot group data, the Mount Wilson and
Kodaikanal sunspot tilt angle records and the GSN to study the mean emergence latitude
and its scatter, as well as the mean tilt angles of the regions between 1874 and 1976 (cy-
cles 12 to 20). J20 have updated the relationships by using ISN2.0 over cycles 12 to 21.
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For our purpose, we partly revise and extend their relationships as described below.

3.4.2.1 Emergence latitudes

Using the records of sunspot observations, J11 and J20 divided each solar cycle into 30
equal phase bins between adjacent solar minima and calculated the mean emergence lati-
tude for all cycles and phase bins. For the statistical analysis, they excluded the first and
the last 3 bins to avoid distortion of the results due to an overlap between regions from
two adjacent cycles emerging at high and low latitudes. They then derived a relation-
ship between cycle phase "i" of cycle "n" and the mean latitude through a second order
polynomial fit:

λi
n,J11[◦] =

(
26.4 − 34.2 i + 16.1 i2

) λn

⟨λn⟩12−20
, (3.3)

where 0 < i < 1 is the fraction of the solar cycle duration between adjacent minima, λn =

12.03+ 0.0015 S max is the average latitude for cycle n for ISN2.0 (J20), ⟨λn⟩12−20 = 14.6◦

is the average over all cycles, and S max is the maximum of the 13-month running average
of the ISN2.0. The standard deviation of the latitude distribution is calculated as:

σi
J11 =

(
0.14 + 1.05 i − 0.78 i2

)
λi

J11, (3.4)

where λi
J11 = 26.4 − 34.2 i + 16.1 i2. Due to the removal of the bins at the beginning

and the end of the cycle for the fits, the relationships by J11 and J20 do not account for
the cycle overlap and thus potentially different parameters for the declining and rising
phases of cycles (see Sec 3.4.3). For example, according to Eq. 3.3, the mean latitude of
the declining cycle would increase again after the cycle minimum, which is in contrast
to observations. We consider each cycle individually, accounting for their overlap (see
Sect. 3.4.3). Hence we replace the relationship given by Eq. 3.3 with an exponential fit to
it, which steadily decreases towards zero after the cycle minimum:

λi
n[◦] =

(
31 · 0.35i − 5

) λn

⟨λn⟩12−20
. (3.5)

The mean latitude over one (extended) cycle described by Eq. (3.5) is shown in Fig. 3.1a,
together with the original relationship from J11 and J20 for comparison.

The latitude scatter of large, spot-containing ARs from J11 and J20 (Eq. 3.4) is shown
in Fig. 3.1b by the black line. While decreasing after cycle maximum, it shows an opposite
behaviour at the beginning of a cycle. For small BMRs during a cycle onset at high
latitudes this would lead to no scatter. Instead, to extend the relationship to earlier cycle
phases, we rely on the finding by Solanki et al. (2008) that the latitude scatter of sunspots
is proportional to the mean latitude:

σlat,ARs[◦] = 0.4 λi
n[◦] + 1. (3.6)

This roughly follows the latitude scatter of J11 and J20 over the declining phase of the
cycle, but keeps the scatter steadily decreasing from the cycle’s dawn to its end; see the
red curve in Fig. 3.1b.

The studies by J11, J20 and Solanki et al. (2008) have only considered large ARs with
sunspots. However the latitude scatter also depends on the size of the regions. As has been
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observed by Harvey and Martin (1973), Harvey (1993), Hagenaar et al. (2003) the latitude
scatter of ERs is significantly larger than that of ARs. In particular, H93 found that for
ERs the standard deviation of their latitude distribution was roughly 20◦ (as estimated
from Fig. 5 in her Chapter 5), while it was around 5 − 10◦ for ARs. The latter is roughly
consistent with the latitude distribution described by Eq. (3.6) above. We took the value
of ⟨σlat,LMR⟩ = 6.5◦, which is the mean returned by Eq. (3.6) over the solar cycle, as the
reference for LMRs, compared to the 20◦ for ERs. We then derived a relationship for the
cycle-mean latitude scatter as a function of BMR size. To be consistent with observations,
the scatter should change little for LMRs, while increasing faster for smaller regions.
We assumed a log-square function, which fits this purpose well. The relationship was
constrained such that the mean latitude scatter of ERs and LMRs was preserved to agree
with H93’s observations. The function was then normalized by dividing by ⟨σlat,LMR⟩,
which gives a factor of ∼ 1 for LMRs, and the best-fit was:

flat = 4.4 − 0.64 ln (ϕ∗) + 0.029 ln (ϕ∗)2, (3.7)

where ϕ∗ is the magnetic flux of the region in units of [1018 Mx]. The normalized size-
dependent latitude scatter from Eq. (3.7) is shown in Fig. 3.1c. By multiplying the cycle
phase-dependent latitude scatter from Eq. (3.6) with the normalized size-dependent lat-
itude scatter from Eq. (3.7), we obtained the latitude scatter for all regions and cycle
phases:

σlat[◦] = flat σlat,ARs. (3.8)

3.4.2.2 Tilt angles

Following J11 and J20, we assume that the mean tilt angle (αm) of a BMR, i.e. the angle
between the line connecting the two polarities and the equator, is proportional to the
square root of the latitude λ:

αm = Tn

√
|λ|. (3.9)

The proportionality factor Tn = 1.72−0.0021S max (for ISN2.0; J20) decreases for stronger
cycles, consistent with the study by Dasi-Espuig et al. (2010), who found that stronger
solar cycles tend to have smaller average tilt angles.

The tilt angle scatter was not analysed by J11 and J20. As first shown by H93, the tilt
angle scatter strongly depends on the region size, being small for large ARs and increas-
ing for smaller BMRs. The tilt angles of smallest ERs are rather random. A number of
more recent studies analysed the distribution of AR tilt angles, also using modern magne-
tograms (e.g., Tlatov et al. 2010, Stenflo and Kosovichev 2012, Jiang et al. 2014a, Wang
et al. 2015, Jha et al. 2020, Schunker et al. 2020). The tilt angle distribution of the largest
ARs generally shows a standard deviation of 10 − 15◦, which increases to 20 − 30◦ for
small ARs. In particular, Schunker et al. (2020) studied the standard deviation of the tilt
angles of a sample of 153 emerging ARs with a median magnetic flux of 4.6 × 1021 Mx.
Four days after emergence, they found a standard deviation of 30◦ for the tilt angles of all
regions below the median value, 25◦ for the entire sample and 18◦ for all regions above the
median. Although the magnetic flux of the smallest regions is not specified in Schunker
et al. (2020), from Eq. (3.1) we find that the median value 4.6 × 1021 Mx would roughly
correspond to the magnetic flux range from 1021 Mx to 1023 Mx. For ERs, we rely on the
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observations of H93 and Hagenaar (2001), who found that around 95% of ARs obeyed
Hale’s polarity law while only about 60% of ERs did so. We use these numbers as a
guidance for our model and assumed that the tilt scatter follows a Gaussian distribution
with a variable standard deviation dependent on the region size. In this model, a BMR is
considered to have an anti-Hale orientation if the tilt angle deviates by more than ±90◦

from the mean. Using the results from H93 and Hagenaar (2001) we estimate a standard
deviation of 107◦ for the tilt angles of ERs and 46◦ for ARs. Together with the constraints
from Schunker et al. (2020), this gives us a total of five magnetic flux ranges with the
corresponding estimates of the standard deviation, summarized in Tab. 3.2. Assuming
a log-square relationship between the region size and the tilt angle scatter, we find the
following function to fit to these constraints:

σtilt[◦] = 155 − 22.2 ln (ϕ∗) + 0.8 ln (ϕ∗)2. (3.10)

Table 3.2 lists the values of the tilt scatter in the five flux ranges derived from observations
and returned by the fit, and Fig. 3.1d shows the tilt scatter for the entire flux range.

Table 3.2: The mean standard deviations of the tilt angles of the emerging BMRs in our
model.

Magnetic flux range [Mx] Observed σtilt Fitted σtilt

3.0 × 1018 − 4.0 × 1020 107◦ (60.0%) 108◦ (59.5%)
4.0 × 1020 − 1.0 × 1023 46◦ (95.0%) 37◦ (98.5%)
1.0 × 1021 − 4.6 × 1021 30◦ (99.7%) 33◦ (99.4%)
1.0 × 1021 − 1.0 × 1023 25◦ (100%) 28◦ (99.9%)
4.6 × 1021 − 1.0 × 1023 18◦ (100%) 17◦ (100%)

Notes. Listed are: the magnetic flux ranges, the approximate estimates of the standard
deviation derived from observations (Harvey 1993, Schunker et al. 2020, see text for
details) and values returned by the best-fit approximation to these values, see Eq. (3.10).
The values in the brackets are the percentage of regions that obey Hale’s law.

3.4.2.3 Nesting

Sunspots show a tendency to emerge within the so-called activity nests, that is new mag-
netic regions tend to emerge in the vicinity of the existing regions more often than at
random locations (see, e.g., Bumba and Howard 1965, Gaizauskas et al. 1983, Casten-
miller et al. 1986, Bai 1988). The longitude distribution of BMRs is particularly impor-
tant for the reconstruction of the open magnetic flux as it has been shown to be dominated
by low-order multipoles which are strongly dependent on the randomness of the longi-
tude distribution (Cameron et al. 2010). It has further been observed (Berdyugina and
Usoskin 2003, Zhang et al. 2007) that activity nests preferably form in two persistent
longitudes in opposite hemispheres separated by 180◦. J11 argued that nesting can be
accounted for by a linear combination of the magnetic field, Bcom, of two separate sim-
ulation runs: one with purely random longitudes, Bran, and one with all regions being
ordered at 90◦ and 270◦ longitudes in the northern and southern hemisphere, respectively,
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Figure 3.1: Parameters describing the spatial distribution of emerging BMRs in our model
(red) and as originally derived by Jiang et al. (2011a) (black, only in panels a and b). (a)
The mean latitude and (b) the latitude scatter of spot-containing LMRs as a function of
the solar cycle phase. (c) The correction factor to the latitude scatter depending on the
magnetic flux content of a BMR and (d) the tilt angle scatter as a function of the total
magnetic flux enclosed by a BMR. The vertical dashed lines in panels a) and b) mark the
formal beginning and the end of the solar cycle (that is cycle minima). The horizontal
bars in panels c) and d) mark the magnetic flux intervals from the fit, with their y-value
being the observational mean value within the flux range; see also Table 3.2.

Bord: Bcom = (1 − c)Bran + cBord. To describe the degree of nesting required to repro-
duce the open magnetic flux from Cameron et al. (2010), they introduced the parameter
c, which was found to be c = 0.15. Since we reconstruct the open magnetic flux from the
magnetograms with the same model as J11 (see Sect. 3.6.2) we adopt their approach.

3.4.3 Cycle overlap
It is well known that the magnetic activity of a given solar cycle n starts at high latitudes
(∼ 50◦) several years before the end of the previous cycle n − 1, apparently soon after the
polar field reversal (see, e.g., Legrand and Simon 1981, Harvey 1993, Wilson et al. 1988,
Tlatov et al. 2010, Hathaway 2015, and references therein). The first regions of a new
cycle are typically small. The probably most complete study of BMR emergence available
is that by H93, who analysed the emergence of regions as a function of their sizes, latitude
and cycle phase in a systematic way. By analysing cycles 14–22, H93 noticed that the
emergence onset of ERs started shortly after the polar field reversal, ∼ 0.5 − 1.5 years
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3.4 Emergence of magnetic regions

after the maximum of the activity cycle. It is worth noting, however, that due to limited
spatial and temporal resolution of observations, small BMRs at high latitudes could easily
escape notice. Thus, smaller regions might start emerging even earlier, possibly right after
the polar field reversal.

The first (small) ARs are observed 2 to 4 years before the solar minimum or roughly
2 years after the polar field reversal, while larger ARs with sunspots emerge another 0.5–
1.5 years later (see also the review by Hathaway 2015, and references therein). BMRs
associated with cycle n also continue emerging for roughly two years after the “formal”
beginning of the next cycle n+1 (that is the minimum between cycles n and n+1) close to
the equator. This overlap, between what have been called extended activity cycles (Wilson
et al. 1988), has important implications for the evolution of the solar magnetic flux. For
example, it has been shown that such an overlap leads to a secular variability in the solar
open and total magnetic flux (Solanki et al. 2000, 2002), which also has implications for
reconstructions of past irradiance variations (Krivova et al. 2007, 2010, Wu et al. 2018a).

To take the solar cycle overlap into account, we need to split the emergent BMRs be-
tween the subsequent cycles, n and n+1. The simplest way of doing this would be to take
a progressively large fraction of the total emerging regions (see Eq. 3.1) and place them
at higher latitudes. However, it is important to remember that the size (or magnetic flux)
distributions of the emerging regions belonging to the ongoing cycle n and the following,
just starting, cycle n+ 1 differ. At the onset of a new cycle (here n+ 1), there are only few
small regions emerging at high latitudes. At the same time, the ongoing cycle n is still
close to its activity maximum and a lot of flux emerges in form of large ARs containing
sunspots, see Eqs. (3.1–3.2). If we were to attribute a random sample of regions to the
new cycle, we would greatly overestimate the amount of large, spot-containing, ARs at
high latitudes. Therefore, we need to account for different slopes of the power law in
Eq. (3.1) for the two cycles, such that the emergence rate for the new cycle matches the
observed size distribution at low solar activity. To do this, we took observations by H93
as well as RGO/SOON sunspot group data as guidance and proceeded as described below,
see also the illustration in Fig. 3.2.

As suggested by observations, we assumed that cycle n − 1 ends 2 years after the
minimum between cycles n − 1 and n (in Fig. 3.2, activity minima are marked by vertical
dotted lines). From this instant until the maximum of cycle n and the polar field reversal
(shaded area in Fig. 3.2), only BMRs of cycle n emerge on the Sun. During this period,
the exponent mn in Eq. (3.1) is determined directly from the SN as given by Eq. (3.2).
Shortly after the field reversal, cycle n + 1 starts. The exponent mn+1 is infinitely low
at this time but starts growing progressively until two years after the minimum between
cycles n and n + 1, that is until the end of the extended cycle n (in Fig. 3.2, this period
of time is left unshaded). From then until the maximum of cycle n + 1 the exponent mn+1

is again defined by the instantaneous SN from Eq. (3.2). Thus, we need to describe the
change of the exponent mn+1 between the maximum and the end of cycle n (that is within
the shaded area). For this, we use the following observational constraints.

Firstly, at the minimum between cycles n and n + 1 we split the observed SN equally
between the two cycles. Secondly, by analysing emergence latitudes of sunspot groups
in the RGO/SOON record (which correspond to our LMRs) over cycles 12–24, we found
that first LMRs of a new cycle n + 1 emerged on average about 1.5 years before its “for-
mal” start at solar minimum tmin,n+1, in good agreement with H93 and Hathaway (2015).
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The most extreme cases were −3.3 (cycle 21) and −0.3 years (cycle 19). Within one
year before a minimum on average nine regions emerged, which we consider to roughly
correspond to an emergence rate of ∼ 1/month or 12/year. The emergence rate drops to
roughly 2/year and 0.5/year in the time intervals between 1− 2 and 2− 3 years before the
minimum, respectively. Thirdly, some BMRs of the new cycle, n+1, emerge even earlier,
that is more than 2–3 years before the minimum (e.g., H93). Normally, however, these are
smaller regions, corresponding to our SMRs. To put constraints on the emergence of such
regions prior to activity minimum, we relied on observations by H93, in particular her
summary of the properties of 978 ARs from cycle 21 (also partly including regions from
cycles 20 and 22, see Chapter 4 in H93), as well as her analysis of cycles 14–22 based on
observations from various sources (her Chapter 11, see also Harvey 1992). Using these
data, we estimated the emergence rate of SMRs to be about 1/year to 1/month roughly
between 4 and 2 years prior to the minimum.

Finally, observations suggest that ERs start emerging at high latitudes shortly after
the polar field reversal (Wilson et al. 1988, Harvey 1993, Tlatov et al. 2010, McIntosh
et al. 2014). Being extremely difficult to observe, the emergence rate of ERs at the cycle
onset is highly uncertain. Nevertheless, it is clear that the period shortly after the cycle
maximum and field reversal, is dominated by regions from the ongoing cycle, and thus
the fraction of BMRs of the new cycle is negligible. We set a rather arbitrary limit of one
ER for the first year after the maximum. We note though that, being extremely low the
exact value of the emergence rate of new ERs at this time has no effect on our results.

Table 3.3: Observational constraints on the emergence rate and the corresponding expo-
nent m for BMRs of a newly starting cycle for different size ranges.

(1) (2) (3) (4)
Size Time Emerg. rate m

[year]+tmin,n+1
a [year−1]

ERs tmax,n + (1 ± 1) 0.3 − 12 −5.4 ± 0.3
SMRs − (3 ± 1) 1 − 12 −3.4 ± 0.1
LMRs − (2 ± 1) 0.5 − 2 −3.15 ± 0.05
LMRs − (1 ± 1) 2 − 12 −3.0 ± 0.1
all BMRs 0 SN/2 m(SN/2)
all BMRs +2 SN m(SN)

Notes. Listed are: (1) type of features; (2) approximate time, relative to the activity
minimum, when such regions belonging to the next cycle start appearing, given as mean
value with uncertainty range; (3) maximum and minimum emergence rates observed
within that time period; (4) power-law exponent given as mean value with uncertainty
range.
a Except 1st row, where time is linked to the previous maximum.

Table 3.3 summarises observational constraints used by us to split the emergence rate
of BMRs between two overlapping cycles, n and n+1, as well as the derived values of the
exponent mn+1 during the respective phases of the activity cycle. To obtain the power-law
exponent of the developing cycle throughout the overlap period, we fitted an exponential
function to these points. Since estimates derived from observations are rather uncertain,
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3.4 Emergence of magnetic regions

we gave a higher weight to the last two points (that is the equal contribution from the two
cycles at activity minimum and no “old” regions two years after the minimum). This fit
was performed for each cycle separately. As an example, panels b and c of Fig. 3.2 show
the fit for cycles 21 and 22.

Powerlaw exponent

1970 1975 1980 1985
year

-3.2

-3.1

-3.0

-2.9

-2.8

-2.7

-2.6

ex
p

o
n

en
t

original
exponent fit
transition

original
exponent fit
transition

a)

SC20 SC21 SC22
(n-1) (n) (n+1)

Exponent fit, Cycle 21

1968 1970 1972 1974 1976 1978
year

-5.5

-5.0

-4.5

-4.0

-3.5

-3.0

ex
p

o
n

en
t

exponential fit
observations

exponential fit
observations

b)

Exponent fit, Cycle 22

1980 1982 1984 1986 1988
year

-5.5

-5.0

-4.5

-4.0

-3.5

-3.0

ex
p

o
n

en
t

exponential fit
observations

exponential fit
observations

c)

Figure 3.2: (a) The power-law exponent based on the total SN (black), and calculated
from the two transition models: The exponent fit in red and the linear transition model
in blue. Only the solid lines are used for the calculation, the transition between models
is at solar minimum (dotted vertical line). (b) and (c) Exponential fit of the power-law
exponent of Cycles 21 and 22 in the overlap period with Cycles 20 and 21, respectively.
The "x" symbols are the estimated exponents from Tab. 3.3, based on the observations by
Harvey (1993) and our analysis of the RGO/SOON record. The gray crosses around the
points are the uncertainty ranges in x and y direction. The horizontal line is the power-law
exponent m = −3.94 that corresponds to a SN of zero.

The power-law exponent from the total instantaneous SN (mtot, black line), as well as
the exponent fit of the new cycle n + 1 (mexp,n+1, red line) for cycles 21 and 22 are shown
in Fig. 3.2a. Although the exponent fit follows the trend of the new cycle n + 1 nicely,
the exponent fit after minimum (red dashed) is occasionally higher than mtot. To account
for the fact that the emergence rate for the new cycle n + 1 cannot be higher than the total
emergence rate, we implemented a simple transition (blue line) from mexp,n+1 at activity
minimum to mtot at the end of cycle n. For this, we calculated the ratio between mexp,n+1

and the 13-months mean of mtot at activity minimum n + 1 and linearly reduced that ratio
to unity, two year after the minimum. The power-law exponent of the new cycle n+1 after
minimum was then obtained by multiplying mtot with this factor. Just like the exponent fit,
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this linear transition was calculated separately for each cycle. The emergence of the new
cycle n + 1 is then given by the exponent fit (solid red) before minimum and the linearly-
weighted transition (solid blue) after the minimum. To ensure that the observed total
emergence rate of BMRs given by Eq. (3.1) is preserved at any given time we calculated
the emergence rate for the ongoing cycle n during the overlap period as the difference
between the total emergence and the emergence of the new cycle.

3.4.4 Final synthetic input records

We used four different types of records as input to the simulations. From the ISN2.0 and
the relationships derived in Sect. 3.4.2 we generated input records for AMR (all (mod-
elled) magnetic regions), LMR (large magnetic regions) and SMR (small magnetic re-
gions; see Table 3.1). Thereby, the LMR record is obtained by removing all smaller
regions from the counterpart AMR record, thus large active regions are the same in both
sets. In the same way the SMR records is obtained by removing all LMRs from the AMR
record.

For each of these input types (AMR, LMR and SMR), 100 independent realisations
were generated to allow an error estimate, see Sect. 3.5.4. To visualise these input records,
Fig. 3.3 shows a butterfly diagram for one realisation. The colors indicate the monthly
magnetic flux emergence rate within each 2◦ latitude bin; see the description in the fig-
ure caption. In addition, we use the RGO/SOON sunspot group record to compare the
simulation results with those from Cameron et al. (2010). This test is needed due to the
modifications we applied to their SFTM, as described in Sect. 3.5.1.

3.5 Model

3.5.1 Surface flux transport model

We simulated the evolution of the large-scale radial magnetic field on the solar surface
with a surface flux transport model (SFTM, see, e.g., DeVore et al. 1984, 1985, Wang et al.
1989). An SFTM describes the evolution of the radial magnetic field Br(θ, ϕ, t) on the solar
surface with time, t, as a function of the heliocentric latitude θ and longitude ϕ. The flux
emerging at the surface in the form of BMRs is represented by the source term S (θ, ϕ, t).
Upon emergence, the flux is subject to the action of the differential rotation Ω(θ), the
poleward meridional flow v(θ) (Babcock 1961) and the turbulent surface diffusivity ηh.
The surface diffusivity is a result of convective plasma flows near the solar surface, in
particular the supergranulation (Leighton 1964).

The original version of the SFTM used in this study was developed by Baumann et al.
(2004). The evolution of the radial component of the magnetic induction is described as:

δBr

δt
= −Ω(θ)

δB
δϕ
−

1
R⊙ sin (θ)

δ

δθ

[
v(θ)Br sin (θ)

]
+
ηh

R2
⊙

[
1

sin (θ)
δ

δθ

(
sin (θ)

δBr

δθ

)
+

1
sin2 (θ)

δ2Br

δϕ2

]
+ S (θ, ϕ, t) − Dr(ηr).

(3.11)
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Figure 3.3: Butterfly diagram for one realisation of the synthetic BMR input record. Dif-
ferent colours encode magnetic flux emerging in BMRs within one-month periods over
2◦ latitude bins. Yellow, red and black are used to show only large ARs, with yellow for
bins with > 1.5× 1022 Mx flux emerged in LMRs per month and latitude bin, red for bins
with 6 × 1021–1.5 × 1022 Mx which roughly corresponds to 2-5 small LMRs, and black
for bins with < 6 × 1021 Mx or 2 small LMRs. Green and blue show only SMRs, with
> 4×1020 Mx and < 4×1020 Mx (or 2 small ARs) per month and bin, respectively. Thus,
yellow, red and black roughly correspond to emergence of regions directly represented by
sunspot records, such as RGO/SOON used in previous versions of the model, while green
and blue mark BMRs previously not taken into account directly (that is their contribution
was eventually accounted for by leveling up the model output to the observed magnetic
flux, see Sect. 3.5.1). We emphasise that a lot of small ARs also emerge during more
active periods but green and blue bins are hidden under yellow, red and black ones during
such times. The vertical dashed lines mark cycle minima.

The additional decay term Dr(ηr) describes the radial decay of magnetic flux. It accounts
for the 3D decay modes that cannot be captured by the 2D model and was first introduced
by Baumann et al. (2006) to avoid a secular drift of the polar fields and obtain regular
field reversals. We used the differential rotation profile introduced by Snodgrass (1983):

Ω(θ) = 13.38 − 2.30 cos2 (θ) − 1.62 cos4 (θ)[deg day−1]. (3.12)

The meridional flow profile was taken from van Ballegooijen et al. (1998):

v(θ) =

v0 sin (πλ/λ0) [m s−1] |λ| ≤ λ0 = 75◦

0 otherwise.
(3.13)

The model parameters were taken to be the same as in Cameron et al. (2010) and Jiang
et al. (2011b), with ηh = 250 km2 s−1 and v0 = 11 m s−1. Following Jiang et al. (2011b),
we also used the value of ηr = 25 km2 s−1 for the weak radial diffusion.

Following van Ballegooijen et al. (1998), emerging BMRs were represented by two
Gaussian-like polarity patches with angular separation ∆β:

B±r (R⊙, θ, ϕ) = Bamp exp
{
−

2[1 − cos β±(θ, ϕ)]
δ2

init

}
, (3.14)

where Bamp is the initial amplitude of the magnetic flux density of the polarity patches,
β±(θ, ϕ) are the heliocentric angles of the positive and negative polarity centres (θ±, ϕ±)
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and δinit = 0.4∆β is the initial width of the polarity patches. This is different from the
model by Baumann et al. (2004) and the subsequent versions by Cameron et al. (2010)
and Jiang et al. (2011b), who injected the BMRs at a later stage of their development,
when the polarity patches have diffused to the width of δ0 = 4◦ and the initial amplitude
has been reduced by the factor (δinit/δ0)2. For small BMRs, this means that they were
injected into the SFTM after several e-folding lifetimes and their contribution was es-
sentially missed. This was accounted for by the (time-independent) free parameter Bmax,
which was adjusted by comparing the computed total magnetic flux with observations.
Having the initial shape described by Eq. (3.14) allows a more realistic description of
small ERs, where the entire decay period of each BMR regardless of its size, starting
from the time of its maximum development is included in the simulations.

We fixed the amplitude factor Bamp by comparing the decay rate of BMRs in the SFTM
with their e-folding lifetimes derived from observations. Following Krivova et al. (2021),
we estimated the lifetimes by dividing the instantaneous magnetic flux present in BMRs
on the solar surface as observed by Parnell et al. (2009) by the BMR flux emergence rate
derived by Thornton and Parnell (2011). The best agreement between the decay rate in
SFTM and the estimated observed lifetimes was found for the value Bamp = 1000G, with
the magnetic flux content in BMRs of different sizes after one lifetime being within ±20%
of the expected value.

The initial width of the polarity patches in Eq. (3.14) is linearly related to the angular
separation between them. Hence, we can obtain the relationship between ∆β and the
initial flux of the BMR ϕBMR (which is the sum of the unsigned fluxes from both polarity
patches) directly, through numerical integration:

∆β = 8.5 10−10

√
ϕBMR

Bamp
. (3.15)

The smallest BMRs are initially too narrow to be resolved by the SFTM, which has a
spatial resolution limit of 4◦. The most straightforward approach would be to simply
increase the spatial resolution. However, this is computationally very costly, as this is
tied to a spherical harmonics decomposition needed to accurately calculate the effects
of the radial diffusion and the meridional flow. Thus the total computing time increases
exponentially with the highest order of the spherical harmonics. Fortunately, small BMRs
are very compact during the initial stage of the emergence process and the effects of
the meridional flow and the differential rotation are small in comparison to the turbulent
diffusion which is faster for smaller regions. Assuming that the early development of
small regions is dominated by the turbulent diffusion allows us to separate such regions
from the primary magnetogram (and the spherical harmonics decomposition) and account
for the effect of turbulent diffusion alone in a separate secondary magnetogram (without
spherical harmonics), until a region has diffused to a width that can be resolved by the
SFTM, whereupon it is added to the primary magnetogram. Once the regions are added
to the main magnetogram, their shape and treatment are identical to the SFTM versions
by Baumann et al. (2004), Cameron et al. (2010), Jiang et al. (2011b), except that they
first appear in the main magnetogram with an up to one Carrington rotation delay (the
time it would take for a point source to diffuse to a width of 4◦ in our model). At each
timestep, the solar quantities are derived from the sum of the primary and the secondary
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magnetograms. With this approach, the total magnetic flux of the BMRs is preserved in
the simulation.

3.5.2 Open flux calculation / CSSS

The SFTM only calculates the magnetic field on the solar surface. To extrapolate it into
the heliosphere and calculate the open magnetic flux, we employ a current sheet source
surface model (CSSS) (Zhao and Hoeksema 1995a,b). This model has earlier been shown
to successfully reproduce the Ulysses open flux observations (Schüssler and Baumann
2006). The CSSS model has three parameters, a describing the thickness of the current
sheet in the lower corona, Rcusp being the radius of the cusp surface where all field lines
are open and Rss the radius of the source surface where the magnetic field is fully con-
trolled by the solar wind plasma. Following the previous SFTM versions by Cameron
et al. (2010) and Jiang et al. (2011b) we take a = 0.2 R⊙ and Rss = 10 R⊙, where R⊙ is the
solar radius. For the cusp radius, we choose Rcusp = 1.4 R⊙, slightly lower than 1.55 R⊙
used in the previous studies, as this value returned a better match (lowest χ2-value) to
the open magnetic flux from observations, see Sect. 3.6.2. The lower Rcusp compared to
Cameron et al. (2010) could be related to the BMRs having smaller angular separations in
the semi-synthetic records compared to the RGO/SOON record or due to the introduction
of a weak radial diffusion term with ηr = 25 km2 s−1; see Sect. 3.5.1.

3.5.3 Toroidal flux loss calculation

The loss of toroidal flux inside the solar convection zone is linked to the emergence of
BMRs. Following Cameron and Schüssler (2020, Eq. 11) we calculated the toroidal flux
loss during time interval ∆t by adding up the contributions from all individual regions (i):

dΦtor

dt
=
γ
∑

i

(
∆φ ϕL(cos λ)−1)

)
i

2πR⊙∆t
, (3.16)

where ∆φ = ∆β cos (αm) is the absolute value of the longitudinal polarity separation, ϕL

is the magnetic flux of the loop equal to half of the total flux of the BMR, λ is the emer-
gence latitude and γ is the fraction of magnetic flux emerging in regions following Hale’s
polarity law (Hale et al. 1919, Hale and Nicholson 1925) minus the fraction disobeying it:
γ(ϕ) = (ΦHale−Φnon−Hale)/(ΦHale+Φnon−Hale). In the SFTM, we set the time interval to one
day and calculate the longitude separation ∆φ by subtracting the position of the positive
polarity patch from that of the negative one. Since ∆φ can be positive or negative, this
replaces the necessity of the factor γ and we can remove it from the equation. The total
toroidal flux loss was calculated by summing up the absolute values for the northern and
southern hemispheres:

∣∣∣∣∣dΦtor,hem

dt

∣∣∣∣∣ =
∣∣∣∣∑i

(
∆φ ϕBMR(cos λ)−1)

)
i

∣∣∣∣
4πR⊙

[Mx day−1]. (3.17)
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3 The influence of small bipolar magnetic regions on basic solar quantities

3.5.4 Simulation setup
We ran the SFTM over the period from March 9 1874 to May 5 2019 (Cycles 12-24).
with a spatial resolution of 4◦ (lmax = 64 orders of spherical harmonics) on a 180 × 360
grid with a time step of one day and the model parameters as described in Sect. 3.5.1.
We ran the SFTM for each of the 100 realizations of the AMR, LMR and SMR records
(see Sect. 3.4.4) and used their average as the result and the standard deviation as an
uncertainty estimate.

For the RGO run, we used the same angular separation, tilt angles and the value of
the free parameter Bmax = 374 G as in Cameron et al. (2010), but use Eq. (3.14) and
Bamp = Bmax to calculate the polarity patches. We used Rcusp = 1.55 R⊙ for the open
magnetic flux reconstruction of the RGO/SOON run and Rcusp = 1.4 R⊙ for AMR, LMR
and SMR. Since in the original SFTM version, BMRs were injected not until the polarity
patches had diffused to the width of 4◦, thus missing the initial phases of the evolution of
the smaller ARs, we expect a slightly higher total magnetic flux even for the RGO/SOON
in our simulation compared to Cameron et al. (2010).

3.6 Results
In this section we present our results from the SFTM and CSSS simulations of the evolu-
tion of the total (Sect. 3.6.1), open (Sect. 3.6.2) and polar (Sect. 3.6.3) magnetic field, as
well as of the toroidal flux loss (Sect. 3.5.3) and compare them to the available observa-
tions. In the next section, we will then analyse the role of the small magnetic regions on
the magnetic flux budget using analytical tools.

3.6.1 Total magnetic flux
We first look at the total magnetic flux computed from the simulated magnetograms. Fig-
ure 3.4 shows the results of the AMR run together with the total magnetic flux from three
ground-based observatories (WSO, NSO KP and MWO, black line for the average and
dark gray symbols for individual measurements (the latter only in panels a and b to avoid
overloading panels c and d) and the KP–MDI–HMI magnetogram composite record from
Yeo et al. (2014, green), see Sect. 3.3, for comparison. The KP–MDI–HMI composite
has been brought from the HMI to the MWO scale by multiplying with a constant factor
of 3.7 (see Sect. 3.3). When comparing simulations to observations, we need to keep the
limitations of both the model and the observations in mind. In particular, observations are
affected by magnetogram noise and have limited spatial resolution (Krivova and Solanki
2004b). To account for this limited visibility, earlier studies (Solanki et al. 2002, Krivova
et al. 2007, Dasi-Espuig et al. 2014, 2016, Krivova et al. 2021) reduced the modelled
contribution by ERs by a factor of 0.4 when comparing to observations. At the same
time, our model does not explicitly include regions smaller than 2 × 1020 Mx. Thus for
comparison purposes, to make the modelled and observed fluxes consistent, we accounted
for both these effects. To compensate for the missing flux from SSEs (regions between
1016 − 2 × 1020 Mx, see Tab. 3.1) in the SFTM, we computed their contribution using
the simpler approach of Solanki et al. (2002), Vieira and Solanki (2010), Krivova et al.
(2021) by solving a set of coupled ordinary differential equations. Specifically, we used
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Figure 3.4: Comparison of the simulation results of the total magnetic flux with obser-
vations. (a) Evolution of the (3-months smoothed) total magnetic flux from AMRs over
Cycles 20–24 and comparison with observations. (b) Same as above but over the entire
modelled period from 1874 to 2020. (c) and (d) Comparison of all the simulation runs
with error estimates overplotted. Plotted quantities: The light blue line in panels (a) and
(b) is the mean of 100 realizations used as input to the SFTM plus 0.4 times the con-
tribution of SSEs estimated from ordinary differential equations following Krivova et al.
(2021), see the main text for details. As a comparison we plot the average (black line -
all panels) and individual measurements (dark grey symbols - only panels (a) and (b)) of
three ground based observatories (WSO, NSO KP, MWO). The total magnetic flux from
the KP/MDI/HMI composite by Yeo et al. (2014) is shown in light green in all panels.
AMR without SSEs is shown in red in panels (a) and (b) and the mean of the LMR and
SMR runs in panels (c) and (d) are shown in blue and green, respectively. The difference
between the AMR and LMR run is shown by the light green dashed line. The shaded
areas are the standard deviations. The results from the RGO/SOON record are shown by
the dash-dotted purple line.

the results from Krivova et al. (2021, grey line) as their BMR emergence model is consis-
tent with ours, except that they only considered the disc-integrated quantities and did not
account for the spatial distribution of BMRs. Since such small regions are distributed over
the surface rather homogeneously, the effect of changes in their spatial distribution with
activity is expected to be negligible. For comparison with observations we then added 0.4
times the SSE magnetic flux to the AMR run. This total magnetic flux is shown by the
light blue line in panels a and b, whereas red and dark grey lines give the total magnetic
flux from only AMRs or SSEs, respectively. We find that including all regions with life-
times of more than one day in the AMR record accounts for most of the observed total
magnetic flux. The measured flux (black and green) is only slightly higher, by roughly up
to 10% at maxima, than the AMR flux (red). By adding 0.4×SSE flux, however, we get
an even better agreement with the observations.
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3 The influence of small bipolar magnetic regions on basic solar quantities

In Figures 3.4c and d, we show all simulation runs along with the measurements:
AMR (red), LMR (blue), SMR (green) and RGO/SOON (dash-dotted purple line). We
notice that the total flux of SMR and LMR does not add up exactly to AMR, see the differ-
ence between the AMR and LMR run (dashed light green line). This is the result of SMRs
emerging inside the polarity patches of LMRs, which results in partial cancelling of the
magnetic flux, see Nèmec et al. (2022). As discussed above, already AMRs alone return
a good fit to the data, both during minimum and maximum, which is improved further by
adding the SSE flux not included into the model (light blue line in panels a and b). It is
important to emphasise that this was obtained without adjusting the magnetic flux ampli-
tude in Eq. (3.14) by comparing to observations, as was done in earlier SFTM versions
based entirely on sunspots as input data. Due to the new SFTM setup (see Sect 3.5.1),
while keeping the value of the free parameter unchanged, the RGO/SOON run is about
5% higher during solar maximum than in the previous model by Cameron et al. (2010),
but almost identical during solar minimum.

Comparing the contributions by SMRs and LMRs, we see that during activity maxima
about two thirds of the total magnetic flux come from LMRs, while most of the remaining
flux comes from SMRs (with only small contribution of yet smaller regions, SSEs). At
activity minima, both LMR and SMR contribute roughly equally. We also see that the
total flux from SMRs differs very weakly among the various realizations and thus most of
the “noise” comes from large ARs.

3.6.2 Open magnetic flux
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Figure 3.5: Comparison of the simulation results of the open magnetic flux with obser-
vations. The red, blue and green curves are the mean results of 100 realizations used as
input to the SFTM for AMR, LMR and SMR, respectively. The shaded areas are the stan-
dard deviations. The results from the RGO/SOON record are shown by the dash-dotted
purple line. (a) Reconstruction of the (1-year smoothed) open magnetic flux from the
CSSS model over Cycles 20–24. The black line is the reconstruction from the geomag-
netic aa-index by Lockwood et al. (2022) and the dark green dashed line shows the in-situ
measurements by Owens et al. (2017). (b) Same as above but over the entire period from
1874–2020.

The modelled open magnetic flux (green, blue, red, and dot-dashed purple lines for
SMRs, LMRs, AMRs and RGO, respectively) reconstructed with the CSSS extrapolation
as described in Sect. 3.5.2 is compared to observations in Fig. 3.5. We compare the model
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output to the open flux reconstruction by Lockwood et al. (2022) from the geomagnetic
aa-index (black) and the in-situ measurements since 1998 by Owens et al. (2017) (dashed
dark green). The computed AMR open flux agrees well with both data sets, although
sometimes (e.g. in 1996) minima in the simulations are slightly (by roughly a year or
two) delayed. In Cameron et al. (2010) it was shown that the timing of the minima in
the open flux is delayed for higher ηr. There it was found that ηr = 0 can reproduce the
timing of the minima. In this paper a non-zero value of ηr is needed in the simulations to
prevent a multicycle drift of the polar fields (Schrijver et al. 2002). This drift is possibly
a consequence of the SFT model not being a full dynamo model and as such lacking any
feedback mechanisms which might prevent such a drift.

Over the last two cycles, the AMR run is consistent with the measurements by Owens
et al. (2017), lying within the uncertainty range for almost the entire interval. The com-
puted open flux at maximum of cycle 24 is slightly lower than the measured flux. We
recall, however, that our model does not include the contribution of the smallest regions
and in contrast to the total magnetic flux, it is not straightforward to add it from another
model, e.g. from Krivova et al. (2021), as we did for the total flux. Over the entire
modelled period, the amplitude of the solar cycle variation in the open flux is in good
agreement with the reconstruction by Lockwood et al. (2022). The computed open flux
is slightly lower than the empirical reconstruction at the maxima of cycle 22 and 24. It
is also slightly higher than the reconstruction from the aa index around the maximum of
cycle 20, although within the model uncertainties, and cycle 20 might be anomalous in
the aa-based reconstruction (see Lockwood et al. 2022). Furthermore, the computed open
flux is noticeably lower than the reconstruction by Lockwood et al. (2022) during the first
two cycles covered by simulations, for both the AMR and the RGO/SOON runs. This is
because of our simple initial magnetic field configuration, taken from van Ballegooijen
et al. (1998, see their Eq. 16), and hence the results during these first two cycles should
be taken with caution.

The RGO/SOON run is also mostly consistent with Lockwood et al. (2022) and Owens
et al. (2017) although for some mostly weak cycles the open flux from the RGO run is
considerably weaker than in the empirical reconstruction and the AMR run, for example
during cycles 15, 17 and 20. The reason could be that during weak cycles, the relative role
of the smaller regions is higher than during high activity cycles. Looking at the individual
contributions by LMR and SMR we find that the LMR run follows a similar shape to
the AMR run, although lower in amplitude. Interestingly, the timings of the peaks and
troughs are more consistent with Lockwood et al. (2022). The timings of the SMRs are
noticeably delayed, with the troughs in the open flux being close to solar maximum and
the peaks in the declining phase of the cycle. The reason for this is that the open flux is
dominated by a contribution of the axial and equatorial dipole moments. In the case of
the LMRs, this balance is dominated by the equatorial dipole moment, which leads to the
open flux peaking in phase with the solar cycle. In the LMR case, the equatorial dipole
moment is made up of comparable contributions from the LMRs emerging at random
longitudes and those emerging in nests (see Section 3.2.3). In the case of the SMRs, there
are so many small emergences that the contribution from the random longitudes average
out, and the only substantial contribution to the equatorial dipole moment is that due to
nesting. Consequently the axial dipole moment plays a larger role and the minima of the
open flux are moved closer to the polar field reversals. The SMR amplitude is comparable
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3 The influence of small bipolar magnetic regions on basic solar quantities

in amplitude to LMR during solar minimum, but only about one third of LMR during
solar maximum. Similar to the total flux we find that the majority of the noise comes
from large ARs, with only a small contribution by SMRs.

3.6.3 Polar fields
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Figure 3.6: Comparison of the simulation results of the line-of-sight polar magnetic field
with observations. The red, blue and green curves are the mean results of the SFTM
for 100 realizations used as input for AMR, LMR and SMR, respectively. The shaded
areas are the standard deviations. The results from the RGO/SOON record are shown
by the dashed-dotted purple line. (a) The line-of-sight polar field above 55◦ latitude and
the measurements from WSO (black) over Cycles 20-24 multiplied by a factor 1.5. The
northern polar fields are given by the solid lines, and southern polar fields are dot-dashed.
(b) Same as above but over the entire modelled period from 1874–2020.

In Figure 3.6, we compare the simulated line-of-sight polar field above 55◦ latitude
to the line-of-sight observations by WSO (black; Scherrer et al. 1977, Hoeksema et al.
1983). To account for magnetograph saturation, the WSO data is multiplied by a constant
factor of 1.5 (see also Svalgaard et al. 1978, Jiang et al. 2013). Again, we expect the
AMR run to be slightly lower than observations, because we are missing the contribution
by the smallest regions (SSEs, see Sect. 3.6.1). In contrast to the total magnetic flux, it is
not straightforward to add this contribution separately. However, the contribution by very
small ERs is expected to be rather small, due to the randomness in their tilt angles.

We find a good agreement between the AMR run (red) and WSO except for the period
between maxima of Cycle 23 and 24 (2000−2014), where we overestimate the amplitude
by about 30% and in the declining phases of Cycle 21 and 22 (1985 and 1994) where we
underestimate the polar field in the southern hemisphere by 30% and 25%, respectively.
A too high flux during Cycles 23/24 was also found for the RGO/SOON run, as well as in
the study by Jiang et al. (2013) (using the RGO/SOON record as SFTM input) who found
that the polar field amplitude in the declining phase of Cycle 23 (after year 2000) was
too high compared to WSO. This was caused by several large ARs close to the equator
disobeying Joy’s law (Jiang et al. 2015). When using the observed tilt angles instead of
the statistical ones, they found a good agreement with the WSO data.

Comparing the LMR and SMR runs, we find that their amplitudes are very similar
throughout the entire interval. Therefore, the contribution by small regions in the AMR
run is much higher for the polar fields than for the total and open magnetic flux. The
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higher importance of small BMRs for the polar fields could explain why the RGO/SOON
run from our simulation has a similar amplitude to the AMR run, occasionally being even
smaller than AMR, despite the total magnetic flux of RGO/SOON being consistently
higher than AMR (see Fig. 3.4). The AMR, LMR and SMR runs all show regular polar
reversals. However the reversals in cycles 21, 23 and 24 are delayed by about 1 year
compared to the WSO measurements. The timing of the polar field (here poleward from
λ| = 55◦) reversals depends on the strength of the polar fields, the amount of flux carried
past λ| = 55◦, and ηr. Importantly, flux of both polarities is carried, so that the polar field
can change sign several times before it finally reverses. The delay in cycles 21, 23 and
24 are within one standard deviation of the expectation value. We therefore suggest that
the delay in the model for these cycles might be related to the scatter in the tilt angles at
high-latitudes which affects the timing of the reversal but not the long-term strength of the
polar fields. As with the total and open flux, we find that the polar field noise is dominated
by LMRs.

3.6.4 Toroidal flux loss
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Figure 3.7: Comparison of the simulated toroidal flux loss with observations. The red,
blue and green curves are the mean results of 100 realizations used as input to the SFTM
for AMR, LMR and SMR, respectively. The shaded areas are the standard deviations. (a)
3-month smoothed sum of the absolute toroidal flux loss of both hemispheres over Cycles
20–24. (b) 1-year smoothed sum of the absolute toroidal flux loss of both hemispheres
over the entire simulated period from 1874–2020.

The toroidal flux loss calculated from Eq. (3.17) for AMR (red) and LMR (blue)
is shown in Fig. 3.7. Because the toroidal flux loss linearly depends on the magnetic
flux emerging in BMRs (see Eq. 3.17), its temporal profile is quite similar to that of the
total magnetic flux. During solar maxima of Cycles 21–24, we find between 2 − 5 ×
1022 Mx year−1 for the toroidal flux loss for AMRs. This is in good agreement with the
recent studies that found a toroidal flux loss of ≈ 4 × 1022 Mx year−1 in the same time
period from WSO magnetograms (Jeffers et al. 2022) and the estimate by Cameron and
Schüssler (2020). We find that contributions to the toroidal flux loss of both the LMR
and SMR runs are similar during both activity minima and maxima, each contributing
≈ 50% to the AMR run. Thus, small regions have noticeably higher contribution to the
toroidal flux loss than to the total magnetic flux. The toroidal flux loss noise is dominated
by LMRs.

81
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3.7 Understanding the role of small BMRs
In Sect. 3.6, we showed that the simulated total and open magnetic flux, the polar fields
and the toroidal flux loss are in good agreement with observations and/or other reconstruc-
tions. To better understand the role of small ARs on basic solar quantities and simulation
results, we also analyse analytically the governing equations of these solar quantities and
compare the analytical results with those obtained from the simulations. This acts both as
a test of our simulations and as a guideline for the importance of small-scale regions for
future studies.

The open magnetic flux hereby depends on a variety of factors, such as the degree
of nesting, the fragmentation rate of ARs and the equatorial dipole moment. This would
require a far more detailed analysis than for the total flux, the polar fields and the toroidal
flux loss that would go beyond the scope of this work, so we will limit our interpretation
of the open flux to the simulation results; see Sect. 3.6.2.

3.7.1 Total flux
The total magnetic flux is determined by the amount and size of magnetic flux elements
present on the solar surface. Using high-resolution Hinode magnetograms, Parnell et al.
(2009) found that the number of magnetic flux elements on the solar surface per area per
magnetic flux follows a power-law size distribution:

dNp(ϕ)
dϕ

= N f ϕ
q [Mx−1 cm−2], (3.18)

where N f = 3×10−4 cm−2, ϕ is the magnetic flux of the flux element in Mx and q = −1.85
(denoted as α in Parnell et al. 2009), cf. Eq. (3.1) for the emergence rate. The total
magnetic flux per area of all regions between magnetic flux limits ϕ1 and ϕ2 is calculated
by integrating the product of the magnetic flux ϕ and Eq. (3.18):

Φtotal =

∫ ϕ2

ϕ1

N f ϕ
q ϕ dϕ =

N f

(q + 2)

[
ϕq+2

]ϕ2

ϕ1
[G]. (3.19)

The resulting exponent (q + 2) = 0.15 is larger than 0, which means that the total flux
should be dominated by large BMRs. This is consistent with the simulation (see Fig. 3.4),
showing that the LMR run contributes about 70% to the total magnetic flux at activity
maxima, while SMRs only account for about 30%. As has been shown in Sect. 3.6.1,
yet smaller BMRs not accounted by our model have an almost negligible effect on the
total flux. Note though that at activity minima the contribution of SMRs is comparable
to that of spot-containing LMRs. The exponent q in Eq. (3.18) was derived by Parnell
et al. (2009) from the data without accounting for the activity level. If it varies with
activity similarly to the exponent m in Eq. 3.1, the exponent (q + 2) is getting closer to 0
at minima, in agreement with what we see in Fig. 3.4.

Assuming that the noise is Gaussian and that the individual emergences are indepen-
dent of each other, the uncertainty (or noise) of the total flux is proportional to the square
root of the number of magnetic flux elements:

ΦNoise
total ∼

∫ ϕ2

ϕ1

ϕq/2 ϕ dϕ ∼
[
ϕq/2+2

]ϕ2

ϕ1
[G]. (3.20)
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The power-law exponent q/2+2 = 1.075 is significantly higher than zero, hence the noise
must be dominated by large regions. This agrees with our simulations, as there is almost
no observable variance between the SMR realizations and the noise of LMR and AMR
runs is almost identical.

3.7.2 Polar fields

As described by Eq. (3.14), BMRs in the SFTM emerge as bipolar polarity patches with
the same amount of positive and negative magnetic flux. As the BMR evolves, the polari-
ties eventually cancel each other out by diffusion or after they are transported to the poles
by the meridional flow. However, if a BMR is close to the equator, part of the magnetic
flux can cross it and move to the other hemisphere before being cancelled out. This results
in a change in the polar field strength. Petrovay et al. (2020, Eq. 24) have derived this
"transequatorial flux fraction" ftr for small latitude separations ∆λ between the polarity
patches as:

ftr ≃
∆λ
√

2π λR

exp
(−λ2

2λ2
R

)
, (3.21)

where λ is the emergence latitude and λR is the so-called dynamo effectivity range that
depends on the SFTM model parameters. The latitude separation ∆λ depends on the
angular separation ∆β and hence on the square root of the magnetic flux of the BMR (see
Eq. 3.15):

∆λ = ∆β sin (αm) ∼
√
ϕ sin (αm). (3.22)

The tilt angle is proportional to the square root of the emergence latitude (αm ∼
√
λ)

and the mean emergence latitude depends on the phase (time) in the cycle and the cy-
cle strength, but both are independent of the BMR flux ϕ. The polar field strength now
depends on the number of emerging regions (Eq. 3.1) over the solar cycle times their
magnetic flux times the fraction of that flux that crosses the equator (Eq. 3.21):

Φpolar =

∫ t2

t1

∫ ϕ2

ϕ1

dNe(ϕ)
dϕ

ϕ ftr dϕ dt

∼

∫ t2

t1
flat(t)

[
ϕm+ 5

2
]ϕ2

ϕ1
dt

∼ ⟨ flat(t)⟩
[
ϕm+ 5

2
]ϕ2

ϕ1
,

(3.23)

where flat = sin (αm) exp
(
− λ2/(2λ2

R)
)

is independent of ϕ and m = −2.69 is the power-
law exponent from Thornton and Parnell (2011). The average ⟨ flat⟩ is calculated at an
emergence latitude of λ = 15◦ and the mean tilt angle of αm = 5◦. The exponent me+5/2 =
−0.19 is slightly lower than zero, which means that small BMRs should contribute a
similar or slightly larger amount of flux to the poles as the large BMRs. From Fig. 3.6,
we find that the polar fields from small regions in the SMR record are indeed roughly as
strong as in the LMR run, both during activity minima and maxima. Therefore SMRs
have a much higher contribution to the polar fields than to the total magnetic flux.
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Figure 3.8: Estimating the polar field noise. Integrand of Eq. (3.28) (green solid) and the
tangent power law at the steepest point (blue dashed). (a) Emergence latitude at 15◦. (b)
Emergence latitude at 5◦. The vertical gray lines mark the lower flux limits of AMR and
LMR.

Now we consider the uncertainty of the polar fields, again by taking the square root of
the number of emerging BMRs:

Φnoise
polar ∼

∫ ϕ2

ϕ1

SD
[

sin (αm) exp
(−λ2

2λ2
R

)]
ϕ(me+3)/2 dϕ, (3.24)

where SD[...] denotes the standard deviation. As described in Sect. 3.4, the standard
deviations of the tilt angle and the emergence latitude are dependent on the regions size
and they need to be considered in our calculation. The standard deviation of the sinusoidal
function A = sin (αm) is calculated as:

σA =

√(
1 − exp (−σ2

tilt)
) (

1 + exp (−σ2
tilt) cos (2 αm)

) /
2 [rad], (3.25)

where σtilt is given by Eq. (3.10). The standard deviation of the exponential function
B = exp

(
−λ2

2λ2
R

)
can be estimated as:

σB ≈
1
2

[
exp

(
−

(λ − σlat
√

2λR

)2)
− exp

(
−

(λ + σlat
√

2λR

)2)]
[rad], (3.26)

whereσlat is given by Eq. (3.8) and λR = 7.5◦ for our SFTM setup. The combined standard
deviation σAB is defined as:

σAB =
√

(A · σB)2 + (σA · B)2 + (σA · σB)2. (3.27)

Plugging into Eq. (3.24) we find:

Φnoise
polar(ϕ) ∼

∫ ϕ2

ϕ1

σAB ϕ
(me+3)/2 [cm−2] dϕ. (3.28)

Equation (3.28) cannot be solved analytically, so instead we discuss the result by plotting
the integrand in Fig. 3.8a. We find a concave function with the steepest (negative) slope
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at 6 × 1022 Mx. Integrating the tangent power law, we find the exponent of ∼ 0.1. As
this is higher than zero, and becomes even larger for smaller regions, we conclude that
the uncertainty of the polar fields is dominated by large ARs. We note however, that if
we choose an emergence latitude even closer to the equator (λ ≤ 15◦), the tangent power
law for the largest ARs is so steep that the exponent of the tangent power law becomes
slightly negative, see e.g. the example for λ = 5◦ in Fig. 3.8b. While this does not change
the qualitative result that small BMRs have only a small contribution, it means that the
contribution of the largest ARs (≥ 1022 Mx) this close to the equator is lower than that
by small and medium LMRs (≤ 1022 Mx). This can be explained by the proximity to the
equator, such that for very large spots parts of both polarity patches can cross, which leads
to a stronger cancellation of the magnetic flux that is transported to the poles. Comparing
the analytical results to the simulation (Fig. 3.6), we find that the LMR runs show a much
greater variation between individual runs than SMR, which can in some cases lead to
delayed or irregular polar field reversals. So while the contribution of small BMRs has
a large impact on the polar field amplitude, they actually seem to stabilize the runs and
lead to less variation between different realizations and more stable polar field reversals.
Therefore the uncertainty of the polar fields in the simulation is dominated by LMRs.

3.7.3 Toroidal flux loss
The toroidal flux loss is calculated from Eq (3.16), as described in Sect. 3.5.3. Plugging
in the flux emergence rate from Eq. (3.1) we find:

Φtor =

∫ t2

t1

∫ ϕ2

ϕ1

dNe(ϕ)
dϕ

ϕ
γ(ϕ) ∆β cos (αm)

2πR⊙ cos (λ)
dϕ dt

∼

∫ t2

t1

cos (αm)
cos (λ)

∫ ϕ2

ϕ1

γ(ϕ) ϕme+
3
2 [cm−2 s−1] dϕ dt.

(3.29)

This integral over ϕ cannot be solved analytically. γ(ϕ) varies between 1 and 0 and de-
pends on the probability of a region emerging with proper Hale-orientation PHale, which
depends on the tilt angle scatter σtilt; see Eq. (3.10). Using the definition of the normal
distribution we calculate:

PHale =

∫ 90◦−αm

−90◦−αm

exp
(
− x

2σtilt

)2

√
2π σtilt

dx

=
1
2

[(αm + 90◦
√

2 σtilt

)
−

(αm − 90◦
√

2 σtilt

)]
.

(3.30)

The probability of the region being anti-Hale oriented is 1 − PHale. Hence we can rewrite
γ(σtilt) by calculating:

γ(ϕ) = PHale − (1 − PHale) = 2PHale − 1

=
[(αm + 90◦
√

2 σtilt

)
−

(αm − 90◦
√

2 σtilt

)]
− 1.

(3.31)

For the calculation we assume a typical mean tilt angle of αm = 5◦ at 15◦ latitude. The
exact choice is not important as it has no significant effect on the results. In order to

85



3 The influence of small bipolar magnetic regions on basic solar quantities

evaluate the integral we plot the integrand from the integration over ϕ in Fig. 3.9a. We see
that the integrand is again a concave function, so we evaluate the result by considering
the tangent power laws at the steepest point at the upper flux limit of 1 × 1023 Mx and at
the lower flux limit of AMRs. Integration of the tangent power-law exponent at the upper
limit gives the exponent −0.19, which is smaller than zero. We obtain a similar result
for the smallest regions in our model at the lower AMR limit with the exponent −0.04.
Therefore, we expect small regions to play a large role for the toroidal flux loss, similar
to or even larger than that of large BMRs. Indeed we find in the simulation (Fig. 3.7) that
LMR and SMR contribute about equally to the total AMR toroidal flux loss. Hence, we
conclude that the toroidal flux loss is dominated by small ARs and large ERs.
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Figure 3.9: Estimating the toroidal flux loss and the toroidal flux loss noise. (a) Integrand
of Eq. (3.29) (green solid) and the tangent power law at the steepest point (blue dashed).
(b) Same but for the integrand of Eq. (3.32). The vertical gray lines marks the lower flux
limits of AMR and LMR.

The uncertainty of the toroidal flux loss depends on the square root of the number of
emerging BMRs:

Φnoise
tor ∼

∫ ϕ2

ϕ1

SD
[cos (αm)

cos (λ)

]
ϕ(me+3)/2 dϕ

=

∫ ϕ2

ϕ1

σCD ϕ
(me+3)/2 [cm−2 s−1] dϕ,

(3.32)

where σCD is the combination of the standard deviation of the cosine function C =

cos (αm) and the standard deviation of the inverse cosine function D = cos−1 (λ). The
standard deviation of C is calculated as:

σC =

√(
1 − exp (−σ2

tilt)
) (

1 − exp (−σ2
tilt) cos (2 αm)

) /
2, (3.33)

where we use αm = 5◦ and σtilt is given by Eq. (3.10). The standard deviation of D is
calculated as:

σD ≈
1
2

∣∣∣∣( cos (λ) + SD
[

cos (λ)
])−1
−

(
cos (λ) − SD

[
cos (λ)

])−1∣∣∣∣, (3.34)
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where σlat is given by Eq. (3.8). The combined standard deviation is:

σCD =
√

(C · σD)2 + (σC · D)2 + (σC · σD)2. (3.35)

The integrand at emergence latitude 15◦ is plotted in Fig. 3.9b. We find a similar case to
the polar field noise, where we find a concave function, and the exponent of the integral
over ϕ of the steepest tangent power law at 2×1022 Mx is 0.22 > 0. At emergence latitudes
≤ 10◦, the tangent power-law exponent becomes lower than zero, which diminishes the
contribution by very large ARs (≥ 1022 Mx). We conclude that the toroidal flux loss noise
is dominated by LMRs at medium to high emergence latitudes, and by small and medium
LMRs (≤ 1022 Mx) at low latitudes. Comparing the result to the simulations in (Fig. 3.7),
we find that majority of the noise indeed comes from the LMRs that are included in both
simulation runs.

3.8 Summary and conclusion

We analysed the effect of small magnetic regions on basic solar quantities, including the
total and open magnetic flux, the polar fields and the toroidal flux loss. For this purpose,
we simulated the Sun’s large-scale magnetic field since 1874 using an SFTM (Baumann
et al. 2004, Cameron et al. 2010, Jiang et al. 2011b) to describe the evolution of BMRs on
the solar surface upon their emergence, and validated the results through their comparison
with observations and analytical approximations. As input we used semi-synthetic BMR
emergence records constructed from the international sunspot number (version2, ISN2.0).
Compared to previous versions of the model (Cameron et al. 2010, Jiang et al. 2011b), we
included not only large, spot-containing ARs, but also smaller BMRs with lifetimes of at
least one day.

To include smaller BMRs (i.e. those not represented by the historic sunspot observa-
tions) into the model, the emergence rate of all BMRs was taken to follow a single power-
law size distribution, as derived from observations by Thornton and Parnell (2011), with
the exponent varying with the sunspot number, following Krivova et al. (2021). To de-
rive the mean and the scatter of the BMR emergence latitudes, as well as the mean and the
scatter of the BMR tilt angles, we started with the empirical relationships from Jiang et al.
(2011a, hereinafter referred to as J11), Jiang (2020, called J20 from now on) as well as
Solanki et al. (2008). We have, however, partly revised and extended them to account for
the overlap between solar cycles and the dependence of the latitude and tilt scatter on the
size of BMRs, based on observations by Harvey (1993, H93 from now on) and Schunker
et al. (2020).

To incorporate the cycle overlap into the model, we used the observational results by
H93 and the RGO/SOON sunspot group data record to roughly estimate the emergence
rate of BMRs of various sizes during different cycle phases. These constraints were then
used to split the emerging BMRs between every pair of overlapping cycles. Thereby, we
assumed that a new cycle starts (with negligibly low emergence rate) at high latitudes
soon after the polar field reversal around the maximum of the preceding cycle (Wilson
et al. 1988, Harvey 1993, Tlatov et al. 2010, McIntosh et al. 2014) and it ends two years
after the solar minimum following H93.
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Using these emergence patterns, we synthesised a set of 100 independent realizations
to estimate how the randomness of the statistical relationships affects the simulation re-
sults. We considered three types of input records, one with all modelled regions (AMR)
with lifetimes ≥ 1 day and magnetic flux ≥ 2 × 1020 Mx, another one including only the
larger, spot-containing regions (LMR) with flux ≥ 3 × 1021 Mx and a final one with only
the small non-spot regions (SMR) having fluxes below 3 × 1021 Mx. The flux limit for
LMRs was selected such as to make the LMR record consistent with the RGO/SOON
sunspot group record used as input to the previous versions of the model, thus allowing a
direct comparison.

To model the evolution of BMRs more realistically than in previous versions of the
SFTM, we included all regions (regardless of their size) from the point of their maximum
development, so that we always model the entire decay process in the SFTM. The angu-
lar separation between the emerging BMR polarity patches and the initial magnetic flux
density were chosen such that the decay rate and the initial magnetic flux content of the
BMRs are consistent with observations (Parnell et al. 2009, Thornton and Parnell 2011).
Regions that are too narrow upon emergence to be spatially resolved in the SFTM were
treated in separate, secondary magnetograms where they were only subjected to the ef-
fect of turbulent diffusion. The secondary magnetograms were then included in the total
magnetic flux calculation at each time step, while the individual regions in the secondary
magnetograms were added to the main magnetograms once they exceeded the resolution
limit of the latter.

We compared the simulation results to various observations and reconstructions. Fur-
thermore, to better understand the role of small BMRs on the evolution of global magnetic
quantities, we analysed the governing equations of the total magnetic flux, the polar fields
and the toroidal flux loss. We summarize our results as follows:

1. The simulated total magnetic flux from the AMR run (that is all modelled magnetic
regions in the range 2 × 1020 − 1023 Mx) is in good agreement with ground-based
observations (WSO, NSO, MWO) as well as the composite of measurements by
NSO/KP, SoHO/MDI and SDO/HMI. The LMRs (large, spot-containing active re-
gions with fluxes in the range 3×1021−1023 Mx) alone account for about two thirds
of the magnetic flux during activity maxima, while during minima LMRs and SMRs
(small BMRs in the range 2×1020−3×1021 Mx) contribute roughly equally. Because
we only included regions with lifetimes longer than one day into the simulations,
the smallest BMRs with fluxes below 2 × 1020 Mx were not covered. We estimated
their contribution to the measured magnetic flux using a simpler model by Krivova
et al. (2021). Their inclusion slightly improved the agreement with the measured
flux, but most of the total flux in the records we considered is well accounted by
AMRs alone (that is all regions with fluxes above 2 × 1020 Mx).

2. The simulated open magnetic flux is in good agreement with satellite measurements
(Owens et al. 2017) and the empirical reconstruction from the geomagnetic aa index
(Lockwood et al. 2022). The simulated open flux is sometimes slightly delayed (by
up to a year or two) compared to the aa-based reconstruction. SMRs contribute
about one third to the overall open magnetic flux at maxima and ≈ 40 − 50% at
minima.
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3. Both the AMR and LMR simulations return regular polar field reversals near solar
maxima, in good agreement with the line-of-sight polar field measurements from
WSO. The AMR polar field amplitude agrees reasonably with the WSO data, al-
though it slightly underestimates the polar field amplitude in the southern hemi-
sphere in the declining phases of Cycles 21 and 22 while overestimating the polar
field during cycle 23. The LMR and SMR runs each contributed equally to the total
polar fields during both solar minimum and maximum. The addition of SMRs leads
to more consistent polar field reversals of the individual runs.

4. We find a total toroidal flux loss from AMRs of 2 − 5 × 1022 Mx yr−1 during the
activity maxima of cycles 21–24. This is in good agreement with Jeffers et al.
(2022) who found ∼ 4×1022 Mx yr−1 from WSO magnetograms in the same period
of time. LMRs and SMRs contributed roughly equally to the AMR toroidal flux
loss, both during minima and maxima.

5. For all solar parameters (total flux, open flux, polar fields, toroidal flux loss) the
noise was dominated by LMRs. This is because due to the small number and large
size of LMRs, individual regions can have a significant impact on the magnetic
field, while the high number of SMRs smears out the contribution of each individual
region.

To summarise, we found that SMRs are especially important for the polar field strength
and the toroidal flux loss, as their contribution is about equal to that of LMRs, both during
activity minima and maxima. The inclusion of yet smaller ERs (< 2 × 1020 Mx) to the
model would even further increase the contribution of small regions to the polar fields and
toroidal flux. This makes small BMRs interesting for dynamo studies, as the polar fields
and their noise play a crucial role in the generation of the toroidal field of the next solar
cycle and as such are crucial for understanding the solar dynamo (Cameron and Schüssler
2015). The same is true for the toroidal flux loss. The total and open magnetic flux at
activity maxima are more strongly influenced by LMRs. At activity minima, small BMRs
play a significant role in determining all solar quantities considered in this study: the to-
tal magnetic flux, open flux, polar fields and toroidal flux loss. The noise for all these
quantities is, however, dominated by large ARs. Since small BMRs are numerous and are
widely spread over the solar surface, the contribution of individual small regions smears
out.

We have included small ARs (those that are not covered by the historic sunspot
records) and large ERs into the SFTM and studied their influence on the solar magnetic
field. Inclusion of yet smaller ERs (< 2 × 1020 Mx) into the model poses additional chal-
lenges. Firstly, the temporal and spatial resolution need to be further increased to accu-
rately model the early evolution of small BMRs. Secondly, a much higher number of total
regions would lead to a significantly higher part of the initial magnetic flux in the mag-
netograms being cancelled by overlapping polarity patches of neighboring regions. The
imposed shape of the BMRs however cannot be easily changed, as it is tied to the decay
rate and a narrower shape would decrease the region lifetime. Therefore we might require
a separate treatment for the smallest of ERs. Note however, that the smallest ERs have a
much wider scatter in their tilt angles so that only a small fraction obeys Hale’s polarity
law. It is believed that a significant amount of this flux comes from a small-scale dynamo
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operating on the Sun (Cattaneo 1999, Cattaneo and Hughes 2001, Hagenaar 2001) and
will not affect the open flux, polar field or toroidal flux loss.

Simulated magnetograms of the type generated here are an important input to recon-
structions of the past solar irradiance. Thus, Dasi-Espuig et al. (2014, 2016) used the
previous version of the model, which employed only historic sunspot observations as
input, to reconstruct solar total and spectral irradiance back to 1878 and 1700, respec-
tively. To include the contribution of the smaller regions, which is critical for an estimate
of the secular irradiance variability, they had to add it separately from a simpler model
(Solanki et al. 2002, Vieira and Solanki 2010, Krivova et al. 2007, 2010). The weakness
of this approach lies therein that because the emergence rate of ERs was linked linearly to
the emergence of active regions, the model returned zero magnetic flux at times when no
sunspots emerged on the Sun for an extended period, which contradicts observations. This
shortcoming is overcome by representing the BMR emergence rate by a single power-
law distribution with an exponent depending on the solar activity, as used here (see also
Krivova et al. 2021). The new model should thus allow a better constraint on the secular
variability of solar irradiance.
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4 Summary & Outlook

“Happiness can be found in the darkest of
times, if one only remembers to turn on the
light.”

Prof. Albus Dumbledore
‘Harry Potter and the Prisoner of Azkaban’

4.1 Summary

Precise knowledge of past solar activity and variability is crucial to understand the Sun’s
influence on life on Earth. This requires also understanding of the solar magnetic field
which drives solar activity. Direct measurements of the solar magnetic field however only
exist since a few decades. On longer timescales reconstructions can be made from direct
or indirect proxies of solar activity. The longest direct proxies are sunspot records which
have been recorded since the early 17th century. Sunspots form in active regions (ARs),
large bipolar magnetic regions (BMRs) that emerge on the solar surface throughout a
roughly 11-year cycle as a result of the dynamo process which generates the solar mag-
netic field in its interior. The dynamo process also gives rise to a large number of smaller
BMRs which emerge on the solar surface alongside ARs. They are called ephemeral re-
gions (ERs). Although ERs are short-lived compared to their larger counterparts, they
have a significant contribution to the total magnetic flux budget due to their much higher
emergence rate. ERs are also thought to play an essential role in the secular variation of
solar activity and the solar magnetic field. ERs are however more difficult to observe and
so they are missing completely from sunspot records. Therefore, while the emergence
and evolution of ARs have been extensively studied and modelled, a realistic model of in-
dividual small BMRs is still pending. Thus, the aim of this thesis is to study the evolution
of small BMRs and their influence on the solar magnetic field.

As described in Chap. 2, the reconstruction of solar activity from sunspot records
is particularly difficult during periods with no emerging sunspots, such as the Maunder
Minimum. The fundamental problem behind this is the absence of any information on the
emergence of ERs on long timescales, such that the emergence of both AR and ERs has
to be derived from sunspot observations alone. In earlier models, the emergence rate ERs
was directly related to that of sunspots so that zero magnetic flux emerges in the prolonged
absence of sunspots. This contradicts independent reconstructions from cosmogenic iso-
topes which indicate low but continued activity during such grand minima periods. We
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first developed a new description of the emergence rate based on two separate observa-
tions: (a) All BMRs follow a single power-law size distribution, from the largest ARs
down to ERs and internetwork elements (Thornton and Parnell 2011). (b) The number
of ARs diminishes by a factor of ∼ 8 between solar maximum and minimum, while the
number of ERs changes by only a factor of ∼ 2 (Harvey 1993, H93). We found that both
observations can be satisfied by a single power-law size distribution, where the exponent
varies with the sunspot number. The updated emergence rate was then used as input to a
coarse physical model describing the evolution of the solar total and open magnetic flux
through a system of ordinary differential equations (Solanki et al. 2000, 2002, Vieira and
Solanki 2010). The calculated magnetic flux agrees well with observations and indepen-
dent reconstructions from different proxy models since 1610. Importantly, the level of
the magnetic flux during the Maunder minimum agrees with cosmogenic isotope data, re-
solving the major shortcoming of the previous emergence model. In the study by Usoskin
et al. (2021b), the updated emergence model was statistically inverted to reconstruct the
sunspot number since 971 from annual 14C data (Brehm et al. 2021). This made it possible
to resolve individual solar cycles over the last millennium for the very first time. Addi-
tionally, the emergence model was used to study the time lag between galactic cosmic ray
(GCR) flux, the sunspot number and the open magnetic flux calculated from our model
(Koldobskiy et al. 2022). It was confirmed that the open magnetic flux is a good index of
the heliospheric GCR modulation.

In Chap. 3 we studied the role of small BMRs to the magnetic field evolution through
(a) numerical simulations and (b) theoretical approximations (see Sect. 3.7). For (a), we
took the emergence model developed in Chap. 2, but instead of calculating global quanti-
ties, we modelled the evolution of the solar magnetic field from a simulated magnetogram
calculated by a SFTM. The SFTM has the advantage that the evolution of each individual
BMR is tracked, from its initial emergence to its decay or transport to the solar poles
by the surface flows. This does not only increase the accuracy of the reconstruction, but
makes it possible to study additional solar quantities such as the polar field strength or
the toroidal flux loss. However, the SFTM also needs more input information, namely
the emergence latitude, tilt angle and size (or magnetic flux content) of each individual
region. The mean emergence latitude, latitude scatter and mean tilt angle of ARs have
been modelled in a statistical way from the RGO/SOON sunspot group record by Jiang
et al. 2011a (J11) and Jiang (2020). We adopted their approach for all BMRs, partly
revising and extending the relationships based on additional solar observations: First of
all, we included a scatter of tilt angles into our study, which increased for smaller BMRs
according to observations by H93 and Schunker et al. (2020). Similarly, the latitude scat-
ter of ARs by J11 was also modified to increase for smaller BMRs. The latitude and tilt
angle scatter are thereby described by Gaussian distributions around the mean. Next, we
extended the relationship for the mean emergence latitude so that BMRs of a new cy-
cle may emerge during overlap periods with neighboring cycles based on observational
constraints from H93 and the RGO/SOON record. The emergence onset happens pro-
gressively later for larger BMRs. We also included the effect of activity nests, which
is an increased emergence rate of new BMRs in the vicinity of already existing ARs.
From the derived (statistical) relationships, we calculated multiple semi-synthetic BMRs
records (100 realizations) using only the sunspot number, cycle amplitude (maximum
smoothed sunspot number) and the dates of solar minima and maxima as input. Due to
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computational limitations, we did not include the smallest BMRs into the simulation, but
considered all regions larger than 2 × 1020 Mx (lifetime of 1 day or more), which is a
factor of 100 more regions than present in the RGO/SOON sunspot group record. Finally
we adjusted the SFTM itself. We obtained the magnetic flux of each region directly from
the power-law size distribution. The width of a BMR determines the speed of decay in
the SFTM and so we modelled the shape of the BMRs to match the observed e-folding
lifetimes. For comparison with earlier versions, we ran the SFTM with the original setup
by Jiang et al. (2011b). This version used the RGO/SOON data as input and calculated the
shape of ARs from the sunspot area. Our simulations agree well with the total magnetic
flux of ground-based observatories, thereby improving the previous model that needed a
free parameter to retroactively adjust the peak magnetic field strength of the BMRs. We
also find agreement between our simulation and the open magnetic flux from independent
reconstructions, the observed polar field strength by WSO and the toroidal flux loss de-
rived from WSO magnetograms (Jeffers et al. 2022). To study the influence of the newly
added small BMRs, we separated the contributions of large BMRs with sunspots (more
than 3 × 1021 Mx, LMR) from the the smaller BMRs (SMR). We found that: (i) at solar
minimum, the total and open magnetic flux of SMR are comparable to those of LMR,
(ii) at solar maximum the contribution of LMR is about twice that of SMR, (iii ) for the
polar fields and toroidal flux loss the contribution of SMR is comparable to LMR at all
activity levels and (iv) The noise of all four observables – described by the standard de-
viation between the 100 individual runs – is dominated by LMR. All of our simulation
results were consistent with our theoretical estimate in Sect. 3.7. Our study highlights
the importance of small BMRs during all levels of solar activity. At activity minimum,
small BMRs provide a significant contribution to all the solar quantities in our study. At
solar maximum, the polar fields and the toroidal flux loss are also equally contributed to
by small and large BMRs. This makes our study interesting for solar dynamo studies as
both the polar fields and the toroidal flux loss are crucial to understanding the generation
of poloidal field from the toroidal field on the solar surface in the Babcock-Leigthon dy-
namo (see Sect. 1.3.1). Small BMRs are further observed to have a stabilizing effect on
the simulations, especially for the polar field reversals. This is due to the high number of
emerging regions which smears out the effects of individual outliers.

4.2 Outlook

An important application of our emergence model (see Chap. 2) is the reconstruction of
total solar irradiance (TSI). It has been shown by Dasi-Espuig et al. (2014, 2016) that the
TSI can be reconstructed from the simulated magnetograms with a SFTM using historic
sunspot observations. A critical part of the TSI reconstruction is the secular variation
which is crucial for climate studies to estimate the solar forcing on terrestrial climate
change. The secular variation is driven by small BMRs, missing from the sunspot records,
so that the contribution by ERs was added separately from the simpler model by Solanki
et al. (2000, 2002), Vieira and Solanki (2010) described in Sect. 2.4.1. This model linked
the ER emergence rate linearly to the sunspot number which returns zero magnetic flux
in the absence of sunspots, contradicting observations from cosmogenic isotopes (e.g.
Wu et al. 2018a). With this improved emergence model developed in Chap. 2 we were

93



4 Summary & Outlook

able to reproduce the mean level of the open magnetic flux derived from cosmogenic
isotopes during the Maunder minimum, which fixes the major shortcoming of the previous
model. The improved emergence model will lead to a smaller secular TSI variation during
very low solar activity and allow a more reliable estimate of the rise in TSI since the
Maunder minimum (1645-1715). Another improvement to the reconstruction by Dasi-
Espuig et al. (2014, 2016) can be done with the updated version of the SFTM presented in
Chap. 3, which allows the inclusion of small BMRs down to 2 × 1020 Mx into the model.
We have shown that this SFTM can reproduce the entire total magnetic flux measured
by ground based observatories. Therefore we can reconstruct the TSI solely from the
simulated magnetograms, without a separate treatment of ERs. This will further increase
the accuracy in the calculation of the secular variation.

Here, we have not yet included the smallest BMRs below 2 × 1020 Mx into the SFTM
simulation. Including those smaller regions would further improve the reconstruction of
the secular variation of solar activity. This requires an increase in the spatial and temporal
resolution which would require significantly higher computational resources. Further,
the inclusion of smaller BMRs into the SFTM would also increase the amount of flux
cancellation, since many of the small BMRs would emerge within one of the polarity of a
large BMRs, partly cancelling their magnetic flux, see Nèmec et al. (2022).

Despite the major updates to the emergence model in Chap. 2, further improvements
are still possible. Reconstructions from isotopes evidence that variations in the solar
activity continued even during a grand solar minimum. This indicates that the activity can
actually fall below the minimum level of our emergence model at zero sunspots. Such
variations are however not captured by the sunspot number which can never fall below
zero. To estimate the variation in the magnetic flux during spotless periods, one could
instead consider the frequency of spotless days within a certain time period (e.g. within
a year). Such a "spotless day fraction" can be used to derive a formal "negative" sunspot
number and thereby estimate the activity level during periods almost devoid of sunspots.

Some improvements can also be made for the empirical relationships derived in Sect.
1.2.4. For example, we have assumed that anti-Hale regions (regions that violate Hale’s
law, see Sect. 1.2.4) are randomly "flipped" regions due to the tilt angle scatter modelled
as a Gaussian distribution. However, recent observations of ARs suggest that anti-Hale
regions might actually be a separate population with preferably low tilt angles obeying
Joy’s law (e.g. Li 2018, Muñoz-Jaramillo et al. 2021). Introducing such a separate anti-
Hale population while decreasing the tilt angle scatter would increase the amount of low
tilt angle anti-Hale regions and reduce the amount of high tilt angle regions. This would
lead to a slight decrease in the polar field strength and a slight increase in the toroidal flux
loss.

Further, we made the assumption that the emergence latitude scatter follows a sym-
metrical Gaussian distribution around the mean. However, studies (e.g. Solanki et al.
2008) have found that the latitude distribution of BMRs is not symmetrical around the
mean, but skewed toward the equator so that there are more low latitude BMRs. This
might have effect on the strength and reversal times of the polar field as well as on the
toroidal flux loss.

94



Bibliography

Adelberger, E. G., García, A., Robertson, R. G. H., Snover, K. A., Balantekin, A. B.,
Heeger, K., Ramsey-Musolf, M. J., Bemmerer, D., Junghans, A., Bertulani, C. A.,
Chen, J. W., Costantini, H., Prati, P., Couder, M., Uberseder, E., Wiescher, M., Cy-
burt, R., Davids, B., Freedman, S. J., Gai, M., Gazit, D., Gialanella, L., Imbriani,
G., Greife, U., Hass, M., Haxton, W. C., Itahashi, T., Kubodera, K., Langanke, K.,
Leitner, D., Leitner, M., Vetter, P., Winslow, L., Marcucci, L. E., Motobayashi, T.,
Mukhamedzhanov, A., Tribble, R. E., Nollett, K. M., Nunes, F. M., Park, T. S., Parker,
P. D., Schiavilla, R., Simpson, E. C., Spitaleri, C., Strieder, F., Trautvetter, H. P., Suem-
merer, K., Typel, S., 2011, Solar fusion cross sections. II. The pp chain and CNO cycles,
Reviews of Modern Physics, 83, 195–246, 1004.2318

Agostini, M., Altenmüller, K., Appel, S., Atroshchenko, V., Bagdasarian, Z., Basilico, D.,
Bellini, G., Benziger, J., Biondi, R., Bravo, D., Caccianiga, B., Calaprice, F., Caminata,
A., Cavalcante, P., Chepurnov, A., D’Angelo, D., Davini, S., Derbin, A., Di Giacinto,
A., Di Marcello, V., Ding, X. F., Di Ludovico, A., Di Noto, L., Drachnev, I., Formozov,
A., Franco, D., Galbiati, C., Ghiano, C., Giammarchi, M., Goretti, A., Göttel, A. S.,
Gromov, M., Guffanti, D., Ianni, A., Ianni, A., Jany, A., Jeschke, D., Kobychev, V.,
Korga, G., Kumaran, S., Laubenstein, M., Litvinovich, E., Lombardi, P., Lomskaya, I.,
Ludhova, L., Lukyanchenko, G., Lukyanchenko, L., Machulin, I., Martyn, J., Meroni,
E., Meyer, M., Miramonti, L., Misiaszek, M., Muratova, V., Neumair, B., Nieslony,
M., Nugmanov, R., Oberauer, L., Orekhov, V., Ortica, F., Pallavicini, M., Papp, L.,
Pelicci, L., Penek, Ö., Pietrofaccia, L., Pilipenko, N., Pocar, A., Raikov, G., Ranalli,
M. T., Ranucci, G., Razeto, A., Re, A., Redchuk, M., Romani, A., Rossi, N., Schönert,
S., Semenov, D., Settanta, G., Skorokhvatov, M., Singhal, A., Smirnov, O., Sotnikov,
A., Suvorov, Y., Tartaglia, R., Testera, G., Thurn, J., Unzhakov, E., Villante, F. L.,
Vishneva, A., Vogelaar, R. B., von Feilitzsch, F., Wojcik, M., Wurm, M., Zavatarelli,
S., Zuber, K., Zuzel, G., The Borexino Collaboration, 2020, Experimental evidence of
neutrinos produced in the CNO fusion cycle in the Sun, Nature, 587, 577–582, 2006.
15115

Anders, E., Grevesse, N., 1989, Abundances of the elements: Meteoritic and solar,
Geochim. Cosmochim. Acta, 53, 197–214

Anusha, L. S., Solanki, S. K., Hirzberger, J., Feller, A., 2017, Statistical evolution of
quiet-Sun small-scale magnetic features using Sunrise observations, A&A, 598, A47,
1608.08499

95

1004.2318
2006.15115
2006.15115
1608.08499


Bibliography

Arge, C. N., Hildner, E., Pizzo, V. J., Harvey, J. W., 2002, Two solar cycles of nonincreas-
ing magnetic flux, Journal of Geophysical Research (Space Physics), 107, 1319

Asplund, M., Grevesse, N., Sauval, A. J., Scott, P., 2009, The Chemical Composition of
the Sun, ARA&A, 47, 481–522, 0909.0948

Asplund, M., Amarsi, A. M., Grevesse, N., 2021, The chemical make-up of the Sun: A
2020 vision, A&A, 653, A141, 2105.01661

Babcock, H. D., 1959, The Sun’s Polar Magnetic Field., ApJ, 130, 364

Babcock, H. W., 1961, The Topology of the Sun’s Magnetic Field and the 22-YEAR
Cycle., ApJ, 133, 572

Bai, T., 1988, Distribution of Flares on the Sun during 1955–1985: “Hot Spots” (Active
Zones) Lasting for 30 Years, ApJ, 328, 860

Balmaceda, L., Krivova, N. A., Solanki, S. K., 2007, Reconstruction of solar irradi-
ance using the Group sunspot number, Advances in Space Research, 40, 986–989,
astro-ph/0703147

Balmaceda, L. A., Solanki, S. K., Krivova, N. A., Foster, S., 2009, A homogeneous
database of sunspot areas covering more than 130 years, Journal of Geophysical Re-
search (Space Physics), 114, A07104, 0906.0942

Baranyi, T., 2015, Comparison of Debrecen and Mount Wilson/Kodaikanal sunspot group
tilt angles and the Joy’s law, MNRAS, 447, 1857–1865, 1412.1355
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