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Summary

Solar activity has been observed to vary at all measuredsaales, of which the most
prominent feature is the 11-year solar cycle. The latter fivasnoticed in the sunspot
number, but is actually shown by almost all solar variablésiations of the solar activity
are of high importance for the Earth’s climate and thus ttegligtion of past and future
solar activity is key for climate studies. In this dissedatboth aspects are studied,
where a new proxy for the prediction of future solar actiatyd a method to reconstruct
irradiance in the past are presented.

A record of sunspot group areas, positions, and tilt angbe®ning almost 7 solar
cycles has permitted us to analyse cycle-to-cycle vanataf the sunspot group tilt an-
gles and to compare these with global parameters of the spdée, namely the length,
strength, and amplitude. The cycle averaged sunspot gitb@angles are found to vary
from one cycle to the next. More important are the correfetibfound between the
weighted cycle averaged tilt angles and the strength ofdheesand the next cycle. The
positive correlation between a tilt angle expression basethe Babcock-Leighton idea
for the solar dynamo and the strength of the next cycle magssilple a prediction of the
amplitude of the upcoming sunspot cycle around 10 yearsvarazk. This analysis has
shown the potential of the sunspot group tilt angles to fasethe amplitude of upcoming
solar cycles.

Another important measure of solar activity is the totabsairadiance. Solar irradi-
ance is the total energy in the Sun’s radiation received péranea and time at the top
of the Earth’s atmosphere and is thus directly related td=dugh’s climate. It has only
been measured for the last 33 years. Models of the total smdiance assuming that its
variations are due to changes in the solar surface magneltis fnave been remarkably
successful in reproducing the observed changes. For c@soparwith climate records,
longer term reconstructions are, however, needed. Therefe have reconstructed total
solar irradiance back to 1878. Our total solar irradiancemstructions thus cover cycles
12-23 (years 1878 to 2010), i.e. the period for which a highlity sunspot area and
position record is available. To describe the evolutiorhefgolar surface magnetic fields
we use a surface flux transport model which calculates dgityhetic full-disc magne-
tograms at the solar surface starting from sunspot positéonl areas. These synthetic
data are then used as input data in the SATIRE-S (SpectralTatal Irradiance RE-
constructions for the Satellite era) model to reconstrhettbtal solar irradiance. The
irradiance model is further improved by including the magn#ux from ephemeral re-
gions. Ephemeral regions are small bipolar regions fouhavar the solar surface. They
have been observed to follow a cyclic pattern similar to #esn in the sunspot number
and area, but they appear 2 to 3 years before sunspot miniwiich leads to an overlap
between subsequent ephemeral region cycles. This has bmmwspd to be the cause of
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Summary

the secular change observed in the total photospheric rtiadl. Since a continuous
and homogeneous record of ephemeral regions is not awilablmodelled their evolu-
tion assuming that their emergence rate is related to thattbfe regions but that their
cycles are stretched compared to the corresponding suagpes.

We compared the amplitude of the cycles and the long termviimivaof our total
solar irradiance reconstructions with that of two previauwsks. The other two recon-
structions were done following a similar method as is preeskihere. However, some
of the differences between the models are reflected in tffiereit irradiance reconstruc-
tions. Finally, we tested the global relationships betwtbertotal solar irradiance and the
total surface magnetic flux and between the total solariarast and the open flux.



1 Introduction

1.1 Solar variability and its impact on Earth

Of all the stars in the Universe, the Sun occupies a vitaltosfor us, as it is the
closest star to our planet Earth. It has been long observedtalied. Already by the
year 800 B.C. the Chinese had their eyes on the Sun, and haiesthwritten record of
an observed sunspot. However, it was not until the time ofl&@aGalilei and Christoph
Scheiner at the beginning of the 17th century when the fitss¢epic observations of
sunspots began. With these observations also came thenibéibthe sunspots are ac-
tually features on the solar surface and a continuous reafdite sunspot number exists
since then. Later on in 1843, Schwabe published the first wayliing that the sunspots
on the solar surface varied in number with a period of appnexely 11 years. Nowa-
days, the modern space instrumentation has proved the Samt@n even shorter time
scales down to minutes through phenomena such as flaresiatonass ejections and
other transient events, the 5 minute oscillations (p-mpdesthe changing granulation
patterns. On the other hand, other proxies like cosmogeniope concentrations have
implied variations of solar activity on even longer timelgsaup to centuries and millen-
nia.

Studying solar variability implies not only investigatiitg causes but also studying
its effects on the EarttSpace weathedeals with some of the events related to short term
variations and their causes. The deepest visible layeredst is called the photosphere.
The chromosphere and the corona compose the higher layrs sdlar atmosphere and
extend outwards from the photosphere. The chromospheréharmbrona appear in the
observations as very dynamic and rapidly evolving envirents and here the signatures
of flares and coronal mass ejections are found. These ewshitoUt energetic particles
that can reach the Earth’s magnetosphere and inner atnrespietare the cause of beau-
tiful phenomena such as auroras, but are also responsittlesfdamage of satellites and
communication systems.

Variations on longer time scales are important for the Eadlimate. To study past
long term variations, diierent proxies of solar activity are available spanninedént
time ranges. There are continuous and homogeneous spseg-tata for about the last
half a century, yet the longest time series of direct measeangs is found in ground-
based data. In particular we have sunspot number records $610 (Eddy 1976, Hoyt
and Schatten 1998) and sunspot areas since 1874 (Balmaadda@09). Other proxies
of solar activity are the geomagnetic aa-index measuregesi868, 10.7 cm solar flux
(disc integrated emission at the 10.7 cm wavelength) frod6kthwards, Mg |l core-to-
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Figure 1.1: Reconstructed sunspot numbers frofiieidint cosmogenic isotopes as com-
pared with the directly measured sunspot number. Recatigins from*“C is the solid
blue, from1°Be the solid green line and the dashed magenta line, and tkesblid line

is the 10-year averaged sunspot group humber since 161i0takRém from Solanki et al.
(2004). The grey arrows and letters indicate the most regramid minima and the current
grand maximum.

wing ratio available since 1978 and Ca Il K images since 190& total photospheric
magnetic flux for which regular measurements exist sincel 18id the solar irradiance
satellite measurements since 1978 (Lockwood et al. 1998n8Elty et al. 1983, Viereck
et al. 2004, Ermolli et al. 2010, Willson and Hudson 1991 ,hfich 2006, Arge et al.

2002). All of these data show the well known 11 year solareyeith each cycle having
a different amplitude and duration (see Sect. 1.2.2).

Further back in time, on millennium time scales, one haslyoae other indirect and
less continuous data of solar activity, such as conceatrsitbf cosmogenic isotopes pro-
duced by cosmic rays reaching the Earth’'s atmosphere. Thepiss used ar¥C and
10Be, from tree rings and ice cores respectively (Stuiver araxiBnas 1989, Beer et al.
1990, Beer 2000, Usoskin 2008). Some of these records ekt@eckdto around 9500
B.C., this is, the whole Holocene period (Solanki et al. 2004oskin 2008, Usoskin
et al. 2009). Sunspot number records and cosmogenic isopentrations show peri-
odic variations on time scales longer than the 11 year cy@bee of which are the well
known 22 year magnetic cycle (Hale and Nicholson 1925), thev@shev-Ohl Hect, the
Gleissberg cycle or an 80 to 90 year variation in the cycleldotges (Gleissberg 1939,
Feynman and Fougere 1984, Peristykh and Damon 2003), artllthgear Suess (also
called de Vries) cycle (Stuiver and Braziunas 1989, Waghat.€2001), among others
(for a review see Hathaway 2010, Petrovay 2010). Epochstabholow and high solar
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1.1 Solar variability and its impact on Earth

activity have also been reported from the mentioned datsara@ptly not showing a pe-
riodic behaviour (Usoskin et al. 2007, Usoskin 2008). Thealted grand minima, are
extended periods of low solar activity when practically naspots are seen on the solar
surface. Some examples of these are the Wolf (1280 — 1340 B brer (1409 — 1551)
and the Maunder (1645 — 1715) minima. The grand maxima arexteaded periods of
high solar activity when the number of sunspots is exceptlprhigher than the mean.
Solanki et al. (2004) showed that during the last 70 yearB®phast century we lived in
an unusually high level of activity, as observed in the sohspmber reconstructed from
the cosmogenic isotopé4C and'°Be. Figure 1.1 shows the reconstructed sunspot num-
ber by Solanki et al. (2004) where we have indicated the geraf unusually low and
high activity in grey. The directly observed sunspot groupnber (red) is also seen to
have stfered a rapid increase from 1900 to 1940 and has maintainédested since then.

The impact of solar activity on the Earth has been widelyulsed as early as 1801
by Herschel, who found a correlation between the sunspobeuand the price of wheat
(Herschel 1801). Solar activity refers to active phenomamséhe Sun, including active
regions, sunspots, faculae, plages, prominences and. fldezschel argued that during
a sunspot maximum the presence of more sunspots would dérkeBun and reduce
the radiative output, thus cooling the Earth. Now we know @igument is completely
erroneous since solar irradiance increases during sumspomum due to the dominating
presence of bright faculae (see Sect. 1.3.2). Althoughda@saning was not correct, the
Sun-Earth connection was made. A later paper by Eddy (191§gested that winter
temperatures in western Europe were correlated with sclaritg. During the period
between 1500 and 1850 western Europfesad from extremely cold winters and this
period is referred to as the “Little Ice Age”, which partlyiccides with the period of the
Maunder Minimum (1645 — 1715). However, recent climate niodehas been able to
explain the cooling during the Little Ice Age by thext of volcanic eruptions (Jungclaus
etal. 2010a,b).

Total solar irradiance (TSI) is the total energy receivedypet area and time at the
top of the Earth’s atmosphere, and is the dominant exterrabg source for the Earth’s
atmosphere. Thus, changes in the solar radiative outparfyleave the potential tofigect
climate. Climate models use the so called solar radiativ@rig, AF, directly related to
the increase in TSI, given by Eq. (1.1)

AF = ATSI(1- A)/4, (1.1)

where A is the Earth’s albedo. Recent estimates of the T$éase since the Maunder
minimum span the range fromTSl,, ~ 0.2 — 6 Wm2 depending on the model and
the assumptions used (see Sect. 1.3.4), which transldtesatar forcing as\Fnm =~
0.03— 0.9 Wm2, if one takes the Earth’s albedo As= 0.4. Numerous climate models
have attempted to reproduce the increase in global sudacgerature of the Earth since
the beginning of the 20th century by combining tlikeets of both natural forcings (solar
and volcanic) and anthropogenic forcings (e.g. greenhgases). A good fit is obtained
only when including the féect of both forcings as we can see from Fig. 1.2. However,
if one uses the solar radiative forcing estimates from theutated increase in TSI, the
model will not give a best fit to the observed global tempemtecords. To obtain the
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Figure 1.2: annual and decadal mean surface temperatanefreervations in black. The
same are calculated using a model of the general circulafitive atmosphere and oceans,
using all forcings (pink) and only natural forcings (blu&he width of the colored lines
indicate the uncertainties in the estimates. From IPCCT{R00

best fit to the temperature data the model needs to amplifynidagnitude of the solar
forcing by a factor of 2 to 3 (Haigh 2007).

Explanations for the underestimate of the solar forcing roaye from a too low
value in the TSI increase estimates (Shapiro et al. 201Xpar Elimate models directly.
If the present TSI increase estimates are correct, to exphiai solar forcing underesti-
mate in climate models it is necessary to account for meshanthat might amplify the
atmospheric response to solar variability. There are twerg@l mechanisms: one is the
effects of solar UV radiation on the stratosphere and anotheisotie impact of cosmic
ray flux on cloud formation. The UV spectrum shows variatifros several percent up
to more than 50% for the shorter wavelengths (see Sect.)1Bh2 stronger variations
in the UV spectrum mayfect the temperature and ozone structure of the middle atmo-
sphere. Indeed, the solar signal was found in the highernoelugtion of ozone during
periods of higher solar activity (Randel and Wu 2007). Thlkses place as ozone is pro-
duced by short wavelength solar UV and is destroyed at soredehger wavelengths,
while the solar variation is greater in the far UV. Therefa®one production is modulated
by solar activity stronger than its destruction. At the sdimee, since higher concentra-
tions of ozone translate into greater absorption at wagtfenbelow 330 nm and above
500 nm (Haigh 2004), changes in the composition and thetsteiof the stratosphere
could dfect the radiation that reaches the lower atmosphere orpieajse and hence, lead
to arise in the temperature in these regions (Haigh 19947)200

Solar activity also modulates the flux of the galactic cosraics reaching the Earth.
The magnetic field of the heliosphere acts as a shield to cosys, preventing mainly
lower energy cosmic rays from entering the Earth’s atmosgphEhe very energetic par-
ticles will be undfected and can reach the surface of the Earth producing c@&sitog
isotopes. The number of cosmic rays that reach the Earthtisamstant, being modu-
lated by the solar activity. During periods of high actiyitiis is, when the number of
sunspots, flares and coronal mass ejections is high, thespékric magnetic field de-
flects the cosmic rays moréfectively. Thus, solar activity and the flux of cosmic rays
reaching the Earth are anticorrelated. Cosmic rays cowe &aimpact in cloud cover by
changing the atmospheric ionization (Dickinson 1975, Mansd Svensmark 2000). This
idea is mainly based on observations of galactic cosmic cayts and the global cloud
cover over several solar cycles, the latter compiled by titerhational Satellite Cloud
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1.2 The Sun’s magnetic cycle

Climatology Project, ISCCP. However, it is still not cleantwhat extent the cosmic rays
induce the changes directly or if they are a proxy for anothetor influencing the cloud
cover, or if the correlation is real at all (Haigh 2007).

The rapid increase in global surface temperature in thellagears has brought back
the debate to what extent variations in the solar radiatitput can explain the global
warming. Solanki and Krivova (2003) used the records ofehpessible solar quantities
influencing the Earth’s climate, namely the total solardiamce, UV irradiance and the
cosmic ray flux. These correlate well with the temperatucene before 1970 but cannot
explain alone the rise after 1970. They found that the Suidamntribute no more than
30% to the temperature increase, at least through the dtadi@ntities. Solar radiative
forcing is a quantity that needs to be taken into account ifwaat to understand the
magnitude of the anthropogenic factors on the Earth’s ¢mé&or this reason reliable
reconstructions of the solar irradiance back in time arelede

At this point there are two main challenges important for Begth's climate: the
prediction of past solar irradiance variations and the iptexh of future solar activity.
The work presented in this thesis covers both the predicfdnture solar activity and
the prediction of past solar irradiance variations.

1.2 The Sun’s magnetic cycle

This section describesftierent magnetic features found on the solar surface, which
are strongly associated with solar activity. The distiitnutof the magnetic features on
the photosphere is indicative of a large-scale magnetit fielt changes polarity approx-
imately every 11 years. This is seen in the characteristidsdstribution of the sunspot
groups. Therefore, the Sun’s magnetic cycle has a meandpatjoof 22 years, with each
cycle being diferent from each other.

1.2.1 Photospheric magnetic features

Magnetic structures are found over the whole Sun in a langgeaf sizes (from 100
km to small fractions of the whole solar surface), morphgldigix intensity (up to 6 kG)
and with life times from hours to months (for a review of sateagnetic fields see Solanki
1993, 1998, Solanki et al. 2006). In general, three maingecaa be distinguished on the
solar surface: thactive regionstheephemeral regionsnd thequiet Suni.e. everything
else outside active regions.

Active regions are seen in the form of magnetic bipolar negiand are thought to be
the result of emerging magnetic flux tubes, or clusters oteatrated field lines (Parker
1979, Spruit and Roberts 1983, Fan et al. 1994). The magfheticubes travel all the
way from the bottom of the convection zone and break throhglsblar surface. As the
magnetic flux tubes rise, they interact with the ongoing eation and this is seen in the
photospheric layers as a disruption in the granulatiorepafie.g. Zwaan 1985).

The most prominent manifestations of emergent magneticaitasunspotsdark re-
gions of highly concentrated magnetic fields located atalgioints where the flux tubes
cut into the photosphere. They have diameters of 4000 km GPQ00 km. Their intense
magnetic fields (1800 G on average for sunspot umbrae) infhi@iconvective motions

11
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Figure 1.3: High resolution image of an active region neargblar limb in continuum
at a wavelength of 487.7 nm taken with the 1-m Swedish Soles€epe in La Palma

(Spain) by Goran Scharmer in 2002. Superimposed on the inlagenain features that
compose the photospheric magnetic field are indicated bwltite lines and circles.

that transport energy from the layers below the photospheneards, and thus these re-
gions siffer of reduced surface temperatures. Other smaller darkneddiameters of
about 400 — 5000 km) found in active regions are pores. Thayoddevelop penumbra
as sunspots (Keppens 2000). Still smaller magnetic featwith diameters smaller than
400 km can be seen all over the solar surface and are cabegetic elemeniSolanki
1993). The magnetic elements are more frequent in activensgHere they assemble to
form faculae (or plage, as seen in the higher chromospheyers). Faculae are seen in
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1.2 The Sun’s magnetic cycle

white light or continuum images of the Sun as bright patchpscially near the limb. In
contrast to sunspots, faculae are hotter and hence briplatetheir surroundings at equal
optical depth. The key to thisfiierence in brightness lies in tléeameterof the magnetic
flux tubes and can be explained qualitatively via the “hotlaaffect. The walls of the
flux tube are heated by the convective motions and for tubtsdiameters of around 100
km or less, that result in faculae, the heat from the walldls & penetrate the tube and
heat up the material inside (e.g. Spruit 1976, Kndlker antiiSsler 1988, Steiner and
Stenflo 1990).

Outside of active regions, magnetic elements are locatéaeifoundaries of super-
granular cells and also, at smaller spatial scale, of gearugllls (Title et al. 1987, Simon
et al. 1988). Granular cells are signatures of convectitis aad have diameters ranging
from hundreds to thousands of kilometers. The magneticesitrace the lanes that de-
pict the pattern of comparatively narrow dark downflow laofgslasma and central bright
upflow cells characteristic of the granulation pattern. megnetic elements located here
form the so calleadnagnetic networkFigure 1.3 is a high resolution continuum image of
an active region in the Sun near the limb, taken with the Sste8olar Telescope. The
different magnetic features described in the main text areateticby the white arrows
and circles.

1.2.2 Large-scale structure

The solar surface magnetic field is highly structured dowsttdes that are at the limit
of observational resolution (spatially, temporally andrzgnetic intensity). However, the
appearance and distribution in time of the photosphericmatigfeatures show evidence
of the existence of an organized, large-scale magneticifighie solar interior. The most
obvious indicator is the sunspot cycle, discovered by Stlevedready in 1843.

Magnetic flux appears on the solar surface in the form of hipgtoups, seen in the
photosphere as compact groups of individual sunspots (@wp&i groups). The sunspot
groups exhibit a number of properties describing a pattean tepeats every approxi-
mately 11 years.

e Sunspot numbefThe number of sunspot groups seen on the solar surface vary pe
riodically with time. At the beginning of a cycle, no sunspdgor very few) are
observed. As the cycle advances in time, the rate of emesgiats increases until
reaching a time of maximum. During the maxima the sunspets@anumerous that
they may cover a few percent of the visible solar surface. fldmtional coverage
varies from cycle to cycle, which tells us that the cyclesehaearying amplitudes
(highest value of monthly means of sunspot number) andgttier{total area cov-
ered by sunspots in one cycle). One can also see this in ttenbpanel of Fig. 1.4
which gives daily means of sunspot area over time. After tagimum, the sunspot
number decreases with time and reaches again a state of ummiirhe time lapse
between two consecutive minima specifies the duration githeof the cycle, which
is also diferent for each cycle. The mean length of the sunspot cycte®¢arded
since 1610) is 11.1 years, with some cycles being as shoryear8 and as long as
14 years.

13
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Figure 1.4: Butterfly diagram (top) and average daily suhgpea (bottom) taken from
D. Hathaway (http/solarscience.msfc.nasa.gov).

e Latitude distribution: During the cycle, sunspot groups are found in a range of

14

latitudes betweer5° and +30° — +40° more or less symmetrically with respect
to the equator. These zones are called activity zones aritgdbielts. The first
groups that appear at the beginning of the cycle are foundeahigher latitudes
and as the cycle progresses, the sunspots’ emergencddastshifted towards the
equator. This is clearly seen in the butterfly diagram, orvedently, a plot of
sunspot latitudes versus time. The top panel of Fig. 1.4 isteetfly diagram for
the period covering solar cycles 12 — 23. From the butterfigidim one can also
notice that around minima sunspots from both old (at loviddts) and new cycles
(at higher latitudes) coexist. Hence, consecutive cygbpgar to overlap with each
other during some periods.

Tilt angles: Sunspot groups have two distinct regions of opposite magpelarity,
the leading or preceding portion being nearest to the egaatbthe following the
farthest. The axis of sunspot groups make a small angleyith the East-West
direction (see Fig. 1.5). Usually, the more westward partsocloser to the equator
than the following portion. The tilt angles have been obséro increase with the
latitude of the sunspot group. This is known as Joy’s law ¢Hlal. 1919).

Polarity rules: The polarities of sunspot groups are arranged accordingate’sd
polarity laws (Hale and Nicholson 1925). (1) The polaritytioé leading portion
is the same for all pairs in one hemisphere but opposite irother, and (2) this
configuration remains for one cycle and reverses the sighemext one. The
original pattern repeats itself every two sunspot cyclestdfore its duration is of
roughly 22 years and is referred to as the magnetic cycleeotim (Hale period).



1.2 The Sun’s magnetic cycle

Figure 1.5: Schematic of the tilt angle, presented by a sunspot group with respect to
the east-west direction. The portion to the west correspémdhe leading polarity and
the portion to the east the following polarity.

Other large scale patterns seen on the Sun dferential rotation and meridional
circulation. The Sun rotates atffiirent speeds according to latitude, i.e. it rotates faster
at the equator than at the poles. This is known &&udintial rotation. The meridional
circulation refers to the large scale flow from the equatasatals the poles near the solar
surface with a return flow in the opposite direction at theidrotof the convection zone.
Although in principle there is no evidence for cyclic vaitais of diferential rotation or
meridional circulation, recent studies by Hathaway andhRigre (2010) claim variations
within the cycle. Other authors working on the solar dynarssuane variations of the
meridional flow from cycle to cycle, needed to reproduce tbkafity reversals (Wang
et al. 2002, Dikpati and Gilman 2006).

1.2.3 Prediction methods

The prediction of future solar activity is of great intersstce it is strongly associated
with space weather events. The most direct impact comesfésirprocesses such as solar
flares and coronal mass ejections which determine spacéevesid are of importance
on a daily basis for, for example, communication satelléed space exploration. The
amplitude and intensity of a sunspot solar cycle can give aitative measure of the
number of the mentioned fast processes occurring duringyeémum of a solar cycle.
Hence, the great interest in solar cycle prediction.

The work done around solar cycle prediction is very extensid wide variety of
prediction methods have been developed to predict solaitgcit different time scales.
This section is focused on prediction methods involved iarscycle amplitude predic-
tion. Following the classification by Petrovay (2010), thediction methods are clas-
sified into three main groups: precursor, extrapolation, model-based predictions. In
contrast to the dynamo model-based predictions, precargbextrapolation methods use
observational data alone. In Sect. 1.2.3.1 we first dishessxtrapolation and precursor
methods and in Sect. 1.2.3.2 we briefly review recent priedistoased on solar dynamo
models.
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1.2.3.1 Statistical methods

Precursor methodaim at predicting an upcoming solar maximum by using a measur
of solar magnetic activity (sunspot number, polar fieldgrgagnetic indices) at a given
time before the maximum is reached. Most of them use a cleisiit of the preceding
cycle(s) to determine the amplitude of the next.

The even-odd rule, also known as the Gnevyshev-Ohl rulegsdnom the observa-
tion that odd numbered cycles are typically stronger thaanewmbered ones, so that
there is a general tendency of alternation between even ddccycles in amplitude
(Gnevyshev and Ohl 1948). However, some exceptions canumel feuch as the pair of
cycles 22-23, 17-18 and 7-8. Correlations between the &undels of consecutive cycles
have also been found, and which have proven to be quite we2)(MHigher linear corre-
lations are found between the activity level at cycle minimand the monthly smoothed
sunspot number of the next cycle maximum (Brown 19763 (0.72). This correlation
can be further improved (up to valuesrof 0.79) when considering activity levels two to
three years before cycle minimum (Cameron and Schusslét, Berovay 2010). How-
ever, they loose practical use in the sense that the epobk afinimum cannot be known
with certainty until around 2 years before maximum. Alsodessussed by Cameron and
Schissler (2007), these relations have no underlying palysonnection as they can be
explained by a combination of the Waldmeiéfieet and the overlap of cycles as seen, e.g.,
in the butterfly diagram. The Waldmeieffect is the anticorrelation between the length
of the ascending phase, or rise time, and the amplitude afahe cycle. Hence, since
stronger cycles have a steeper rise, the minimum will talkegpéarlier, when the activity
levels of the previous cycle haven't reached very low lev&lg/eak inverse correlation of
aboutr = -0.35 is also found between the the total cycle length and thie @roplitude
first noticed by Wolf (1861). Correlations between the atople of cyclen and the length
of cyclesn — 1 andn — 3 are also found, with correlations of= —-0.35 andr = —-0.6,
respectively (Hathaway et al. 1994, Solanki et al. 2002a).

Geomagnetic indices characterize the variability of thelEamagnetic field. Geo-
magnetic disturbances can be caused by twi@mdint sources: solar activity (flares and
coronal mass ejections) in phase with the sunspot cycleyvandtions of the strength
of the interplanetary magnetic field occurring mainly dgrthe declining phase of the
solar cycle (Feynman 1982). There ar@atient indices characterizingftérent aspects
or time scales of the dynamic geomagnetic field. The aa-iiglexthree hour weighted
mean of the northern and southern k-index values measuredtipodal stations, where
the k-index is a number that quantifies the geomagneticigctalative to an undisturbed
geomagnetic field. The relationship between the geomagaatindex near the time of
sunspot minimum and the amplitude of the next cycle was dyretudied by Ohl (1966).
As with the relations with the sunspot number, the predictian only be done shortly be-
fore reaching sunspot maximum as the aa-index minimum s@dter sunspot minimum.

Extrapolation methodsire also called time series analysis. They use only a time
series of a solar activity indicator, such as the sunspotiainunder the assumption that
it is homogeneous, in contrast to precursor methods whersdtar cycles are taken as
individual units from minimum to minimum. Thus, a predictifor any time during the
solar cycle is equally valid.
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1.2 The Sun’s magnetic cycle

Different approaches involve linear regression methods amtrapmethods. Linear
regression methods forecast the value of, for example,thspot number at a time t,
by a linear combination of the values at all previous timesf@ et al. 2009, Hiremath
2008). Spectral methods assume that the long term variatisolar activity is due to the
effect of one or more periodic cycles. Examples of this methedraquency and Fourier
analysis, where the sunspot number record is representbe asperposition of several
periodic components. In the period spectrum of the sunspotrer one can distinguish
three main prominent peaks corresponding to the 11-yeapsdcycle, the 22-year cycle
and a period of about 80 years associated to the Gleissbelg dyong-period fluctua-
tions of the sunspot number were noticed by Gleissberg (1888 are now associated
with periodicities spanning a range of 60 — 120 years acogrtt the period spectrum of
the smoothed monthly sunspot number (Petrovay 2010).

1.2.3.2 Dynamo model based predictors

The observed properties of sunspot cycles (see Sect. &/ X dicative of an orga-
nized, large-scale magnetic field inside the Sun that resqrslarity every approximately
11 years. A prediction method based on the Babcock-Leightechanism was already
proposed by Schatten et al. (1978). Although Schatten ¢1@r38) did not make use of
a mathematical model, they used polar field measurementgesg of the maximum
sunspot number based on the idea that the polar fields andrthiddl fields that produce
sunspots are related viafidirential rotation. A dficulty presented by this method is that
direct measurements of the magnetic field in the polar areee Gun are only available
since 1976 from Wilcox Observatory. Mathematical modekseleon dynamo theory, on
the other hand, are used to reproduce the Sun’s magnetiafidlds evolution in time. In
the recent years several authors have attempted to prediattplitude of the upcoming
solar cycle 24 using surface flux transport dynamo modelkp@i and Gilman 2006,
Choudhuri et al. 2007).

Current dynamo models basically solve the magnetohydmamiycal induction equa-
tion for the evolution of the mean large-scale magnetic fidlthe Sun. The mean large-
scale magnetic field is assumed to be axisymmetric about tiné $otation axis and
antisymmetric about the equatorial plane. Thus, it is Udefseparate it into two compo-
nents: poloidal (meridional) and toroidal (longitudindy)ow the dynamo problem comes
down to the generation of toroidal field from an existing pdébfield, and a poloidal field
from an existing toroidal field (Charbonneau 2010). Theittalfield is generally thought
to be the product of the shearing due tfeliential rotation. After several rotation peri-
ods, the field lines from the poloidal field are wrapped arotherotation axis of the
Sun, creating the toroidal field that resides in the bottotefconvection zone. The site
and mechanism for the conversion of a toroidal to a poloidafiguration through the
a-effect is still not clear.

In interface dynamos, the-effect is located near the bottom of the convection zone.
However, they had a limited success in reproducing obseshiatacteristics of the solar
cycle such as the butterfly diagram. In the flux transport dyos ther-effect follows the
Babcock-Leighton mechanism, where the rising flux tubeswisted due to the action
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Figure 1.6: Schematic of solar flux transport dynamo protaissn from Dikpati and
Gilman (2009). The red inner sphere represents the radiatike of the Sun and the blue
outer mesh the solar surface. In between the two layers otesction zone, throughout
which the dynamo process takes place. (a) Magnetic field liren the poloidal field
are sheared due toftérential rotation near the base of the convection zone. &aA
product, the toroidal field is produced. (c) When the torbiigdd is amplified enough, it
becomes buoyant and loops rise to the surface. The loopwisted due to Coriolis force
and appear as sunspots on the surface (black dots). (dg@fitidnal flux emerges and
spreads from decaying sunspots. The polarities, followdae’s law are specified. (g)
Meridional circulation (yellow arrows) carries the magodiux poleward, (h) eventually
reversing the polar field. Some of this flux is further trarmsped towards the bottom of
the convection zone and towards the equator. (i) The newbrsed poloidal flux is again
sheared by dierential rotation that will produce a toroidal field of opfiesign as in (b).

of the Coriolis force near the surface (Fig. 1.6). As a consege, the axis connecting
opposite polarities of the sunspot groups observed on flae glootosphere appears tilted
with respect to the east-west direction, generating theigal field (Fig. 1.6(f)). Merid-

ional circulation at the surface advects the magnetic flamfthe sunspots to the poles,
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1.2 The Sun’s magnetic cycle

reversing the polarity of the polar fields of the previousley€ig. 1.6(g)). The reversing
of the polar fields as observed from photospheric magnetegEccurs during sunspot
cycle maximum. The equatorward return flow keeps transpgttie toroidal field down

to the base of the convection zone and towards low latitugigs {.6(h)). When the field

is suficiently strong, it becomes buoyant giving rise to the enmeydiux tubes that are

seen as sunspots on the solar surface with opposite patarifiguration as the previous
cycle (Fig. 1.6(i)).

Surface flux transport dynamo models can be further cladsiite advection or dif-
fusion dominated models depending on the ratio of advetbihffusive time scales. In
advection dominated models the magnetigugiivity is less than 20 ks so that the
poloidal fields produced at the solar surface through a Babteighton type mecha-
nism are basically transported to the bottom of the coneactone by the meridional
circulation (Dikpati and Gilman 2006, Dikpati et al. 2006t the typical speed of the
meridional circulation (around 10 km the flux from active regions in a cycle takes
around 30 years to reach the bottom of the convection zonecdidhe toroidal field
producing solar activity in a given cycle is a consequendhefhearing of the poloidal
fields from 2-3 solar cycles earlier, giving the possibilitiyprediction. The diusion
dominated models use a higher value of the magnefiiasivity of 240 knfs™ (Chatter-
jee et al. 2004, Choudhuri et al. 2007, Jiang et al. 2007)higdase, the poloidal fields
diffuse downwards to the bottom of the convection zone withima ttomparable to its
transport to the poles by meridional circulation, i.e. motder than one solar cycle. Thus
the polar fields of cycles n and n-1 are strongly correlateti wie amplitude of cycle n
(cf. Solanki et al. 2002a). However, the polar fields in trase are not a real physical
precursor of the activity of the next cycle since their ctatien is due to their common
source.

As a follow up from the latter models, changes in the flow spefetthe meridional
circulation may be used as a precursor of the coming cyctestinfluences the forming
polar fields. In a recent study by Hathaway and Rightmire (20the authors show that
the poleward flow has sped up in the late phase of cycle 23 apamuh to the previous
cycle. Flux transport models have shown that faster meralilow will prevent lead-
ing polarities of sunspot groups tofilise across the equator and cancel with the leading
polarities of sunspot groups in the opposite hemispheseltieg in weaker polar fields
(Wang et al. 2009). These results, however, assume a ledingitpendent meridional
flow. On the other hand, Cameron et al. (2010) interpreteddhiations found by Hath-
away and Rightmire (2010) as changes in the characteiticdinal pattern followed by
the meridional circulation instead of a fluctuation in they&scale flow speed. Inflows
towards the activity belts where active regions are foundld/suppress the transport of
the following polarities to the poles resulting in lower gofields (Jiang et al. 2010b).
Helioseismic observations and the modeling of the intriecyariation of the meridional
flow demonstrated that the amplitude of the inflows are cateel with cycle activity (Gi-
zon and Rempel 2008) suggesting that the amplitude of thegeatso be correlated with
the cycle strength. The fact that the amplitude of the inflefwsuld increase with cycle
strength is closely related to the cycle-to-cycle variatfound in the observed cycle-
averaged tilt angles of sunspot groups (Dasi-Espuig e0dl02 see Ch. 2), as a possible
explanation for the positive correlation with cycle strémgThe inflows towards the ac-
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tivity belts would act in opposite directions on the two st polarities of the sunspot
groups, reducing the tilt angle. Thus, for stronger cyclesreducing ffect would be
stronger. This opens the possibility of using the sunspmigtilt angles as a predictor of
the strength or amplitude of an upcoming cycle. Still, mooekais required to test these
results and the physical bases behind them.

1.3 Total solar irradiance

The previous section dealt with the magnetic features seethe photosphere that
compose solar activity and the various prediction methddatare solar activity. This
section describes the prediction of past solar irradiamcations and in particular using
the model SATIRE.

1.3.1 Measurements

Total solar irradiance (TSI) is the total energy receivedypet area and time at the
top of the Earth’s atmosphere. Before the satellite era, M&surements from Earth
didn’t have enough precision to detect variability (thus slo-called “solar constant”) as
the Earth’s atmosphere attenuates most of the solar rawlietithe infrared and blocks it
completely in the UV range below 300 nm in wavelength. Sgame+ measurements of
the solar irradiance have been carried out almost contslysince November 1978 after
the launch of the NIMBUS 7 spacecraft. Several instrumeat& ibeen monitoring TSI
since then during dlierent periods of time: HF on Nimbus 7, ACRIM | on SMM, ERBE
on ERBS, ACRIM Il on UARS, VIRGO and DIARAD/IRGO on board SOHO, ACRIM
Il on ACRIM satellite and TIM on SORCE.

Panel (a) in Fig. 1.7 shows daily averaged values of the TSisoved by dferent
instruments. The accuracy of the measurements has proffegiesu to track variations
on daily, rotational, and yearly time scales. However, as cam see from the plot, no
single instrument has managed to survive longer than aessglar activity cycle. A
careful cross-calibration to combine the data from tHedent radiometers must be done
to create a coherent composite record that covers the fultyles of measurements.
Three independent composites are available and are peesenFig. 1.7 from (b) the
Physikalisch-Meteorologisches Observatorium Davos (BY@ Switzerland (Frohlich
2000, 2003), (c) the ACRIM (Active Cavity Radiometer Irradce Monitor) team (Will-
son and Hudson 1991, Willson 1997), and (d) the Institut Rbleieorologique Belgique
(IRMB) (Dewitte et al. 2004).

These composites show substantidletences, in particular regarding the long-term
trend of the irradiance (Frohlich 2006). This is best seeemtomparing the relative
TSI values between the minima preceding solar cycles 22 anB@th the IRMB and the
ACRIM composites show a higher level of TSI during the minimpreceding solar cycle
23 relative to the minimum preceding solar cycle 22, thifedence being largest for the
ACRIM composite (Fig. 1.7(c)). In contrast, the PMOD comipmshows a slight decline
between the two solar minima of 1986 and 1996. Wenzler e2@09q) and Krivova et al.
(2009) employed a semi-empirical model that reconstru@kfiom available magne-
tograms (see Sect. 1.3.3) and found a good correspondetitéhe@iPMOD composite
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Figure 1.7: (a) Daily averaged values of the solar TSI frordiometers on dif-
ferent space platforms since 1978. The data are plotted bksped by the cor-
responding instrument teams. The lower panels corresponcbinposites of TSI
as daily values plotted in flerent colors to indicate where the data are coming
from. The sources are (b) the Physikalisch-Meteorologisc@®bservatorium Davos
(PMOD) in Switzerland, (c) ACRIM, and (d) the Institut Royisleteorologique Bel-
gique (IRMB). The black lines are one month running meansurtegsy C. Frohlich
(httpy//www.pmodwrc.clpmod.php?topietsi/compositgSolarConstant).

with no difference in the minima between the three cycles. The corregpar with the
ACRIM and IRMB composites were significantly poorer. Thispiies that the irradi-
ance changes as seen in the PMOD composite can be sucgessfutiduced by their
model. Therefore, any secular trend (from minimum to minimiin the TSI as seen
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in the ACRIM and IRMB composites between 1978 and 2003, mag bensequence
of a jump in the data from the HF radiometer that was not cterkn these other two
composites.

Frohlich (2009a) found that the TSI level from the PMOD comsipoduring the past
solar minimum in 2008-2009 was more than 0.2 Wrdeeper than the minimum in
1996. He interpreted this decrease as a possible evideagesathe magnetic origin of
the secular change in the TSI. However do see the work by aieb al. (2011a), where
their analysis suggests that the decrease seen in PMODyd2008-2009 is more likely
to be due to problems with the PMOG6YV radiometers.

1.3.2 Variations and their origin

The irradiance measurements have proven irradiance toataajl measured time
scales. The measurements were presented in the previocisnsaed are plotted in
Fig. 1.7, showing a noisy appearance due to the short terrtuéitions and an overall
11-year modulation in phase with that seen from the sunspwmiber and sunspot area.
The typical magnitude of the variation from cycle minimunmtaximum in the total so-
lar irradiance for the past 3 cycles is about 0.1%, althougtharter time scales (days),
changes up to about 0.3% have been recorded. Solar irr@diamiations also show a
strong wavelength dependence (see Fig. 1.8). Althoughdhgibution at wavelengths
shorter than 400 nm to the total solar irradiance (red hisiogn Fig. 1.8) is only around
8%, 60% of the total irradiance changes over the solar cyel@@duced in this spectral
range (blue histogram in Fig. 1.8). In the UV part of the speut solar irradiance can
vary from several percent up to more than 50% at wavelengthsd 100 nm.

Irradiance variations at time scales of minutes to hoursrai@ly due to the changing
granulation pattern (Solanki et al. 2003). Granules are s®e¢he photosphere and are
the signatures of convective cells (see Fig. 1.3 in Sect.1)L.2n the convective cells,
the hot material flows up from subphotospheric layers to thtase appearing as bright
cells. At the surface the material cools and falls back intinterior creating darker and
narrower downflow lanes that surround the bright cells. Tieglation pattern is con-
stantly changing every 5-10 min according to their typitdfatimes, so that the evolving
bright upflow cells and dark downflow lanes dominate the iamde variations at such
time scales.

At time scales longer than hours, irradiance changes atgttido be due, primarily,
to the evolving magnetic fields on the solar surfaceffddént other mechanisms have
been considered to explain irradiance variations. Sombexfe suggestions are that ir-
radiance changes are driven by variations in the internatstre altering the convective
energy transport and thus, global temperature changes (@udiLi 2004, Tapping et al.
2007), or variations in the solar radius (Hoyt and Schat&81Antia 2003). For further
details on these other mechanisms see Domingo et al. (2Bl@®)ever, empirical mod-
els that reconstruct total solar irradiance variationgnglknto account only theféect of
the magnetic fields on the solar surface are able to repragiute 96% of the observed
irradiance variations (Krivova et al. 2003, Ball et al. 2p11

Observing an image of the solar photosphere, e.g. Fig. dgjjests that the bright-
ness of the solar disc is rather heterogeneous and linkdtetditerent features on the
photosphere. Atthe same time, these features are theoésuolergent magnetic flux (see
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Figure 1.8: The red histogram is the relative contributioithie total solar irradiance of
different wavelength ranges and the blue histogram is theweledintribution to the solar
cycle variations. The area marked in yellow correspondsédapectral range where about
60% of the total irradiance variations occur. Courtesy oANKrivova.

Sect. 1.2.1) that evolves in time. The photospheric magieditures are important con-
tributors to the solar irradiance, since they havedéent brightness contrasts compared
to the quiet Sun. The quiet Sun is, as a first approximati@yrasd to be field-fréeand
any changes in the brightness of the photospheric magretiares are compared to the
quiet Sun brightness.

Sunspots, with temperatures roughly between 3000 K and BQ@®e cooler than
their hotter surroundings (at equal optical degtlat about 5780 K (Thomas and Weiss
2008). The facular brightness depends further on theirtipason the solar disc, wave-
length, and magnetic field strength (Ortiz et al. 2002, Saland Krivova 2009). The
dependence of the brightness on the position on the solgratisnore specifically on the
heliocentric angle: = cos 6, is usually referred to as center-to-limb variation (CLVhe
continuum brightness contrast of the magnetic elementbigxincreasing values as the
limb is approached until reaching a maximum and thus, facokar the limb appear so
prominent. The “hot wall” model (see Sect. 1.2.1) also exglgualitatively the CLV. At

1The quiet Sun contains weak magnetic fields located in treziors of supergranules in the so-called
intranetwork (Livingston and Harvey 1971, 1975, Zhang e1888).

2For a tube in pressure equilibrium with the exterior, thespuge inside the gas is reduced because of
the presence of magnetic pressure and thus the optical depttity level is lowered. Looking inside the
tube we see deeper layers of the atmosphere than the suimgidison depression).
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disc centeru = 1, faculae are observed with a vertidiale-of-sight(LOS), so that one
would be looking directly into the flux tube. However, for hgr values ofy, i.e. closer

to the limb, the LOS is no longer vertical and hence one woeldéeing the hot walls of
the flux tube instead (see the sketch in Fig.10 by Spruit 1976)

1.3.3 SATIRE models

The previous section discussed the physid¢edats of the surface magnetic features
on the emergent intensity and thus the TSI variations. Basdtlese ideas many models
have been developed to reconstruct irradiance to bothhtegtitysical models that postu-
late that irradiance variations are caused by the surfageetia fields (see, e.g. Domingo
et al. 2009), and to extend the irradiance record beyondrteefor which measurements
are available. Oferent models use filerent proxies of solar activity to determine the
fraction of the solar surface that is covered by a certainmatig feature, i.e. sunspots or
faculae. Simpler models involve photometric indices fanspot darkening and facular
brightening that describe the fractional change in irnadéacaused by sunspots and facu-
lae, respectively, relative to the quiet Sun (Lean et al812@an 2000, Fréhlich 2009b).
The photometric indices obtained from observations, elgtenight images are used to
retrieve information on sunspots, and Call K images for fiaeuln these models a linear
combination of the photometric indices is used to descritsgiance changes in time.
More advanced irradiance models include physical modelesaribe the contrast of the
magnetic features as a function of wavelength and disciposithe fraction of the solar
disc covered by each component is also obtained from phio¢ospimages and Call K
images or magnetograms. The keffelience of the more advanced models with respect
to the former is that they characterize théelient time dependent magnetic features on
the solar surface by time-independent model atmospheoesgfia et al. 1999, Fontenla
and Harder 2005, Unruh et al. 1999) and thus don'’t rely sadelyinear regressions to
compute solar irradiance.

One example of the models of the second type is the SATIREc{Bpénd Total Irra-
diance REconstructions) model. SATIRE is also based ondseraption that irradiance
changes on time scales of days or longer are caused by suontagreetic fields. The sur-
face magnetic features are divided into various atmospleernponents, each described
by a characteristic brightness spectrum from correspgnaiadel atmospheres (Unruh
et al. 1999). Three versions of SATIRE have been developpdrdéng on the consid-
ered time scale at which irradiance is reconstructed (Kewet al. 2011a) SATIRE-Ss
used to model solar irradiance in the satellite era (sin@g@L@ith high precision using
magnetograms (see Fig. 1.9; Fligge et al. 2000, Krivova.etG3, Wenzler et al. 2004,
2005, 2006, Ball et al. 2011) and has been quite successfubducing up to 96% of the
observed irradiance variationSATIRE-Tis used for the telescope era (since 1610) and
uses the sunspot number record (Balmaceda et al. 2007 Mdratoal. 2007, 2010), and
SATIRE-Mreconstructs irradiance at millennial timescales (Kravet al. 2011b, Vieira
et al. 2011, Krivova et al. 2010) using sunspot numbers r&cocted from thé®Be and
14C concentrations.

To obtain the solar irradiance at a given tinheand wavelengthy, with a SATIRE
type model it sffices to derive the filling factors(t), that quantify the amount of the
solar surface that is covered by a given magnetic feat(ieg. sunspot umbra, penumbra,
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Figure 1.9: Top panel: PMOD composite record of total satadiance (solid line) and
reconstructed daily total solar irradiance based on NSPeita (filled circles connected
by the dotted lines when there are no data gaps) from the ramiwf cycle 21 to the

maximum of cycle 22. Middle and lower panels: Enlargemeftsar shorter intervals

corresponding to double-headed arrows under roman nusnétalt taken from Wenzler
et al. (2006).

faculae, or network), and their respective radiative fle¥(1). Following the formalism
in Krivova et al. (2011b), the solar irradianc®(t, 1), is then given by the sum of the
radiative flux contribution of each individual magnetic qooment, and the quiet Sun,
weighted by its filling factors

S(t.4) = Y FOF() + (1 - Zafa(t))Fq(/l). (1.2)

Since the magnetic field distribution on the solar surfackvisled into diferent magnetic
features, the filling factor for the quiet Sun is everythitgeehat is not covered by any of
the magnetic components. This expression can be modifiedliade positional informa-
tion of the diferent components. In this case, the global filling factidrare substituted
by local filling factorsef;, where {, j) denote a particular pixel in a solar image or mag-
netogram, and the radlatlve fluxes are substituted by intensitié¥u), whereu = cos 6
and@ is the heliocentric angle,

SA) = Y| D iy Ol + (1= D ey O] (1.3)
i a a

Note that the modelled intensities are assumed to be indepéwf time. The time
evolution of solar irradiance is given by the changing stefdistribution of the magnetic
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features. It is also important to point out that the posgianformation is only available
in the case of the SATIRE-S, where magnetograms are usedite dee filling factors.
Thus, SATIRE-S employs Eqg. (1.3) while the SATIRE-T and SREM models solve
Eq. (1.2). The SATIRE-S model is described in more detailt d&&$ been used in the
work presented in this thesis.

The SATIRE-S model takes into account 4 main componentsquiet Sun, facuale
and network, sunspot umbra, and sunspot penumbra (hereotedeby the superscripts
a, f, u, p, respectively). Fligge et al. (2000) and Krivova et al. (2p0sed continuum
images to locate the pixels, {) that are covered by sunspot umbra and penumbra, and
magnetograms to locate the pixellsjf where faculae and the network fall. These masks
of the magnetic feature distribution are then used to comph filling factorsa?; ;.
The sum of the 4 filling factors for one pixel {) at a given time, t, is equal to 1, so
that the magnetic flux of each pixel is completely describgthle four main components
of the model in diferent proportions. The filling factor for the quiet Sun isegivby
ad=1-af —a"-aP.

The intensity of each componenf;"*?(1) as a function of wavelengthi, and po-
sition, i, is computed from a set of model atmospheres (Unruh et al9)199nruh
et al. (1999) calculatetf*"*?(1) using the spectral synthesis code ATLAS9 of Kurucz
(1992) from plane-parallel model atmospheres. The quiatiSalescribed by the stan-
dard model atmosphere FAL-C while for faculae a modifiedieersf FAL-P of Fontenla
et al. (1993) is employed (for details see Unruh et al. 1988nspot umbra and penum-
bra are described by a radiative equilibrium model (Kurug21l, Solanki 1997) with
effective temperatures @iy = 4500 K andT¢; = 5450 K, respectively.

The model has one free parametBg,, that enters in the calculation of the filling
factors of faculae. Since the magnetic elements formingléecare usually not spatially
resolved by observatioristhere is an ambiguity between the apparent field strength as
measured by magnetograms and the intrinsic field strengtieaflements. The apparent
field strength depends on the spatial resolution of the ebsens, therefore, the intrinsic
field strength is always higher or equal to the apparent figlehgth. The dierence
between apparent and intrinsic field strength implies thatagnetic elements only fill
a fraction of the solar surface within a spatial resolutiement (i.e. pixeli; j)). The free
parameteBsg,;, thus represents the value of the magnetogram signal ahwinécpixel is
fully represented by the FALP model atmosphere. The valiggfs found by fitting the
irradiance reconstructions with observations.

To obtain the total solar irradiance with a 4-component $¥H4S model Eq. (1.3) is
integrated over all wavelengths wigh= f, u, p.

S = f Z[“ﬂ(n)(t)'ﬁ(i,j)(’l)“’;(i,j)(t)';(i,j)(/l)+

A u(i.j)

@y 15D + 2P, O1F, j)(/l)]d/l (1.4)

SRecent observations from the SUNRISE balloon-borne sdiaewatory yielded high-quality data,
being able to detect and totally resolve magnetic fields asalution of 100 km in the quiet Sun (e.g. Lagg
etal. 2010, Solanki et al. 2010)
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1.3 Total solar irradiance

1.3.4 Secular trend

Different historic proxies of solar magnetic activity like spofs auroral and geoamg-
netic records, as well as cosmogenic isotope concentsasioggest that it also varies on
longer time scales (e.g. Eddy 1976, Lockwood et al. 199%r80ket al. 2004). On aver-
age, solar activity has increased since the Maunder minifses Fig. 1.1, Solanki et al.
2004). Diferent TSI reconstructions in the past have used diverseaugtio estimate
the increase of the TSI since the Maunder minimum.

As described in Sect. 1.3.3, the SATIRE-S model is used tongteuct solar irra-
diance during the period when measured magnetograms atelé®ai.e. since 1974.
If one wants to reconstruct solar irradiance further bactnre, one uses SATIRE-T or
SATIRE-M depending on how far back the reconstruction gdscords of sunspot ar-
eas and positions have been employed to describe the evoaftsunspots and go as far
back as 1874. Before that one has to rely on the sunspot numberded since 1610
or concentrations of cosmogenic isotopes to derive sungpobers. However, a long
and reliable proxy for facular areas is not yet available #mg their evolution is ob-
tained by assuming that the facular areas are related te tifaainspots (Chapman et al.
1997). This is a reasonable assumption since both are fouactive regions. The weak
magnetic features like e.g. ephemeral regions, are, haywestwell represented by the
sunspot areas. For this reason estimating long term trertti isolar irradiance is a dif-
ficult task. Precisely, it is the long term trends of solaadiance that are of interest for
climate studies.

The first reconstructions of TSI that go back to the Maunderimiim (Zhang et al.
1994, Lean et al. 1995) used the stellar observational sisdtym Baliunas and Jastrow
(1990) to estimate the secular change in irradiance. Howthe stellar data from Bali-
unas and Jastrow (1990) were later revised and their otiggsalts were not confirmed
(Hall and Lockwood 2004), proving the stellar data to be arelisble source from which
to estimate the secular variation. A physical mechanisipgiaduces a secular variation
is the overlap of the activity cycles of ephemeral regionariidy 1992) and was proposed
by Solanki et al. (2000, 2002b). Ephemeral regions are soiadilar regions with life-
times of around a day, found at all latitudes on the solaeserf Thousands of ephemeral
regions emerge during a day, with their total magnetic fluxiveent to that of one or
more major active regions (Harvey 1992, 2001). The ephdmegins present a cyclic
variation as that of sunspots, appearing at the solar sudiaeady during the descending
phase of the previous sunspot cycle (see Sect. 4.3). Therefcignificant background
magnetic flux is present during sunspot minima that could tea secular change.

The model developed by Solanki et al. (2000, 2002b) recocistthe total and open
flux back to 1700 from the sunspot number. The results fronr thedel were com-
pared to the open flux reconstructed by Lockwood et al. (19@®) the geomagnetic
aa-index and found to be in good agreement. The resultsradécated a doubling of the
total surface magnetic flux since the beginning of the lastwg. The time evolution of
the total surface magnetic flux is of importance for the ustderding of solar irradiance
since it is the cause of irradiance variations. Using the @hoflSolanki et al. (2002b),
Balmaceda et al. (2007) and Krivova et al. (2007, 2011b) ltaveputed the TSI since
1610 with a SATIRE-T type model and retrieved a value of theease of around 1.25
W m~2 within an uncertainty range of 0.9 — 1.5 Wn Figure 1.10 plots the TSI recon-
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Figure 1.10: Total solar irradiance reconstructions sit®@0 from Krivova et al. (2007)
(a) for the model based on the Group sunspot number, and {p¢drirunning mean of
the reconstructions for the model based on Group (dasheyldimd Zurich (solid line)
sunspot numbers.

structions by Krivova et al. (2007), from which we can clgarbtice the increase since
the end of the Maunder minimum. Wang et al. (2005) also ireduithe contribution of
the ephemeral region flux, although they neglected the drtitength of the ephemeral
region cycles. They used a surface flux transport model talsta the evolution of
the photospheric magnetic flux. From this, they calculated TSI including the facu-
lar brightness variations between the cycle minima in thelehof Lean (2000). Their
estimate of the increase is of around 1 WPrsince the beginning of the 18th century.
The two estimates are consistent with other estimatesetetinder various assumptions
(Foster 2004, Crouch et al. 2008, Steinhilber et al. 2008reRtly, two new and contro-
versial estimates have been published by Shapiro et al1§j201d Schrijver et al. (2011).
Shapiro et al. (2011) assert that the whole solar surfadgagitire Maunder minimum had
an intensity brightness equivalent to that seen in the daparts of supergranular cells,
obtaining a substantially larger increase in the TSI af3W m~2 since then. In contrast,
Schrijver et al. (2011) claim that the TSI levels during lostiéty phases like the Maun-
derm minimum are comparable to the period of the minimum i682R009. Therefore,
their work suggests little or no relative TSI change betwienpresent and the Maunder
minimum (= 0.03 W nt2).

The aforementioned TSI reconstructions reproduce theradisens fairly well but
diverge as they go back in time, so that the TSI increase shredlaunder minimum
is sensitive to the choice of the reconstruction. When rsttanting back to 1700 or
further, assumptions on the amount of faculae and netwagkemt on the photosphere
and on the quiet Sun intensity have to be made. It is here vithereiggest uncertainties
enter in the TSI models. The network fields play a major rolenduepochs of extended
low activity since it is still not clear whether they are a sequence of the solar activity
directly linked to the global dynamo action or are createaliycal dynamo on the solar
surface (Vogler and Schussler 2007, Danilovic et al. 201fGhe former were the case,
during epochs like Maunder minimum when the global dyname mat operating, the
network field would not be present. This is the case for ther&8bnstructions that rely
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1.4 Outline of the thesis

only on sunspot proxies, since the only source of faculaenatork are the sunspots.
Thus, if there are no sunspots on the solar surface thereodeeulae nor network. If the
network field were to be created by a local dynamo, then it dibel present on the solar
surface since the local dynamo can operate independentty the global 11-year solar
dynamo. The reconstructed TSI during the period of the Mauntnimum would then
give lower values if the network field is assumed to have ¢isaped and the increase
in TSI since the Maunder minimum will be higher in comparisomeconstructions that
assume that the network is still present. However, the dperaf the local dynamo on
the solar surface is itself an open topic that requires &urithvestigation.

1.4 Outline of the thesis

In the past century a lot of work has been done regarding tdigifon of future and
past solar activity, given its importance for the Earthisnelte. The work done in this
thesis covers both, where a new physics-based proxy forrédigbion of future solar
activity (Ch. 2) and a more realistic method for the recarcdton of past solar irradiance
(Ch. 3 and Ch. 4) are presented.

Chapter 2 focuses on the potential of using the tilt anglaiobpot groups as a proxy
to forecast the amplitude of the sunspot cycles. The sumspotds from the Mount Wil-
son and the Kodaikanal observatories cover almost 80 yéaddr cycles) of continuous
observations and provide measurements of the tilt anglesrespot groups (Howard et al.
1984, Howard 1991, Sivaraman et al. 1993, 1999). Hence, et galue of these data
sets. We have analysed the data from the two observatoriascgale-to-cycle basis to
see how the tilt angle of the sunspot groups varies and tdhestelationship between
the average tilt angle of all sunspot groups in one solarecgad other parameters of
the solar cycle such as the length, amplitude, and strergthi-correlations are found
between the cycle averaged tilt angle and the amplitude @adgih of the same cycle,
useful to estimate the average tilt angle of the sunspotpgrof solar cycles for which
only the sunspot number is known. The positive correlatlmtsveen the cycle averaged
tilt angle of a cycle and the amplitude and strength of thet oggle may be used as a
predictive tool. With a tilt angle expression based on theddak-Leighton idea of the
solar dynamo, we are able to predict the amplitude of theiolig solar cycle around
10 years before the maximum is reached. Also, since thisioakhip is linked to the
Babcock-Leighton mechanism, the results obtained favoaitype of dynamo.

The cycle-to-cycle variation of the tilt angles of sunspaiugps was implemented by
Cameron et al. (2010) in the surface flux transport modelldpeel by Baumann (2005).
The surface flux transport model computes the distributfoth® magnetic field on the
solar surface at any time, given the areas and positiongaithspot groups. The outputis
thus equivalent to a magnetogram. Cameron et al. (2010)eghtvat the global diusive
term in their model was no longer needed to reproduce cdyrtéwt open flux and the
polar field reversal times if the cycle-to-cycle variatiohtle tilt angles was included.
Here we use the improved surface flux transport model of Cametral. (2010) to obtain
simulated magnetograms. From these we are able to recont$teutotal solar irradiance
with the SATIRE-S model, so that the changes in the totalrsotadiance are described
by the evolution of active regions alone. Chapter 3 brieflgadides the surface flux
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transport model and explains how the SATIRE-S model is atbfsi the employment of
the simulated magnetograms from which we reconstruct tiaé ¢olar irradiance for the
period of observations.

The results presented in Chapter 3 show that reconstruittentptal solar irradiance
with the SATIRE-S model and the simulated magnetogramsti€nough to reproduce
correctly the irradiance of the PMOD composite of obseoratiduring the minima and
the ascending phases. We therefore included the flux frorareptal regions in Chapter
4. The ephemeral regions are small bipolar regions. Thelayvef their cycles was
already proposed by Solanki et al. (2000, 2002b) to explersecular variation seen in
the total magnetic flux. The ephemeral regions also playeindhe irradiance since they
provide a background field that changes the level of the dhuet, leading to a secular
change. In Chapter 4 we describe the scheme followed to nbeetphemeral region
cycles to include their magnetic flux in the SATIRE-S modelteAthis improvement,
we reconstruct the total solar irradiance since 1878 toydtuther term variations and its
secular increase. We also compare our results with those Kmvova et al. (2007) and
Wang et al. (2005) and discuss the possible causes of tifigreatices.

Finally, Chapter 5 summarises the results presented inréwéous chapters and gives
an outlook into the ongoing and future work.

30



2 Sunspot group tilt angles and the
strength of the solar cycle*

2.1 Abstract

Itis well known that the tilt angles of active regions incseavith their latitude (Joy’s
law). It has never been checked before, however, whetheaviigge tilt angles change
from one cycle to the next. Flux transport models show theoitgmce of tilt angles for
the reversal and build up of magnetic flux at the poles, whsah iturn correlated to the
strength of the next cycle. Here we analyse time seriestaitdle measurements and look
for a possible relationship of the tilt angles with otherasalycle parameters, in order to
glean information on the solar dynamo and to estimate tlwergial for predicting solar
activity. We employed tilt angle data from Mount Wilson andd&ikanal observatories
covering solar cycles 15 to 21. We analyse the latitudinstritution of the tilt angles
(Joy's law), their variation from cycle to cycle, and thestationship to other solar cycle
parameters, such as the strength (or total area coverecbpats in a cycle), amplitude,
and length. The two main results of our analysis follow. 1. il an anti-correlation
between the mean normalised tilt angle of a given cycle aedtiength (or amplitude)
of that cycle, with a correlation céiicient ofr, = —0.95 (99.9% confidence level) and
re = —0.93 (99.76% confidence level) for Mount Wilson and Kodaikadhata, respec-
tively. 2. The product of the cycle’s averaged tilt angle #melstrength of the same cycle
displays a significant correlation with the strength of tlestrcycle (. = 0.65 at 89%
confidence level and. = 0.70 at 92% confidence level for Mount Wilson and Kodaikanal
data, respectively). An even better correlation is obthibetween the source term of
the poloidal flux in Babcock-Leighton-type dynamos (whidntains the tilt angle) and
the amplitude of the next cycle. Further we confirm the linedationship (Joy’s law)
between the tilt angle and latitude with slopes of 0.26 a8 Gor Mount Wilson and
Kodaikanal data, respectively. In addition, we obtain gposditive correlations between
the normalised-area-weighted tilt angle and the lengttheffollowing cycle, whereas
the strength or the amplitude of the next cycle does not apgpdze correlated to the tilt
angles of the current cycle alone. The results of this stadicate that, in combination
with the cycle strength, the active region tilt angles playraportant role in building up
the polar fields at cycle minimum.

* This chapter is published ikstronomyé- Astrophysics518 7D (2010 )
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2 Sunspot group tilt angles and the strength of the solaecycl

2.2 Introduction

Solar cycles dfer from each other, showingftérent lengths, amplitudes, and strengths.
Understanding the cause of such variations and, ideajyypdaicing them is one of the
aims of dynamo theory.

Magnetic flux transport dynamo models of the Sun’s globalmetig field have been
shown to reproduce the amplitude and duration fairly welipag other characteristics,
of the solar cycle for a few cycles at least (Charbonneau 22087, Dikpati and Gilman
2006). Some of the key ingredients of such models incluéferéintial rotation, merid-
ional flow, latitude distribution of sunspots, latitudintlft, and a systematic tilt angle of
the bipolar groups (Joy’s law). These ingredients togetiptain the polarity reversal of
the magnetic field at the poles everyll years. Due to dlierential rotation, the mag-
netic field lines are wound up around the Sun’s rotation axésvahen this field is strong
enough it becomes buoyant and rises to the surface as sarfBaticock 1961, Dikpati
and Gilman 2008). The magnetic flux from the sunspots iseziry the meridional flow
to the poles, finally causing the reversal. It was alreadpgsed by Leighton (1969) that
for the reversal to occur there must be cancellation betweefeading portions of spots
on opposite hemispheres through the slight tilt of the Epa¢gions. In this way a greater
fraction of the following polarity flux reaches the poles.

Schrijver et al. (2002) tested the hypothesis where therpokgnetic field on the
Sun is determined by the accumulation of field transportdevwerd from sunspots at
lower latitudes as a consequence of the tilt in the bipolekeirTmodel was not able
to reproduce the polar field measurements of the past yeanslyifthe rate at which
sunspots emerge is varied from one cycle to another. Funtve;, Wang et al. (2002)
included a cycle to cycle variable meridional flow in ordeathieve agreement with other
observations, demonstrating that this variable meridifdma could serve as a regulator of
the polarity reversal process. Flux-transport simulaioave also shown that the strength
of the polar fields, which feed the dynamo and help deterntieestrength of the next
cycle, is sensitive to the average tilt angle of the activgams of the previous cycle
(Baumann et al. 2004). Here we investigate whether therevariation in the cycle-
averaged tilt angle and Joy’s law from cycle to cycle and Weethere is a relationship
between the tilt angles and the strength, i.e. the actieitgll of the following cycle.

Previous studies of the sunspot tilt angles have mainlydedwon their relationship
with other spot parameters such as magnetic flux, drift metiootation, area, polarity
separation, and cycle phase among others (Howard 1991, $886aman et al. 2007).
Variations from one activity cycle to the next, however, éaever been explored. This
could shed some light on the mechanism by which the magnetit éf active regions
is transported to the poles and may thus have the potentidbfecasting future solar
activity.

Prediction of future solar activity is one of the main chafies in solar physics and is
not only of scientific importance but potentially helps tokagredictions about changes
to our natural environment that cafiiect our lives, e.g. space weather and Earth’s climate.
Most of the present day predictions are based on statisticlyses of solar activity in
the past (Hathaway et al. 1999, Hathaway 2009). A more piysased approach is
offered by models of the evolution of the Sun’s magnetic fielthaalgh recent dynamo
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computations have given controversial results for cyclgRikpati and Gilman 2006,
Choudhuri et al. 2007, Jiang et al. 2007).

The paper is structured as follows. In Sect. 2.3 we deschibelata, the method and
some tests. Section 2.4 presents the results, which areditsemssed in Sect. 2.5. In
Sect. 2.6 we present our main conclusions.

2.3 Data and tests

2.3.1 Data

For our analysis we employ sunspot data derived from whiflet images taken at
Mount Wilson and Kodaikanal observatories. These obseriest have regularly ob-
served the solar disc in white light since the beginning ef 20th century. The data
we use cover the years 1917 to 1985 and 1906 to 1987 for MousbWand Kodaikanal,
respectively. This means that cycles 15 to 21 are completfgred by the Kodaikanal
(hereafter KK) record, but the first 4 years of cycle 15 andléis¢ year of cycle 21 are
missing in the Mount Wilson (hereafter MW) series. Howara@le{1984) measured the
positions and areas of individual sunspots on digitised Mviges and then grouped the
sunspots using a technique based on proximity. The growgdimglividual sunspots was
done by Howard et al. (1984) by applying a running boxy@&le in latitude and Swide
in longitude, centred at each spot on the solar disc. Anyratpet that fell inside the
box was included as part of the group. To distinguish betwkerneading and following
portions of the sunspot groups, they first computed the maissec The portion to the
east of the mass centre was defined as the leading portiorharmbttion to the west
as the following. This definition was applied to all sunspaiups since they had no
magnetic information (Howard 1991). The tilt angle of a uotgroup,a, is defined as
tana = A¢/[Al cosg], whereg is the latitude of the centre of the sunspot group and
andAl are the diferences in latitude and central meridian position betwkercéntre of
gravity of the leading and following portions of the grougspectively.

The final data set includes dates of observations, posjtemes and number of in-
dividual sunspots for each sunspot group and for its leadimdyfollowing portions, as
well as the tilt angle. A description of the calculation oéfttilt angles can be found in
the paper by Howard (1991). The white light images from Kkdaal observatory were
treated using the same techniques and procedures by Saatral. (1993).

In the present study we also use the sunspot area data seatempBalmaceda et al.
(2009) using observations from a number offelient observatories that were carefully
cross-calibrated in order to reduce, as much as possitsteragtic and other flerences
between observations affiirent sites as well as the number of data gaps. The combined
data set goes back to 1874.

2.3.2 Data evaluation

The firstinspection of the MW and KK data revealed a great remobzero values for
the tilt angles £ 22% in MW and~ 30% in KK). Therefore, we checked whether all zeros
are real or just missing values. We assumed that the tileacagi only be determined if the
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Figure 2.1: Area versus polarity separation between thdilgaand following portions
of a sunspot group for (a) Mount Wilson and (b) Kodaikanahdsdts. The dashed line
corresponds to 6

leading and following portions of a group have at least orw# spch. Thus we neglected
the zero tilt angle values in all cases when either portioa gfoup contained no spots.
By applying this criterion, we found only one real measuretie# a tilt of exactly zero
degrees in the MW data set and none in the KK data set. Thefrést @ero values only
mark that it was not possible to measure the tilt angles foreseason. In order to accept
a tabulated tilt angle as valid, we also required that theadee between the leading and
following portions is less than 26 This is justified by the distribution of sunspot group
areas with polarity separation (see Fig. 2.1). Most of tlwaigs lie in a range between 0
— 350 microhemispheres in area arid-016° in polarity separation. Only around 0.6%
and 0.4% of all the groups in the MW and KK data sets, respegtipresent a polarity
separation bigger than 160f these, most have areas below 70 microhemispheres and are
thus most likely typos since their total area is small anduahgolarity separations it is
most improbable that the two polarities belong to the sarnagrAll together, i.e. based
on both criteria, we have rejected.2% of MW groups and 36% of KK ones.

In our analysis we considered mainly cycle averages to dfuelyariation of the tilt
angles from cycle to cycle. The values of these averagescagreatly @fected by gaps
in the measurements if these are distributed homogenetuslyghout each cycle. If,
however, gaps are, for example, dominantly found in theradiog phase of a solar cycle
the mean value of the tilt angle for that cycle will be loweartthe real value. This is a
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Figure 2.2: In all panels: Dashed thin line and left-handk¥sashow the monthly means
of the sunspot area from Balmaceda et al. (2009) vs. timesahd and the dot-dashed
thick lines represent Mount Wilson and Kodaikanal datapeetvely. (a) Monthly area-
weighted means of sunspot tilt angle smoothed over 4 yagtg-{nand Y-axis), (b) area-
weighted latitude separation (right-hand Y-axis) and (epaweighted longitude separa-
tion of leading and following parts of sunspot groups (ripand Y-axis).

direct consequence of the butterfly diagram (spots at thenbieg of a cycle appear at
higher latitudes) and Joy’s law (tilt angles are higher fansgpot groups located at higher
latitudes). Unfortunately it is not possible to distingutsetween spotless days and gaps
in the data sets of MW and KK observatories. We find that nosspa@re present or
no observations were made en60% and~ 55% of all days in the MW and KK data
sets respectively. In fact most of them are located withiarsactivity minima, which
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is reasonable because the number of truly spotless daygyestaat minimum activity.

It was possible to determine the spotless days by compamm@iV and KK data sets
with a more complete daily sunspot data set from Balmaced& €2009). In this data
set, where it is possible to distinguish between gaps antlesgadays, only 6% of the
data are missing due to gaps in the considered period. Aféecdmparison we retrieved
a~ 59% and a~ 56% of truly missing dates in MW and KK data sets respectively
These remaining gaps seem on average to be more or less rigraistmbuted over cycle
phases. They should not significantlyjext the averages over a cycle. However the gaps
do dfect the calculation of the cycle length and strength. In oorkwve use the length
as defined and calculated by the National Geophysical Datar€ésee Section 2.4.2).
In the case of the strength, we used the daily sunspot arasegafrom Balmaceda et al.
(2009) due to its low percent of gaps. To avoid systematmreyive linearly interpolated
across the sunspot area data gaps.

Next we consider another possible source of bias. Sinceglaristrong cycle more
spots are found on the Sun’s surface the grouping criterydiidward (3 wide in latitude
and 5 wide in longitude) could lead to an erroneous grouping fahseycles, because
spots that do not belong to the group, but rather to a neaiighibeuring region, could be
included. We expect such misclassification to occur maimithe longitudinal direction
due to the asymmetry of the box. It would lead to an enhanceofethe longitudinal
separation between the following and leading portions efgtinspot groupsi{ cose)
for the strongest cycles. Such a spuriously increased tioagiseparation would lead to
a reduced average tilt. Figure 2.2 (a) shows the time sefie®othly means of sunspot
group tilt angles weighted by their corresponding sunspatig areas (see right-hand Y-
axis) for both MW (solid line) and KK (dot-dashed line) redsr A smoothing of 4 years
was necessary due to the high noise the data presented.

The mean area-weighted tilt angles are calculated as fsilow

EA,-aj

(aw) = A

whereA; anda; are the area and the tilt angle of the sunspot grpugspectively. In
the case of monthly means, the sum goes over all sunspotgiowme month, while in
the case of cycle means, the sum goes over all sunspot groegenp during one cycle.
Also plotted are monthly means of sunspot area (dashed hiddedt-hand Y-axes) from
Balmaceda et al. (2009). Cycle 19 is clearly the strongesthas, at the same time, the
lowest values of the tilt angles of the 7 analysed cycles. &8eih Fig. 2.2 (b) and (c)
the possibility of a systematic error. Here we plot monthlgams of sunspot latitude
(A¢) and longitude 4l cosg) separations between the leading and following portions of
sunspot groups. The solid line is again used for the data WMMhobservatory and the
dot-dashed line for KK observatory. The dropAg during cycle 19 indicates that the low
values of the tilt angles during this period are due to a |datudinal separation of both
polarities while the fact that cycle 19 is not conspicuou&im 2.2 (c) indicates that its
low tilt angles are not due to a larger longitudinal separatiThis result does not exclude
that the grouping algorithm might have combined togethespats that with magnetic
information would have been groupedtdrently. In any case we believe that, if there is
a systematic error in the tilt angles, this is not seen indfituide and longitude positions
of the leading and following portions of sunspot groups.
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2.3.3 Joy's law

The tilt angle dependence on the latitude was first found lgyidd919 (Hale et al.
1919) and later confirmed by other authors (Howard 1991, Wamdy Sheeley 1991,
Sivaraman et al. 1999). It provides strong constraints emthgnetic field strength of the
flux tubes in the tachocline, which emerge to form the obskadaive regions (D'Silva
and Choudhuri 1993, Schiissler et al. 1994). This relatiomwsta positive trend: the tilt
angles are larger for sunspots at higher latitudes. We hse@ data from MW and KK
observatories in order to rederive this relationship assa tin Fig. 2.3, the tilt angles
averaged over the complete data sets for latitude bins afé plotted versus latitude.
MW data are represented by asterisks connected by the diisbeshd KK observations
by open circles connected by the solid line. The resultséth data sets are in agreement
with each other within 20~ and are very close to the results obtained by Sivaraman
et al. (1999), with the mean filerence between our points and theirs bdifig~ 0.1°
and|A| ~ 0.2° for MW and KK, respectively. Thesefiierences are most probably due to
different selection criteria applied to the data.

Tilt anlge (deg)

0 5 10 15 20 25 30 35 40
Latitude (deg)

Figure 2.3: Mean tilt angle for bins of 5 degrees latitude lasitude for MW (asterisks
connected by the dashed line) and KK (open circles connégtéte solid line). The error
bars representl standard error. The thick dashed and solid lines are liiitsgorced to
pass through the origin to the MW and KK data, respectivehe @otted and dot-dashed
lines correspond to lines where the slope has been takere aattb of tilt with latitude
(see description in the text) for the MW and KK data respetyiv

We have also obtained linear fits to the data points exclutliadast two bins since
the number of groups in these is very low compared to the dihsr(about 2% and 0.5%
of the total) and the errors are higher by a factor &. The fits are forced to pass through
the origin since we expect no tilt for sunspot groups at theagar. The values for the fits
are:

a =(0.26+ 0.051
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2 Sunspot group tilt angles and the strength of the solaecycl

and
a = (0.28+ 0.06)1

for MW and KK data, respectively, whererepresents the tilt angle (in degrees) artde
latitude (in degrees). The correlation @aeient of the regression lines aré = 0.85 for
the MW data ana? = 0.76 for the KK data. The linear fits are shown in Fig. 2.3, where
the thick dashed line is for the MW fit and the thick solid lire the KK fit. Fitting the
data points while taking into account that each point hasfarent value for the standard
deviation gives the same result for the slope up to the thendal. Also plotted are the
linesa = MA whereM is calculated a8l = Zja;/XZ;4; andaj anda; correspond to the
tilt angle and latitude of sunspot groypThe dotted line represents the MW data with a
slope ofM = 0.29 and the dot-dashed line the KK data with a slop&lof 0.30. This is
shown as comparison since it is néfiexted by the fact that each bin contains @edent
number of points.

The slopes found here are lower than those obtained by Wash¢gheeley (1989,
1991) from daily magnetograms for cycle 21 (gsia 0.48 cos) + 0.03 wherey is the tilt
angle and the colatitude). However, our values for the slope, 0.26@@a8, are closer
to the 0.15 value deduced by Schiissler and Baumann (2006usdtba flux-transport
model to fit data from MW and Wilcox Solar observatories oftibtal photospheric field.
The diference to the results of Wang and Sheeley (1989, 1991) cewiel & variety of
causes, such as thefldrent types of data considered (spots vs. magnetogranf&y- di
ences in spatial resolution (cf. Howard et al. 1984, Wang @ineleley 1989) combined
with the dependence of tilt angle on the size of a region (®&Sand Howard 1993,
Howard 1993), or the fact that they considered a single cyale results for the slope of
the regression line show considerable scatter from cyctydte, even to the extent that
we do not consider the values obtained for individual cyttebe particularly reliable
(see Sect. 2.4.1).

2.4 Results

2.4.1 Average value of tilt angles

It was first pointed out by Howard (1991) that the averageatilgle of all sunspot
groups during the period 1917 — 1985 deduced from MW data w2is+40.2°. For
the whole MW data set period (1917 — 1985) we obtained a val4e2& + 0.18, in
excellent agreement with Howard (1991), while for the whHtkedata set (1906 — 1987),
we deduced 51° + 0.18°.

Next we treat MW and KK data on a cycle-by-cycle basis, oliajma diferent value
of the average sunspot tilt angle for each cycle. Figure & 2lisplays monthly area-
weighted means of sunspot tilt angles smoothed over 4 yearsgh cycles 15 to 21 for
the MW and KK data sets. Table 2.1 gives area-weighted cyelmges andd standard
error. Note that cycles 15 and 21 are not complete in the MVdl dat, as discussed in
Sect. 2.3.1, and thus the value of the mean tilt angle forecy/6Imight be underestimated
and the value for cycle 21 overestimated, according to tmebaoation of Maunder’s
butterfly diagram and Joy’s law. The low value of the sunsittcangles for cycle 19, as
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2.4 Results

Table 2.1: Area-weighted mean tilt angles in degrees foh eycle for MW and KK
records.

Cycle MW=z+1lo KK+ 1o
15 5.69+0.57 5.00+0.50
16 5.08£0.46 5.91+0.43
17 5.83+0.42 6.41+0.41
18 5.69+0.35 4.97+0.38
19 3.84+0.33 4.59+0.38
20 4.63+0.38 5.73+0.36
21 5.30+0.40 5.37+0.42

compared to the other cycles, indicated by Fig. 2.2 (a),s8 aéen in the cycle averaged
values.

In addition to the average tilt angles, we also attemptedeterchine Joy’s law per
cycle in the same manner as done in Sect. 2.3.3. Howeverc#teesof the individual
values of the mean tilt angle pet Btitude bins turn out to be too large. The correlation
codficient for a linear regression to the points are for some syatelow ag? = 0.17
for MW andr? = 0.026 for KK. Also, the errors in the calculated slopes are caraple
to or slightly bigger than the fierence between these values from MW to KK data sets.
Therefore, no clear ffierence could be determined between the slopes of Joy’s taw fr
cycle to cycle.

2.4.2 Cycle parameter definitions

For the parameter study we focus on three main charactsrisfi a solar cycle:
strength, amplitude, and length. Strength is defined asdta $urface area covered
by sunspots throughout a given solar cycle. We calculat®iit fthe daily sunspot area
data set compiled by Balmaceda et al. (2009) as the intefsalrspot area over the du-
ration of each cycle. This record is used since it has sigmflg fewer data gaps than
the MW and KK data sets, as discussed in Sect. 2.3.2. The aygbitude is the highest
value of monthly averaged sunspot number and the lengtleipehnod of time between
two consecutive minima. Times of solar activity minimum,@itudes, and the lengths
of cycles are taken from the National Geophysical Data @&ntr

We looked for possible relationships of these parametetsfairr different quantities
based on the tilt angles: cycle mean tilt angte), cycle mean tilt angle normalised by
the mean latitude of sunspots during that cy&te,/(1), cycle mean area-weighted tilt
angle{a,), and the cycle mean area-weighted tilt angle normalisethéyrtean latitude
of sunspots during the same cydle,,)/{1). (For a brief discussion of how these choices
are influenced by the scatter in the tilt angles see Appen{lixTAe area-weighted tilt
angles are used to give more importance to the bigger gredpsh exhibit less scatter,
and the normalised tilt angles are considered in order toverthe &ect of the latitudinal
dependence (Joy’s law) on the cycle-averaged (area-veeijtilt angles. Note that for the
MW data set, cycles 15 and 21 are not taken into account irelaganships concerning

httpy/www.ngdc.noaa.ggsty SOLAR/getdata.html
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2 Sunspot group tilt angles and the strength of the solaecycl

() and{ay) due to their incompleteness and could be thus biased by Fy’s This
is not the case for the quantitiés)/(1) and{a,)/{1) since normalising by the mean
latitude removes this source of bias. Sunspots in stronggeg lie at higher latitudes
(Solanki et al. 2008), so that simply due to Joy’s law thes#as/would have larger mean
tilt angles. Dividing by the mean latitude largely remouveis tifference (both, Joy’s law
and the dependence of mean latitude on cycle strength aar)inso thata)/(1) and
{a,)/{A) indicate intrinsic changes of Joy’s law from cycle to cycle.

2.4.3 Relationships within the same cycle

We first investigate the possible relationship of the cysleraged sunspot tilt angles
with the three solar cycle parameters of §anecycle. These relations may help to shed
light on the underlying magnetic flux tubes at the base of tihevection zone and the
processes thatffect them on their way to the surface (in the case of the stheagd
amplitude of the cycle) and on the possibility that the tilgkes of active regions are
involved, along with other features (e.g. meridional floim)the regulation of the cycle
period of the dynamo (in the case of length), or converseadyirgftuenced by it.

We calculated linear correlation diieients between the 3 solar cycle global parame-
ters and the 4 quantities based on the tilt angles (see Sé@&).2Due to the low number
of cycles, we also determined the probability that the dati@ns are due to chancPy
These are calculated from the probability density functbthe student’s t-distribution,
which depends both on the correlation fim@ent and the number of points in the sample.
All the values are listed in Table 2.2 for MW and KK data. TaBl2 suggests that both
the strength and the amplitude of a cycle show a significagatie correlation with the
average tilt of the same cycléy), for at least KK data. For MW data, the probabilities
that the correlations are due to chanegare about 30%, but for KK data (that includes
both cycles 15 and 21), the corresponding probabilitiescaver than 10%. These corre-
lations are significantly strengthened once we eliminagestthancedféect of Joy’s law
on cycles with sunspots on average at higher latitudes bgidering(a)/(1). The proba-
bilities then fall to values below 2% for both MW and KK datassd-or the area-weighted
tilt angles, the correlation cfiicients are weaker. Although these are also strengthened
after the normalisation b§), reaching probability values below 3%, they remain slightl
higher than fora)/(1). The correlations between the length and the 4 tilt angledas
parameters are in general low, of low confidence and inctargis sign between the two
data sets.

Figure 2.4 showsa;)/(A;) versusS;, wherei is the cycle number. The dashed line
represents a linear fit to the points and the error bars quresto - errors calculated
by means of error propagation, where the errors for the mikt@mgle and the mean lat-
itude correspond to their standard error. The error bare baen calculated assuming
Gaussian statistics and are thus overestimated. In MW BegaZ.4 (a)) cycles 15 and 21
are represented by squares and dashed lines for the ersdiotenote their incomplete-
ness. Note that all data points lie roughly withim @f the regression lines. This suggests
that given the accuracy of the measured tilt angles (giveyelg by the scatter shown by
active regions) the obtained correlation ffméents are near the maximum value achiev-
able for data with such large uncertainty.
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Figure 2.4: Cycle averaged tilt angle normalised by the gerae latitude vs. strength
of the same cycle. The error bars represenetrors and the dashed line is a linear fit to
the points. Panel (a) displays the results based on MW data<{0.95), where cycles 15
and 21 are shown as squares and dashed lines for the errpabdnsanel (b) on the KK
data seti; = —0.93).

2.4.4 Relationships with the following cycle

Prediction of future solar activity is important not only fspace weather and climate,
but also to test current dynamo models. In this section westigate how the cycle aver-
aged tilt angles are related to the global parameters ofi¢hiecycle. We calculated the
correlation cofficients between the tilt-angle parameters, («@)/{1), {a,) and{a,,)/{1)
of cyclei and the parametef$, A andL of cyclei + 1 and the probability that these cor-
relations are due to chance.

In general the correlations of the strength and amplitudh the 4 tilt angle based
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2 Sunspot group tilt angles and the strength of the solaecycl

guantities are low and inconsistent between the two dasa €etly correlations between
({aw)/{A))i andL;,, appear to be statistically significant for both data setblera.3 lists
the correlations found between the tilt angle based paemnand the length of the next
cycle. For MW data, the probabilities that the correlatiarsdue to chance are below or
around 10% for all the averages considered exceplfgk1). The strongest correlation
found is with the mean tilt angl€¢)) of valuer, = —0.88. In contrast, for KK data only
(a,)/{1) presents a correlatiom(= —0.61) with a chance probability below 15%. This
suggests that if the tilt angles are large, then the nexeoydl be short. The fact that
the correlation of tilt with the length of the next cycle igsificant, but is poor with the
strength of the next cycle is consistent with the finding thatlength and strength of a
cycle are poorly correlated{= —0.37, Charbonneau and Dikpati 2000 apd= —0.35,
Solanki et al. 2002a)

Now, tilt angles influence the amount of magnetic flux reaghtre poles (Baumann
et al. 2004) and the polar magnetic flux during activity minimhas been found to be
one of the proxies that best predicts the strength of the cyeté (Makarov et al. 1989,
Dikpati et al. 2008). However, the tilt angle is not the ondyameter influencing the polar
flux, which is in line with the poor correlation found betwe#hangles and the strength
of the following cycle (values range from 0.40 to 0.54 for M\wda-0.58 to 0.19 for
KK and are not even consistent in sign between the two dasy s8bviously, the total
amount of magnetic flux emerging over a cycbgy, is another central parameter influ-
encing the polar flux (Baumann et al. 2004). Hence a more palgimotivated quantity
to consider ish(a@)/{A) or ¢, )/{1). Since no regular and consistent magnetic infor-
mation is available prior to cycle 20 we use sunspot areasesgs ofg;. |.e. instead
of ¢yor{a)/{1) we determineS{a)/{1). Sunspot areas are proportional to the amount of
magnetic flux emerging through the spots since the field gthesveraged over a sunspot
is similar (Solanki and Schmidt 1993).

Figure 2.5 shows({ay)/{1)); versusS;,;. Again the errors are treated by means of
error propagation and assuming Gaussian statistics anthaseoverestimated. In this
case we were not able to propagate the errors precisely w@t@ve no information on
the errors of the individual measured sunspot areas thdtivefiect the calculation o$;
or Si;1. The error bars in Fig. 2.5 are calculated assuming $hat known accurately.
UsingS instead ofp; also means that we implicitly assume that the ratio of magflak
in faculae and network to that in sunspots is the same for eadlk. Consequently, the
plotted 1 error bars represent lower limits to the true uncertaintBgth data sets show
a moderate positive correlation betwe&id,,)/(1)); andS;,; (see upper row of Table 4
forrc andP values). Itis interesting to point out that both data sétspagh independent,
display almost identical fitsy; = 0.20S;,; + 4950666 andy; = 0.20S;,; + 5353598 for
MW and KK data sets respectively, where: S{a)/{1).

Finally, we carry out a variant of the above analysis thatislgd by dynamo models
that include the influence of the meridional circulation la solar surface (Wang and
Sheeley 1991, Choudhuri et al. 1995). According to such fsaihe amount of flux
reaching the poles depends (for a fixeffetiential rotation, meridional circulation and
diffusion rate) on the tilt angles and the latitude distributbbrthe active regions. If a
region is at relatively high latitude, then in general botiepities are dragged to the pole
by meridional circulation, leading to a negligible changehie magnetic flux there. For
active regions close to the equator the magnetic flux of thdihg portion can reach
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Figure 2.5: Strength of cycle multiplied by normalised meaga-weighted tilt angle vs.
the strength of the next cycle for (a) MW data & 0.65) and (b) KK datar¢ = 0.70).
The dashed lines are linear fits to the data points and the lears representd error
(assuming Gaussian statistics). For the MW data set cybland 21 are shown as squares
and dashed lines for the error bars to indicate their incetepkess.

and cancel the opposite polarity of the leading portion ofative region in the other
hemisphere. This leads to an imbalance in the sense thalynflaixfrom the following
polarity reaches the pole. Hence regions at low latitudesritute disproportionately to
the reversal and accumulation of magnetic field in the pdless is thought to fiect the
strength of the next cycle since the polar fields are the ifgoihe next cycle. We take into
account this latitude dependence by multiplying an exptakiunction of the latitude to
the area-weighted tilt angles. The monthly means of ared-latitude- weighted tilt
angles are computed as follows:

__ SAwE’
Qg = ZAj
whereA, is the area of the sunspot groygrom MW and KK data setsy; the tilt an-

s
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2 Sunspot group tilt angles and the strength of the solaecycl

gle of the same group}; its latitude andl, is a constant that determines how rapidly
the exponential function drops with latitude. The valuelpflepends on the latitudinal
velocity profile of the meridional flow, which (for reasons @®fmmetry) is zero at the
equator. Small values af, correspond to a meridional flow whose horizontal component
increases rapidly with. In the absence of clear observational constraints we retvig s

to 10, 20° and 30 and have repeated the analysis for each of these values.

In Fig. 2.6 we plotSaz,; (solid curve) for the whole time series smoothed over 24
months, withS being the monthly means of sunspot area from Balmaceda @019).
The dashed curve is the 12 month smootBenhd the solid curve has been shiftedHiyL
years to better compa®@w,, with S of the following cycle. Since the whole curve has
been shifted by a constant value and each cycle ha$aetit duration, the lengths of the
cycles of the solid and dashed curves do not match. Howeveséen that the consecu-
tive rise in strength from cycles 16 to 19 and the drop frome{® to 20 are reproduced.
The correlation caicients between the peaks of both curves reach a maximum eflue
0.79 (P= 3%) for MW and 0.78 P=4%) for KK when takingl, = 10° (see lower row of
Table 2.4). All of the 7 cycles are considered in both data sieice the maxima of cycles
15 and 21 are included in the MW record. The correlationffoc@ient values range from
0.74 to 0.79 for the MW data set and 0.78 to 0.79 for the KK datandien smoothing
over 24, 36 and 48 months. Since the first 4 years of cycle 18areomplete in the MW
data set, we chose a 24 month smoothing as optimal to redecetbe while not losing
the maximum of cycle 15.

Table 2.4: Correlation cdgcients between expressions containingf cyclei and the
strength or maximum amplitude of cydle- 1.

Mount Wilson | Kodaikanal
[ P Ie P
(2=S); vs. Si,1 0.65 0.11 | 0.70 0.08

_\<A>

maxSaa,) + 1lyrsvs.maxS) 079 0.03 | 0.78 0.04

Correlation coéficients are represented hyand the probability that the correlation is due
to chance byP for both the MW and KK data sets. The two rows correspond fieint
expressions explained in the main text.

2.5 Discussion

Our understanding of the solar dynamo remains incomplespitdethe large amount
of effort invested into it (Charbonneau 2005). One hindrance tet@bunderstanding is
the limited number of observational constraints, some atiwhare reviewed by Gilman
(1986, 2002) and Rempel (2008).

In this paper we have analysed the time-dependence of t@gle, which has added
two more observational constraints that dynamo models satstfy. The first is that
there is an inverse correlation between the strength of ke @md the tilt angled) of
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Figure 2.6: Comparison of actual and predicted sunspot arke dashed curve shows
monthly sunspot areas smoothed over 12 months from Balraaatead. (2009). The solid

curve is the prediction based on the tilt angles and sunspasaf the previous cycle for
(@) MW and (b) KK records, both smoothed over 24 months.

sunspot groups observed during that cycle. This correlatias found to increase when
the latitudinal dependence of Joy’'s law was taken into actc@ihat is whene/1 was
considered instead of).

The results in the previous section are based on obsergatwhile this paper con-
centrates on the observational signature, it is worthwtbiléigress and speculate on the
possible causes of this inverse correlation. In doing so mphasise that our discus-
sion is only speculative whereas the results of the prewseason are based firmly in the
observational data sets. One possibility is that the figlehgth of magnetic flux tubes
in the overshoot region below the convection zone is largeind strong cycles. Since
stronger flux tubes are lesffiected by the Coriolis force this would explain the observed
correlation. In Babcock-Leighton type dynamos the torbild tubes at the base of the
convection zone are believed to be the result of titeedintial rotation winding up the
poloidal magnetic field. The magnetic energy density of daps formed in this way is
likely to be limited to equipartition values with the kinegnergy density of the fieren-
tial rotation. This gives a magnetic field strengthoL0* G. Such a loop can then loose
mass via an instability which drains mass from the slightly-adiabatic region where the
flux tube is located into the convection zone, which incredbe field strength te: 10°
G over a timespan of approximately 6 months (Rempel and S@&001). As the flux
tube becomes stronger, it becomes subject to the Parkabilitstwhich causes it to erupt
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2 Sunspot group tilt angles and the strength of the solaecycl

to the surface. The Parker instability depends on both tie sieength and on the sub-
adiabaticity of the layer where the flux tubes are stored: matig fields of tubes that are
stored slightly deeper can become stronger prior to thetaislee Parker instability.

To explain the observations requires either that in strgetes the tubes are produced
or stored slightly deeper (Caligari et al. 1995), or thewagihere the flux tubes are stored
becomes slightly more stable, or that the intensificati@tess acts more quickly so that
higher field strengths can be reached before the tubes eAigbmbination of these
processes may also be at work.

There are a number of nonlinear, competing, factors whieHikely to be relevant.
For example the increased flux of a strong cycle will be moggstant to downward
pumping, and will perhaps decrease the depth of the comgeatiershooting at the base
of the convection zone. This might decrease the depth athathie flux is located, but
will also afect the thermodynamic properties of the layer. Anothgat, which acts in
the correct direction, is the magnetic tension associattdthve enhanced poloidal flux
of strong cycles. This will tend to pull the field lines deep®po the overshoot region,
however the ffect is likely to be weak, possibly depending on how the palbfigld is
structured.

In relation to changing the subadiabaticity, Rempel andiSsler (2001) have argued
that the energy to intensify the toroidal flux tubes t§ ®comes from moving material
along the entropy gradient near where the tubes are stonedarount of energy involved
has been estimated (e.g. Steiner 2004) to be approxim&@¥lgrhs. On the observational
side, Baldner and Basu (2008) reported a’¥0 change in the wave speed squared near
the base of the convection zone. The observed change is anthfinticorrelated with
activity. Its fect in the current context is to change the subadiabatio#ghancing the
stability in the region where the flux tubes are stored. Howrgj the &ect would be,
and how it balances with otheffects, needs to be evaluated.

Another possibility is that the observed tilt angles haverbmfluenced by the near-
surface flows. These inflows consist of a time-dependent ooewtt of the solar dif-
ferential rotation (Howard and Labonte 1980) called zorak§, and a time-dependent
component in the meridional plane which has been observetabking magnetic fea-
tures (Komm et al. 1993) and with helioseismology (Basu antia®2003). Some models
suggest that both components of the inflow are driven by tleessxcooling associated
with plage (Spruit 2003, Rempel 2006). If so, the strengthefnflow will be determined
by the amount of plage, which is directly related to the sitbrof the current cycle.

Both components of the inflows will tend to decrease the titile over time. This
effect acts on the flux tube both as it rises through the inflow ani evolves on the
surface after emergence. The sign of tiffeet is correct, enhanced inflows during strong
cycles will reduce the observed tilt angles. To estimatarthgnitude of theféect we now
concentrate on the meridional component of the inflow (tfieceé of the time variations
of the zonal flows turns out to have a similar magnitude).

The time dependent meridional flow includes an inflow towahésactive region belts
(Zhao and Kosovichev 2004) which had an amplitude®frys for cycle 23. To estimate
the expected magnitude of th&ext on the tilt angle, we assume that sunspots are, on
average, subject to this flow fer 5 days before they are observed. These 5 days include
the rise time through the flow, the sunspot formation time els as a delay caused by the
fact that not all sunspots appear on the side of the Sun fabm&arth. The maximum
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2.5 Discussion

relative velocity with which the two polarities could bed¥n towards one another by
such a flow is 10 . This maximum is unlikely to be reached, so for the purpages
obtaining a preliminary estimate we assume that they dgtove towards each other
with half this speed, that is 5 & Over the course of the 5 days this gives a 2.16Mm
decrease in the latitudinal separation of their leading taaiting fluxes. For an active
region with a longitudinal separation between the leadimgjtaailing fluxes of 100 Mm,
this is a decrease in tilt angle of around 1.23 degrees. Ifllsa/dor the fact that cycle

19 was stronger than cycle 23, so that its inflows would hawnsronger, then the
magnitude of the féect is approximately consistent with the observations.

The above are not the only possibilities for the observeditiegcorrelation, and have
been presented only to give an indication of some of tifi@dint types of possibilities.
It is possible that some of these explanations will be ableet@xcluded on either ob-
servational or theoretical grounds. More modelling anceolzions will be required to
pinpoint the main mechanism.

The second resultis that there is a reasonably strong ataebetween the product of
the strength of a cycle and its average tilt angle and thagtineof the next cycle, = 0.65
andr. = 0.70 for the two data sets, respectively. This product wasidensd because it
corresponds to the poloidal source term in dynamos basduedBabcock-Leighton idea.
The correlations were found to improve when the quantitiesewnade to more closely
match the poloidal source term of the models. Specifically,feund an improvement
when we included a latitudinal dependence designed to ntbdedffectiveness of flux
emergence in producing global poloidal fields (which degengon some of the flux
crossing the equator so that regions emerging close to that@gare more féective).
This observational constraint supports the flux-transgymamo model. It shows that the
strength of a cycle is correlated at the 79% or 78% level (déjng on the data set) with
the poloidal flux of the previous cycle. Importantly, the glio strength from cycle 19 to
20 is well reproduced. This tilt angle then appears to accfmra substantial part of the
variation from cycle to cycle of the activity level.

This is good news in two regards. Firstly, it suggests thatnleasuring the tilt angle
and amplitude of a cycle, we will be able to make early préoiist of the strength of
the proceeding cycle. The predictive accuracy is not highan, for instance methods
based on precursors (see Hathaway et al. 1999), but can be mmach earlier. This
can be seen in Figure 6 where the “predictions” have beeteshily eleven years (note
that a two year smoothing has been performed which redueeprédictive horizon to
10 years). A possible improvement of predictive skill aetatmes might be possible by
combining diferent schemes, but this will depend on how independent tieeysacondly,
it suggests that a major part of the nonlinear cycle modulas associated with the tilt
angle. Several possible non-linearities were discussedealsuch as the near-surface
inflows, the depth at which the tubes are stored and the piep@f the plasma near the
base of the convection zone. More work is required to dististybetween these and other
possibilities.
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2 Sunspot group tilt angles and the strength of the solaecycl

2.6 Conclusions

We have analysed the sunspot data from Mount Wilson (MW) andiikanal (KK)
observatories in order to study Joy’s law, the variationwfspot group tilt angles from
cycle to cycle and the relationship of this variation withoBs cycle parameters: strength,
amplitude, and length. The correlations found from the ysialare listed in Tables 2.1,
2.2, 2.3,and 2.4. From the analysis we highlight the folfayvi

(1) Alinear fit to Joy's law gives = (0.26+0.05)1 for the MW anda = (0.28+0.06)1
for the KK data sets. Here is the tilt angle and! the latitude, both expressed in degrees.

(2) The mean tilt angle changes from cycle to cycle (Fig. 8)2ahd Table 2.1). The
range of values exceeds the uncertainties in the cyclegedrtilt angles.

(3) A negative correlation between the normalised tilt angir (@)/(1), and the
strength of the same cycle is found & —0.95 andr, = —0.93 for MW and KK data
sets, respectively).

(4) We also find a negative correlation between the latituatenalised area-weighted
tilt angle (aw)/(1)) and the length of the next cycle.(= —0.67 andr. = —0.61 for MW
and KK data sets, respectively).

(5) Finally, we discovered a positive correlation betwdendtrength of one cycle mul-
tiplied by its mean area- and latitude- weighted tilt ang®a.,)/(1));, and the strength
of the nextcycle, S;,1, (rc = 0.65 andr, = 0.70 for MW and KK data sets, respec-
tively). Higher correlation cad@icients are obtained between a tilt-angle based expression
obtained through guidance from Babcock-Leighton type dymanodels and the ampli-
tude of the next cycler{ = 0.79 andr. = 0.78 for MW and KK, respectively).

These results show the importance of the tilt angle of sungpups for both the
prediction of solar activity and the understanding of thggits behind the solar dynamo.
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3 Solar irradiance reconstructions
from a Surface Flux Transport
Model

3.1 Abstract

Solar irradiance is one of the important drivers of the Eartflobal climate and its
reconstructions are thus of crucial interest for climatelts. We assume that variations
of total solar irradiance are due to changes in the solaaserhagnetic flux. To describe
the latter we employ a surface flux transport model, whictdpees daily full-disc mag-
netograms of the solar surface. These are then used as atpuhc SATIRE-S (Spectral
And Total Irradiance Reconstructions for the Satellite éype model to reconstruct the
total solar irradiance back to times when no magnetograma\ailable. In this chapter
we present a reconstruction for cycles 21 — 23 to comparetlit the PMOD composite
of irradiance observations. There is a reasonable agredmeémeen the reconstructed
values and the observations for both short term and long vanmtions. However, the
shapes of the cycles are not completely reproduced, incpéatithat of cycle 23. The
reconstructions show slightly higher irradiance levelsriythe maxima of cycles 21 and
22, a lower minimum between cycles 22 and 23, and a genei@jdisment during the
whole cycle 23. Fits for cycles 21 and 22 alone improve theltesluring these two
cycles. To ameliorate the total solar irradiance recortitns the next step will be to
include the flux emerging from ephemeral regions or smalblaipregions (see Ch. 4),
which are missing in the reconstructions presented in thapter.

3.2 Introduction

Reconstructions of total solar irradiance (TSI) have beeimgyon since the late
1980’s, with the use of models based on proxies of solariacie.g. Foukal and Lean
1988, Lean 2000, Fligge et al. 2000, Wenzler et al. 2006). tMoscessful models as-
sume that irradiance changes on time scales of days or langeiriven by the evolving
magnetic features on the solar surface (Krivova et al. 20@zler et al. 2006, Ball
et al. 2011). The brightness contrast of these featureshandvolution of their surface
coverage contributes to the changing TSI. Dark sunspot®eaght faculae and network
contribute respectively to decrease and enhance the ambuadiation emitted by the
Sun (see Sect.1.3.2).
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3 Solarirradiance reconstructions from a Surface Flux Sjpart Model

TSI models by Lean (2000) consider the contribution of sotspnd faculae sepa-
rately to the total irradiance. The darkening due to surssjgotalculated using a semi-
empirical brightness ratio between sunspots and quiet &whpbservations of sunspot
areas and sunspot number for the earlier periods. The itdmightening due to faculae
is obtained from Mgll core-to-wing ratio. Models like theesdeveloped by Fligge et al.
(2000) and Krivova et al. (2003) also treat separately ttaliance from each magnetic
feature on the solar surface. However, they use the spaf@imation of the magnetic
features from direct full-disc observations of the Sun. @aum images provide the lo-
cation and area of sunspots and the magnetograms the ntafigldtintensity of faculae
and network. The intensity brightness of sunspots, facataknetwork is taken from
time-independent model atmospheres (Unruh et al. 1999%. niddel atmospheres give
the intensity of the corresponding magnetic feature depetnoh the wavelength and the
position on the solar disc. The down side of this type of mpdel of the SATIRE-S
model, is that one can only reconstruct irradiance for ties when magnetogram mea-
surements are available. Krivova et al. (2007) employedrarént SATIRE model, called
SATIRE-T for the telescope era (see Sect. 1.3.3), to renaetst S| since 1700. In their
case, disc integrated values of the model atmospheres aadhtiégrated magnetic flux
of the considered magnetic features are used. They alagliedlan additional magnetic
feature in the calculation of the TSI, the ephemeral reg@rsnall bipolar regions. The
solar magnetic flux is determined using a model from Solahkile(2002a) from the
sunspot number.

In the present work, we aim at reconstructing TSI in the patgtnes when there are no
magnetograms available using a SATIRE-S type model. To Kezgpatial information
of the magnetic features we employ a surface flux transpodem@GFTM) and obtain
the magnetic flux distribution on the photosphere, as a ntagream does. Keeping the
spatial information allows to reconstruct TSI more accaelsasince the brightness of the
magnetic features also depends on the position on the seta(ste Sect. 1.3.2). Wang
et al. (2005) reconstructed TSI since 1713 using the irradianodel from Lean (2000)
and a SFTM to calculate the magnetic flux on the photospheiéhodgh the model
from Lean (2000) also assumes that the irradiance changeduarto the evolution of
magnetic fields on the solar surface like in the SATIRE-S rhatdoesn’t contain spatial
information of the distribution of the magnetic fields. Theyestigated a secular trend in
the TSI from their reconstruction over the last 26 cycles@erived an increase since the
Maunder minimum. In this chapter we first test the SATIRE-Sisi@nd the SFTM by
trying to reproduce the TSI during the observed period sirg#8. After this preliminary
and incomplete study we aim at reconstructing further badkne (see Ch. 4).

In Sect. 3.3 and Sect. 3.4 we describe, respectively, thesas the SFTM used
to retrieve information on the distribution of the magnétixx on the solar photosphere
and the modifications made in the SATIRE-S model to suit tha d@m the SFTM.
Section 3.5 presents the results obtained from the TSI steartions as compared with
the observations and finally Sect. 3.6 summarises the oetadtine reconstructions and
discusses them in the context of other TSI reconstructindstee possible missingtects
in the models.
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3.3 The Surface Flux Transport Model

3.3 The Surface Flux Transport Model

3.3.1 The induction equation

SFTM basically solve the induction equation to simulatettine evolution of mag-
netic fields on the solar photosphere. The induction equakq. (3.1), in vector form

contains two terms. 9B

E:VX(VXB)—VX(UVXB) (3.1)
The first term on the right hand side of Eq. (3.1) is the indarctierm wherev repre-
sents the velocity field. The second term is thugion term, where is the magnetic

diffusivity defined as
c?
= 3.2
g Ao (82)
with o being the conductivity of the plasma. Consideripgs constant and using some
vector identities Eq. (3.1) becomes
0B
5" V x (v x B) + nV2B. (3.3)
The 2-D SFTM used here was developed by Baumann (2005). Uheessthat the
magnetic field on the surface of the Sun is purely radial. Thiseasonable since the
magnetic field of the faculae and network is only weakly imeti relative to the vertical
(Solanki 1993, Martinez Pillet et al. 1997). The SFTM alssuases that the transport of
the large-scale magnetic field on the photosphere is theeaziibe dfects of diferential
rotation,w, meridional flow,v, and surface diusivity, n,. Thus, the model solves Eq.
(3.3) in spherical coordinates for the radial magnetic faelcthponenB, (6, ¢, t) as follows
0B, 0B, 1 7] .
- 9% TR aa("(e)B' S'”((’))
h Iij ( ) 6Br) 1 6ZBr]
—|——|sinf— |+ ———
+R§[S|n989 )" sifg Op?
+S(0, ¢,1) - Dr (1, B), (3.4)

wheref and ¢ represent the colatitude and longitude, respectivelyhensblar surface
andR; is the radius of the Sun. The first two terms in the right sid&gf (3.4) come
from the advection component of the induction equation, rehgo) is the diferential
rotation andv(6) is the meridional flow. Thus, the velocity profile in Eq. (Bi8 a sum
of the diferential rotation in th@ direction and the meridional flow in thg direction.
The following two terms correspond to theftisive component withy, representing the
magnetic surface dusivity. Finally,S(6, ¢, t) andD; (r, B) are additional terms describing
the emergence and the radial loss of magnetic flux, respdetithe parameted, was
introduced by Baumann (2005) and Baumann et al. (2006) towextdor the dffusion
in the radial direction (i.e. the third dimension missinglie 2-D SFTM), as originally
proposed by Schrijver et al. (2002), to model more reahdfiidong-term trends of solar
activity (for details see Baumann 2005). In particularsttiecay term was needed to
reproduce the reversal of the polar fields after the stromteci® as it was followed by
a weak cycle 20. Without it, the net field reaching the polesnducycle 20 wouldn'’t
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Figure 3.1: Top: Open flux as computed from the surface SFT@d)(rthe open flux
as reconstructed from the aa-index (black solid line) ard@MNI data (black dashed
line). Bottom: Line of sight polar field as calculated by tHeT™ (red) compared to the
observations from the WSO (black). The simulation resuitgehbeen multiplied by a
factor of 1.5 to match the observations due to calibratitects Svalgaard et al. (1978).

have been enough to cancel out the polar field from cycle 1harrdversal would have
occurred. The SFTM has been able to reproduce observaltlessihe polar field, open
flux and total photospheric flux (Schussler and Baumann 208feron and Schiissler
2007, Jiang et al. 2010a).

3.3.2 The source function: including the tilt angle of sunspt groups

The emergence of magnetic flux on the solar surface in the édtoipolar magnetic
regions is characterized by the source functgf, ¢,t) in the SFTM. Following Bau-
mann et al. (2004), the new flux of an active region is injettethe solar surface in the
form of two opposite polarity regions centered at latitudeand longitudep,, andA_
and¢_. The magnetic field distribution corresponding to each fitglat, is given by the
gaussian in Eqg. (3.5) (Eg. 3 in Cameron et al. 2010).

0.4AB

2
B*(1.¢) = Bma ) exp(2[1- cosp.(4, ¢))/6%]) (3.5
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3.3 The Surface Flux Transport Model

Bmaxis an amplitude parameter fixed by fitting the simulation itsgo the total unsigned
flux as observed by the Mount Wilson and Wilcox Observatoriég polarity separation

is found to beAg = 0.45A%° from the Kodaikanal and Mount Wilson sunspot group
data sets wheréy, is the total area of an active regiorB. (4, ¢) are the heliocentric
angles between a point on the surfage#) and the center of the positiva.(, ¢,) and
negative {_, ¢_) polarity. To obtain the positionsi(, ¢.) and the separation between
the two polaritiesAB, of an active region, one needs to know its position and area.
total area of an active region can be estimated from the sutheo@reas of sunspots,
A, and faculaeAs (Schissler and Baumann 2006, Jiang et al. 2010a, Camerdn et a
2010). For sunspots, Cameron et al. (2010) use daily sumggpop areas and positions
from a data set compiled by the Royal Greenwich Observai®&d) from 1874 to 1976
and USAFNOAA onwards!. Since there is no information on individual sunspots, the
central location of each polarity portion is based on there¢position of the group as
taken from the data set, the polarity separatighy and the tilt angler with respect to
the azimuthal direction. For faculae, the areas are taken fhe observationally derived
relation between facular and sunspot areas by Chapman(&98r).

Typically, a sunspot will appear on the solar surface anéhdithe following days its
area will grow as more magnetic flux emerges. It reaches amariarea after which the
sunspot slowly decays, fllising its magnetic flux on the solar photosphere. The SFTM
has a spatial resolution of & 1° on the solar surface and thus, very small bipolar regions
cannot be resolved. For this reason, the sunspot groupsjacteid onto the photosphere
on the day when the maximum area is reached (Baumann 2005ig guhspot (about
1000uH in area) could survive several rotations, thus appeariogerthan once on the
visible hemisphere. The daily observations usually davlibfv a sunspot group after it
disappears to the far side of the Sun. A returning sunspeipi@the visible hemisphere
is usually given a diferent sunspot group number in the records, although excely
they can be identified as returning and maintain their ocalgimumber. Therefore, it is
possible that some sunspot groups are introduced twiceiSFTM, providing more flux
to the photosphere than there should be in reality.

Dasi-Espuig et al. (2010) published an analysis of sunspmipgtilt angles using
observations from Mount Wilson and Kodaikanal observe®(see Ch. 2). The main
findings in their paper are that the cycle averaged tilt an§lgunspot groups, or more
precisely Joy’s law, varies on a cycle-to-cycle basis aatlttiese are anti-correlated with
the strength of the cycle (total area covered by sunspoiaglone solar cycle). They
further show that a combination of cycle averaged, arealaitdde- weighted tilt angles,
and the strength of the same cycle are positively correlattfdthe strength of the next
cycle with a correlation cdgcient ofr = 0.65 (11% chance probability) amd= 0.70 (8%
chance probability) for Mount Wilson and Kodaiakanal datssespectively. Cameron
et al. (2010) have included the cycle-to-cycle variatiortha tilt angles in the SFTM.
Here we employ the same model, but the tilt angles are taken fhe observed linear
relationship between the cycle strength and cycle aver@gadgle instead. The tilt angle
enters in the calculation of the positions of the individpalarities, (., ¢.), needed to
model the active regions in the source function (Eq. 3.5)eAthis new modification,

httpy/solarscience.msfc.nasa.ggreenwch.shtml
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3 Solarirradiance reconstructions from a Surface Flux Sjpart Model

they found a good match with the observed open flux and poldrrégersal times when
nr = 0. Thus, the global diusive term in Eq. (3.4)D;, is no longer needed to reproduce
such observations if the time variation of the tilt angle ohspot groups is provided.
However, Jiang et al. (2011a) do give a small value to theatatiffusivity (25 knt/s)
when reconstructing the open flux since 1700. In their woeke&talial difusivity is needed
to compensate for errors in the sunspot numbers from thg ezbrds. Otherwise, the
decay time due only tgy, is around 4000 years ffacting the field also during the last
century.

The plots in Fig. 3.1 reflect the success of the SFTM in repcodythe open flux as
inferred from the aa-index of geomagnetic variations (ee&d 2003) and also with the
OMNI spacecraft data. The top panel shows the reconstrugted flux (top panel) and
the line-of-sight polar field (bottom panel) as comparedhtodbservations (black) for the
last 3 solar cycles, i.e. the same period covered by TSI wasens and for which we
reconstruct TSI (see Sect. 3.5). The bottom panel plotstieedf-sight polar field from
which we can see that the simulation also matches the tinfittiegpolar field reversals,
as we can see from the comparison between the simulatioh §retithe observations
(black) from Wilcox Solar Observatory (WSO) at the times ohima. Only the reversal
during cycle 23 is delayed in the simulations with respec¢h&observations.

3.4 SATIRE: method

Here we follow a similar method as the one described by Fligfgal. (2000) and
Wenzler et al. (2004, 2005, 2006) to reconstruct TSI. Irstdfausing direct observations
of the surface magnetic fields, we make use of a SFTM (destiib8ect. 3.3). It sim-
ulates the magnetic fields on the surface of the Sun provitiegame information as a
magetogram. Hence, we compute solar irradiance with SAT3RBodified to suit the
modelled magnetograms from the SFTM.

The SFTM provides a daily synoptic chart of the radial magrféld of the whole
solar surface (360in longitude and 180in latitude) with a spatial resolution of X 1°
on the solar surface. An example of one of such synoptic sharFig. 3.2. At such
resolution, the portion of the Sun covered by a pixel is bigugh to contain all of the
magnetic features in the SATIRE-S model, nhamely faculaerstdork, sunspot umbra
and sunspot penumbra. Consequently, the filling factorspixel will be between 0 and
1 for all components. The main issue now is to obtain the §lfiactors at such spatial
resolution of the simulated magnetograms.

Firstly, we increase the spatial resolution by dividingrepixel, (, j), in the simulated
magnetogram into 100 sub-pixel§, k), to locate the observed sunspot groups and their
area coverage on the magnetograms more accurately. THopssind areas of sunspot
groups are taken from the same sunspot group data set ushd BFTM (sec. 3.3).
Therefore, known the central coordinates in latitude anditoide of the sunspot groups,
6, ¢), and their areals, we are able to locate the sub-pixeksl] where the sunspot
group falls. To do this we consider the bipolar group to bestituted by two circular
portions of equal radius

As

2= o (3.6)
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Figure 3.2: Radial component of the magnetic field strengttiof coded) on the solar
photosphere from the surface flux transport model. The g-axatitude in degrees and
the y-axis is longitude in degrees. The dotted line showséinéral meridian and the two
black solid lines delimit the near side of the sun.

where the subscripts (2) refer to the leading and following portions respectivelye
center of each portion is displaced longitudinally withpest to the center of the sunspot
group¢. an amount equivalent to their radius, while the latitudeimsis the same as
that of the sunspot group centéy,

k1.2 = 9(:,
|1'2 =12 (37)

Note that in Eq. (3.7) we are not considering the tilt anglehef sunspot groups. At
the original resolution of 1x 1° on the solar surface, we don't expect that it will have
a considerableftect in the total disc integrated irradiance. Once the sublpi, |)
where the sunspot groups fall are identified, we count théatajimingns. In this way, the
fraction of the original 1x 1° pixel, , j), that is covered by sunspots will be

fs(i, J) = ng(i, j)/100 (3.8)

The rest of the pixel that is not covered by sunspot is consil® be filled by faculae
and quiet Sun. The corresponding fraction is

fr.as(i, J) = (100-n(i, j))/100 (3.9)

For the calculation of the facular filling factors we need ti@gnetic field strength in the
original pixel that remains after removing the magnetiafi&rength due to the sunspots.
Thus, we approximate the field strength in a pixel due to étaeryg that is not a sunspot
as

B, ) = B(i, ) fraaqi. 1), (3.10)
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masked
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Figure 3.3: Projection of the synoptic chart in Fig 3.2 whére pixels covered by
sunspots have been masked by their corresponding fradiiwisated by the blue cir-
cles). The X- and Y- axes are both in units of pixels. The gitlernf the radial magnetic
field is color coded as given by the color bar.

whereB (i, j) is the radial magnetic field strength of the pixelj§. It is important to point
out that we are distributing the magnetic flux of the pixeltaspot and faculae linearly.
In reality, however, the flux is more concentrated in sursplaan in faculae (Keppens
and Martinez Pillet 1996). We don't correct for this since expect that it will have an
effect mainly in the short-term variation of the solar irradiamnd we are more interested
in the long-term behaviour.

From the maskd(i, j) andf(i, j) we calculate the filling factors for sunspots and
faculae respectively, but first we project these images tainlthe portion of the solar
disc visible from the Earth and the correct area contrilbutb each pixel. Figure 3.3
is the projection of the visible hemisphere of the synopfiartin Fig. 3.2. Two young
active regions can be spotted near the equator, one clote thsc center and the other
one closer to the limb, where the yellow patch representgdbiive polarity and the blue
one the negative. The blue lines and circles indicate thetiloe of the sunspot groups
inside the active region that have been masked. The codegifiar the projected images
are denoted as’(j’). The filling factors for sunspots are directly the fractwfirsurface
covered by them,

as(i’, J') = £, ). (3.11)

The filling factors for faculae are extracted frefti’, j’) in a similar way as described by
Fligge et al. (2000) since even after increasing the spegsaiution we cannot locate nor
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3.5 Results

distinguish faculae from quiet Sun. The facular filling facis taken to increase linearly
with field strength3(i’, j’), from zero to unity at a saturation valuBg,, of the field
strength,
. B, [")/Bsa  if B(i", |") < Bsat

a’f(l > ) ) = { 1 Ifﬂ(l/, ]’) > Beat (312)
Bsat is the only free parameter of the model and it is interpretedha average field
strength at which the brightness of the magnetic elementatas (Solanki and Stenflo
1984, Foukal and Fowler 1984, Ortiz et al. 2002). This is, w&uane that as the filling
factor increases, so does the intensity contrast untikitlies a saturation value, above
which it will contribute to a constant brightening given Inetmodel atmospheres (Fligge
etal. 2000). For the quiet Sun filling factors we use the feiig relation (see Sect. 1.3.3)

aq(i’s ) = 1-as(i’, J') — ax(i", |). (3.13)

To compute the TSI we employ Eq. (1.4) where we integrate allewvavelengths.
The filling factors are converted from position, (") to u and the calculation of TSI is
now the direct summation of the product of the filling factadarightness intensity of
each of the 4 magnetic components in the SATIRE model. Toratpéhe umbral and
penumbral contributions we use the ratio 0.25 of umbral toupgbral areas as employed
by Wenzler et al. (2006) following Brandt et al. (1990).

3.5 Results

In Sect. 3.4 we described how to reconstruct the TSI using®ERE model and
simulated magnetograms from a surface flux transport madete we present the re-
constructed TSI for the period covering solar cycles 21 —tA8iféerentBsg,, values and
compare them to the PMOD composite of observations. The PM@Dposite starts
from November 1978, thus our reconstructions start on the same date and gotletil
end of 2008.

We are interested in the correct reproduction of long-teamations of the TSI, i.e.
to reproduce the amplitude and shape of the TSI cycles anadhithiena levels. For this
reason we also chose to compare our reconstructions withIP&f@r a smoothing of 3
months. Table 3.1 lists the correlation @ieent between PMOD and our reconstructions,
the slope of a linear fit between the two data sets and its soralingy? value, for the
range ofBsy; values used, both before and after smoothing the data ovenghs In the
plots, the curves corresponding to the reconstructionstifeed to match the mean value
of PMOD. The parameters in Table 3.1 for the smoothed data $iigher values of the
slope and correlation céicients, and lowey? values than for the unsmoothed data. This
was expected since the reconstructions are not that aecumat daily and rotational basis
due to the low spatial resolution of the magnetograms. Caily rotational variations are
excluded by taking the moving average, resulting in higteeretation cofficients and
lower y? values. Figure 3.4 plots the smoothed reconstructed TSliftarent saturation
values together with the PMOD. These curves illustratedhethat high saturation values
diminish the &ect of faculae in the TSI through the filling factors and loweaturation

2httpy/www.pmodwrc.cfpmod.php?topistsi/compositgSolarConstant

59



3 Solarirradiance reconstructions from a Surface Flux Sjpart Model

1369

1368

1367

1366

TSI [W/m2]

1365

1364 | | | v | | "
01/1977 07/1982 01/1988 07/1993 01/1999 07,/2004 01/2010
date (m/y)

Figure 3.4: TSI reconstructions withffBrentBs,; values smoothed over 3 months repre-
sented by dferent colors according to the legend. Black representsit@Pcomposite
also smoothed over 3 months.

Table 3.1: Correlation cdgcient,r, slope,s, andy? for reconstructions at fierentBgy
values vs. PMOD.

\ no smoothing [ 3 months smoothing
Bsat [G] r S X r S X
200 0.718 1.664 8825.30.866 2.610 3829.2
300 0.753 1.118 3238.30.865 1.546 1359.8
350 0.759 0.960 2292.90.863 1.237 890.5
380 0.759 0.886 1952.40.860 1.090 707.3
400 0.757 0.842 1786.00.858 1.005 612.2
430 0.752 0.784 1602.10.854 0.892 499.5
450 0.747 0.750 1512.90.851 0.825 440.1
480 0.737 0.704 1416.30.844 0.734 368.6

values result in larger amplitude variations of the TSI eydlhe top panel in Fig. 3.5 plots
in red the reconstructed TSI f@s,; = 400 G, value for which the slope is closer to unity
when smoothing over 3 months, and in black PMOD. The dipsezhby the passage of
sunspots are, in overall, deeper in our reconstruction th&MOD. This could cause
a systematically lower slope than in the case for the smdotheves when comparing
the reconstruction with PMOD. The two smaller plots are ey@ments of shorter periods
where one can appreciate the accuracy of the reconstruattisimorter time scales. The
panel to the left covers a period of 6 months and the panektdaght of 2 years during the
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3.5 Results

descending phase of cycle 22. From these plots we can sethé¢h@gconstruction (red)
is able to reproduce most of the dips caused by the passagetsfacross the solar disc
at the right times. However, for big and long lived sunspbesrodel fails to reproduce
the shape of the dip, showing a thinner broadening and a wiagk¢hat starts later than
observed (see Fig. 3.5, bottom left panel aroundl®d0). This is a consequence of
injecting the sunspots in the surface flux transport modgseatime when they reach their
maximum area (see Sect. 3.3). By introducing sunspots dintieavhen they reach their
maximum area we are missing the previous days when the sifirspappears and grows
in size. The sunspots at the early stages will already cadsekening in the observed
TSI that we don’t reproduce in our reconstructions due tdahethat they are not present
in the surface flux transport model.

More important are longer time scales, where we also find stisveepancies. These
are better noticed when plotting theffdgrence between the reconstruction and PMOD.

Bf=400G, off=0.3W/m2
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Figure 3.5: On the top the value 8, and the df'set applied to the reconstruction are
specified. Top panel: Reconstructed TSI (red dashed lirespmpared with PMOD
(black dots). The thick solid curves are the same data aften@othing of 3 months,
in black for PMOD and in red our reconstruction. Bottom par&hlargements of two
shorter periods. Black dots are again PMOD values and théasloed lines represent the
reconstruction.

61



3 Solarirradiance reconstructions from a Surface Flux Sjpart Model
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Figure 3.6: In all panels black is for cycles 21 and 22 and doeyycle 23. The top
panels correspond to the best fit reconstructions consgladi 3 cycles while bottom
panels consider only cycles 21 and 22. Left panel&iePence between the reconstructed
values and PMOD over time. The thick black curve represdngsdifference smoothed
over 3 months. Right panels: Reconstructed values vs. PM@b $moothed over 3
months. The solid line represents a linear fit to the pointstha dash-dotted line is the
expected fity = x.

Fig. 3.6 plots the dferences in the left panels and the reconstruction versusM@he
panels to the right, for saturation valuBg, = 400 G (upper) an®s, = 450 G (lower).
The periods of time at which the féiérences are most noticeable are: (1) During the
second half of the maximum of cycle 21 and the maximum of cg2lehe reconstruction
is higher than the observed level, and (2) during the mininbetween cycles 22 and 23
and the ascending phase of cycle 23 the reconstructed T8Wer lthan observed and
slightly higher during the descending phase. Thigetdénces are also seen between the
simulated and observed total unsigned flux (see Fig. 3.8)s ithportant to point out
that the average tilt angle for cycle 22 was multiplied by etda of 1.3 in the surface
flux transport model to better match the simulated and olesespen flux and polar field.
The artificial increase in the tilt angles also caused arems® in the total unsigned flux
on the solar surface during the minimum between cycles 2228nabtaining a better
correspondence with the observed total and open flux (se@Bigcf. Jiang et al. 2010a).
To test the sensibility of our irradiance model to the tilgkes we also computed the TSI
with no artificial increase in the tilt angles of cycle 22, kvdn increase of 1.3 and 1.4.
They? values in the three cases are very similar, between 60067 @B, = 400 G and
a smoothing of 3 months. The case with an increase of 1.3 tiecl®west? values of
the three.

We also calculated the fit parameters between the recotistis@nd the PMOD for
cycles 21 and 22 alone. Table 3.2 lists the correlatiofifi@ents, the slope of a linear fit
between the reconstruction and PMOD andithealues of the fit, for both non-smoothed
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3.5 Results

Table 3.2: Correlation cdgcient,r, slope,s, andy? for reconstruction at dierentBgy
values vs. PMOD for cycles 21 and 22 alone.

\ no smoothing

| 3 months smoothing

Bsat [G] r S Xz r S X2
300 0.775 1.264 2225.40.896 1.951 604.5
400 0.785 0.954 1186.80.887 1.267 283.7
430 0.781 0.889 1058.90.882 1.123 236.9
450 0.776 0.851 997.9 0.879 1.037 2124
480 | 0.767 0.799 933.21 0.872 0.923 183.6
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Figure 3.7: TSl reconstruction withBy,; = 450 G where the reconstructed curve has been
offset by 0.2W m? to match the mean level of PMOD. Top panel: Reconstructed€s)

as compared with PMOD (black). The solid curves are the satgealter a smoothing of

3 months. Cycle 23 appears in light grey to indicate that Hrameters of the fit between
the reconstructions and PMOD are calculated excludingldsiscycle. Bottom panel:
Enlargements of two shorter periods for PMOD (black) and#wenstruction (red).

and 3 months smoothed data, for cycles 21 and 22 alone. Thessénmd the correlation
codficients result higher than in the case for the 3 solar cycleghik case, the slope
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Figure 3.8: Average unsigned magnetic field for solar cy2lkes23 as simulated by the
surface flux transport model after increasing artificialig mean tilt angle for cycle 22,
compared with the observations from Mount Wilson (plus s)ggmd Wilcox Solar Ob-

servatories (squares).

closest to unity for the smoothed dasas 1.037, is obtained at Bsy; = 450 G, which is
slightly higher than th®,: = 400 G found when taking the whole period of observations.
Figure 3.7 shows plots comparing the reconstructed TSI thighobservations for this
saturation value. One can see that there are some slifjbtatices between the thick
red smoothed curves in Fig. 3.5 for the whole period, and &igfor cycles 21 and 22
alone. On one hand, the amplitude of the TSI for cycles 21 anid Better reproduced
now and one can see in Fig. 3.7 that the minima between cyflesm@ 21, and 21 and
22, are at level with the PMOD while before (Fig. 3.5) they tefow. Also, the maxima
of both cycles 21 and 22 are closer to the PMOD in this peritttipagh one can see
that still the reconstruction overestimates the TSI duthglast half of the maximum of
cycle 21. On the other hand, the TSI variations of cycle 23repeoduced better when
using aBsg; = 400 G. A close examination at theflidirence plots in Fig. 3.6 show that the
reconstructions for botBsy; = 400 G andBs, = 450 G remain below PMOD during the
ascending phase of cycle 23 by about 0.2 W on average.

3.6 Conclusions and discussion

As a new approach for reconstructing TSI, we have developetbdified version
of the SATIRE-S model suited to work with simulated magnedogs. The simulated
magnetograms are the product of a SFTM and provide the radighetic field on the
solar photosphere. One mayoffdience in the present SATIRE-S model as compared
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with previous ones (e.g. Wenzler et al. 2006) comes fromdhethat the magnetograms
are not measured but are based only on sunspot data. Thegchalagnetograms have
a much lower resolution (1x 1° on the solar surface) and thus we can't always resolve
spatially sunspot groups from faculae and network. Theléadields are introduced
employing an empirical relationship between facular antspot areas (Chapman et al.
1997), while the only source of network fields are activeaagi

The SATIRE-S model used here to reconstruct the irradiases both a sunspot
group area and position record to locate the sunspots onirthdased magnetograms
and the simulated magnetograms to locate and account fandgmetic field strength
of faculae and network (see Sect. 3.4). We firstly reconsttuthe period when there
are direct observations of the TSI (since November 1978),campared them with the
PMOD composite (Table 3.1). The main findings after recamesimg the TSI for the last
3 solar cycles can be summarized as follows:

e On time scales of days the model gives reasonable, but nat iggsailts. It repro-
duces the dips caused by the passage of sunspots acrostathdisoat the right
times. However, due to the treatment of the sources in theV§iie shapes of the
dips do not match completely the observed.

e The PMOD composite and the reconstructions of TSI show higbeelation co-
efficients and lowey? values after smoothing the data over 3 months. This is
reasonable since after smoothing the data the dispersitireiiSI caused by the
sunspots is reduced (Table 3.1).

e When fitting the reconstructed values versus the PMOD, thsest slope to unity
is achieved with a value of the free parameteBgf = 350 G for the non-smoothed
data andBs,: = 400 G for the 3 months smoothed data (Table 3.1), of alBhe
values that we tried.

e On time scales of months to years, we find that (1) at the maximiuboth cycles
21 and 22 the reconstruction gives higher values than PMQ@IO2ythe minimum
between cycles 22 and 23 and the ascending phase of cycke23dw the PMOD
values, while during the descending phase it remains higher

Cycle 23 turned out to be morefficult to reproduce than cycles 21 and 22, needing
an extra free parameter in the SFTM to reproduce consigtéml open flux and the
polar field. Thus, we also reconstructed cycles 21 and 22amal the results of these
are presented in Table 3.2. A comparison between the rdsultgly cycles 21 and 22
and the whole period of observations shows that for the 3 hsosinoothed data, the
slope closest to one is achieved foBg; = 450 G, higher than thBs, = 400 G found
when reconstructing the whole period. This gives a betterespondence between the
reconstructed TSI and PMOD for cycles 21 and 22, in partiallging the minima.

Our reconstructions of the TSI have been partly successfpite of the low spatial
resolution of the simulated magnetograms. The correlatumfficients are as high as
r = 0.76 andr = 0.86 for the non-smoothed and 3 months smoothed data, resggcti
when the slopes, s, are closest to unity. The correlatiofficant for the non-smoothed
data is certainly not as high as the= 0.91 found by Wenzler et al. (2006) when using
a SATIRE-S model with continuum images and magnetogramescionstruct the TSI for
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3 Solarirradiance reconstructions from a Surface Flux Sjpart Model

the last 3 solar cycles. However, it is comparable tortke0.78 found by Krivova et al.
(2007) for their non-smoothed reconstruction using thedded SATIRE-T model. In
the SATIRE-T model there is no spatial information of the metiz features on the solar
surface so that the filling factors are disc integrated (agts intensities from the model
atmospheres). The daily disc integrated magnetic flux froendiferent components
contributing to the TSl is needed to obtain the filling fastand is indirectly determined in
Krivova et al. (2007) by the model of Solanki et al. (2002a)contrast to our SATIRE-S
model, the SATIRE-T model employed by Krivova et al. (200¥ludes additionally the
flux from ephemeral regions or small bipolar regions. Ephairregions are small short
lived bipoles that appear on the solar surface at a widererafdptitudes than sunspots
(Harvey and Martin 1973, Harvey 1992). They don’t possesgats, albeit the total flux
of all ephemeral regions appearing on the photosphere irdagecan be of the same
order of magnitude as in an active region due to their high ohtemergence (Schrijver
and Harvey 1994, Schrijver et al. 1998). More interestingfyhemeral regions show a
cyclic behaviour as in the case of sunspots that starts drdua 3 years before sunspot
cycle minimum (Harvey 1992, 2001, Tlatov et al. 2010). Th&@BFloesn't include the
flux from ephemeral regions for two main reasons. One, théapasolution is not high
enough to inject them on the solar surface as it's done fosmats, and two, a daily
continuous and homogeneous data set of ephemeral regiess’'tlexist at the present
time. The lack of flux from ephemeral regions in the SFTM cdoddreflected mainly
during the minima and the ascending phases. This is due tadhhat ephemeral regions
appear 2 to 3 years before the start of a new cycle and peakgdilne ascending phase
of the new sunspot cycle. In the following chapter we incltfuke flux from ephemeral
regions, improving the TSI reconstructions during the minn between cycles 22 and
23 and the ascending phase of cycle 23.
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4 Solar irradiance reconstructions:
including ephemeral regions

4.1 Abstract

In this Chapter we aim at reconstructing total solar irradea(TSI) since 1878 with
the SATIRE-S model in combination with the surface flux trgors model. Chapter 3 de-
scribed how the simulated magnetograms from the surfacérélngport model are imple-
mented in the SATIRE-S model to reconstruct TSI. That modstdbes the TSI changes
caused by the evolution of active regions but does not irctive éfect of ephemeral
regions. Ephemeral regions are small bipolar regions. ig@mapter we include the
ephemeral region flux in the SATIRE-S model. The results stiawafter including the
flux from ephemeral regions the TSI reconstruction for theeobed period fits better
the PMOD composite mainly during the times of minima and deding phases. The
model is then used to reconstruct TSI since 1878. A compan$the longer term TSI
reconstruction with that from other authors showadences in the cycle amplitudes but
a similar secular change.

4.2 Introduction

The SATIRE-S model has been previously used to reconstolant isradiance during
the period when measured magnetograms are availabldanice. 1974 (Fligge et al. 2000,
Krivova et al. 2003, Wenzler et al. 2004, 2005, 2006, Ball.2@11). To reconstruct solar
irradiance further back in time, one uses SATIRE-T or SAHREepending on how far
back the reconstruction goes (Krivova et al. 2011b). Todesthe evolution of sunspots,
records of sunspot areas and positions are employed in thEREAT model. However,
recordings start only in 1874. Before 1874, the SATIRE-T piatscribes the evolution
of sunspots based on the sunspot number, available sind F&ir earlier times, the
SATIRE-M model is used and it relies on derived sunspot nusfilem cosmogenic
isotopes. The evolution of facular areas is more challengrobtain since there are no
reliable and direct measurements or proxies. This is padlyed by assuming that their
evolution is related to that of sunspots, which is reasanalvice they both are found in
active regions. In our case, the surface flux transport miodéldes the facular flux by
employing the observed quadratic relation between sumspbiacular areas by Chapman
et al. (1997). The weak magnetic features like e.g. ephdnmegimns, are, however, not
well represented by the sunspot areas since they appegwdere on the solar surface
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and are always present, even at activity minima (Harvey aadim1973, Harvey 1992,
2001). For this reason, estimating long term trends in thar sSoadiance is a diicult
task.

Several long-term reconstructions have been producedeipaist two decades (see
Sect. 1.3.4and, e.g. Solanki and Krivova 2004, Krivova amldriki 2008 for an overview).
The first TSI reconstructions since the Maunder minimum haglcéic component (i.e.
sunspot cycle variation) plus a secular component (i.deegecycle variation). The sec-
ular component was derived from stellar data that were fatared to be unreliable (Hall
and Lockwood 2004). This led to the development of altemeatnethods to derive the
secular trend.

Solanki et al. (2000, 2002a) presented a physical mechahsnexplains the secular
variation displayed by the open flux (Lockwood et al. 1999heif model reconstructs
the solar magnetic flux from the sunspot number and inclugesverlap of the activity
cycles of ephemeral regions. Using the reconstructed ppbgric magnetic flux from
the model by Solanki et al. (2002a), Krivova et al. (2007) paked TSI since the Maun-
der minimum using the SATIRE-T model. Foster (2004) alsonstructed TSI since the
Maunder minimum, although he accounted for the facular aarapt in his irradiance
model by reconstructing the butterfly diagram for faculaerfithe record of sunspot ar-
eas and positions. Wang et al. (2005), in contrast, usedfacsuiiux transport model to
simulate the evolution of the total surface magnetic fluxhef Sun to compute the varia-
tions of TSI. They included the flux from ephemeral regios@igh they dismissed the
extension, and thus overlap, of the activity cycles of epdrahregions, which is the key
to a larger secular trend.

Our approach is to reconstruct TSI since 1874, i.e. as fdc &sithe sunspot position
and area record goes. For this we use the SATIRE-S model ibioation with a surface
flux transport model, described in the previous Chapter. reélsalts from the previous
Chapter suggested the need to include the flux from ephemeg@ins, since the TSI
levels during minima and the descending phases were lowearghown by the PMOD
composite. Ephemeral regions appear around 2-3 yearstmfospot minima, thus their
flux is more noticeable during this period. Section 4.3 dessrhow the ephemeral region
cycles are modelled and how their flux is included in the SA4® model. Section 4.4
explains how the free parameters of the model are fixed and 8expresents the TSI
reconstructions since 1878 and discusses them. Finally, & summarises the results.

4.3 Modeling the ephemeral region flux

Ephemeral regions are small bipolar regions, as shown ifaier left panel of
Fig. 4.1. They have short lifetimes, typically of a few hoarsl are found over the entire
solar surface, in contrast to active regions which are cedfimithin latitudes+40°. The
frequency of emergence is about 100 ephemeral regions peméaning that on average
the total flux emerged in the form of ephemeral regions in ais@guivalent to that in
one or more major active regions (Harvey and Martin 1973,éragr 2001). The exten-
sive work of Harvey and Martin (1973), Harvey (1992) alsoeaed that the number of
ephemeral regions follows a cyclic pattern nearly in phask the sunspot cycle, their
minima occurring 2 to 3 years before sunspot minima. Hage(2891), Hagenaar et al.
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Full-Disk Magnetogram

" [ ..

Magnetogram Continuum Intensity

Figure 4.1: Full disc magnetogram of the Sun on 25 Novemb86 Ehowing a large
bipolar active region with nearby ephemeral regions whéaekband white represent
positive and negative magnetic field polarities. The twddratpanels are enlargements
that correspond to the area outlined by the white box in thiedfsc magnetogram that
show the size comparison and the association of sunspgité granel) with a large active
region (left panel). Ephemeral regions are indicated byathiée arrows in the lower left
panel. Taken from Harvey (2001).
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Figure 4.2: Butterfly diagram of sunspot groups and theudé&textent of ephemeral

regions with the same orientation superposed. The veibaed and boxes represent
ephemeral regions identified as Ca Il K regions and as magpigibles respectively. The

dashed curves are the boundaries between the activity ofdwsecutive cycles. Taken
from Harvey (2001).

(2003), however, obtainedftierent results, indicating an antiphase of the ephemeral re-
gion cycle with respect to the active region cycle. Ephelmegions are identified with
a cycle by the orientation of the bipole, that is, by theirdihgle. Although they show a
wide range of orientations, they do present a preferredtaiion, the same as that seen
in the larger active regions, that persists throughout &cyuring the declining phase of
a sunspot cycle, the ephemeral regions emerging at highdas present an orientation
reversed from the active regions and the low latitude eph@megions, indicating a new
upcoming cycle. Figure 4.2 is the butterfly diagram of subspal ephemeral regions,
showing the earlier appearance of the ephemeral regiohg sunspots in a cycle. Thus,
the contribution of the ephemeral region flux to the magrfkticon the solar surface and,
hence, to the TSI, will be most noticeable during sunspotnman

Direct and continuous measurements of ephemeral regionsxtended periods of
time are not available and the surface flux transport modes dot account for the mag-
netic flux emerging from them due to the spatial resoluti@e (Sect. 3.3.2). Therefore
we model their evolution in time using a simpler approaclnétude the &ect of these in
the TSI reconstructions. Following Solanki et al. (2002 &ieira and Solanki (2010),
the total flux emergence rate is the sum over all overlappjetes considered

N

) = > &), (a.1)

i=1

70



4.3 Modeling the ephemeral region flux

where N is the number of cycles considered aﬁﬂ(t) is defined as
&7(t) = X(@shgi(t). (4.2)
HereX is a scaling factor andbs); is
(@s) = (0.2Byy) + 0.8(B,p))(As)is (4.3)

where (Ag) is the maximum of the daily sunspot area of cycleWe use the maxi-
mum of the daily sunspot area to account for thedent strength of each cycle, so
that stronger cycles will have more ephemeral region fluxrging than weaker cycles.
The mean magnetic field strengths for sunspot umbra and gaauane(B,,)=1800 G
and(B,,)=550 G, respectively, following Krivova et al. (2007) and aating to the mea-
surements of Keppens and Martinez Pillet (1996). Again, sexlithe ratio of umbral to
penumbral area equal to 0.25 following Brandt et al. (199@) Wenzler et al. (2006).
The functiong;(t) is defined as

w—m+m] (@.4)

a() = cog (7h
Tiep
fort e [t —1;/2 - 2t,, 7 + I;/2], wheret™ is the time at which cyclereaches maximum
activity andl; is the length of the active region cycle. The length of thesspéral region
cycle is related to the length of the active region cycle vieametert,, that represents
the extension of the ephemeral region cycle in relation ésstmspot cycle,

T4 21, “5)

The ephemeral region cycle, therefore, starts aroupgears before the first sunspot
cycle minimum, and ends during the second active regionrmimi. The fact that we
relate the length and amplitude of the ephemeral regioredgdhe corresponding sunspot
cycle implies that we are assuming that the ephemeral regienproduced by the global
dynamo, like in the case of active regions.

From Eg. 4.1 we obtain the daily total ephemeral region fluxtensolar surface,
that will be incorporated in the SATIRE-S model. The dailyhemeral region flux is
disc integrated, so that we have no information on the looatif ephemeral regions on
the solar surface, in contrast to sunspots and faculae afhalie know their location
and area on the solar disc. This assumption is reasonalbke essthemeral regions appear
everywhere on the solar surface. The prime equation in SBTSREq. (1.3), requires the
filling factors and the intensity brightness of each compot®convert magnetic flux into
irradiance. We compute disc integrated filling factors fohemeral regions € (t), and
we use the corresponding disc integrated intensity (i.&),fi, of the model atmosphere.
The latter does not depend pr= cos 6, wheref is the heliocentric angle. We compute
solar irradiance including the flux from ephemeral regiamshe following way

S(t, 1) = Z [(1 - a/;(i,j)(t) - Qz(i,j)(t) - ‘YE(i,j)(t))lg(i,j)(/l)
)
ey (D15 (D) + @iy O (D) + @ ) O1 (D)
+EE(OF (1) = T (D)Fq(), (4.6)
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where the terms inside the sum are equivalent to those in EQ) &nd give the disc
integrated solar irradiance due to faculae, sunspots, f@duiet Sun only. Of the last
two terms, the first takes into account the ephemeral regitvese we have used the same
model atmosphere as for faculae. The last term subtracextiess in the fraction of the
solar surface that is covered by quiet Sun after includiegeiphemeral regions. The disc
integrated filling factors for ephemeral regiori§’, are calculated in the same way as for
the facular filling factors, i.e. equivalent to Eq. (3.12),

fer — { Beph/Ber if BePh < Ber 4.7

1 if BSPN> Bey

Here BP" corresponds to the flux density of ephemeral regions, oatiadtirectly by di-
viding the disc integrated flusP" by the surface area of the Sun.

4.4 Results and discussion

4.4.1 Fixing the free parameters:X and ty

The model has now 4 free parameters: saturation valuesdoliai@,B¢, and ephemeral
regions,Be, the scaling factorX, and the time extension of the ephemeral region cycle
with respect to the active region cyclg, The two parameters from the modelling of
the ephemeral region fluxX andt,, can be estimated by matching the observed total
photospheric flux. The saturation values are later comstdaby the best fit between the
reconstructed and the observed TSI. With the 4 parametasdrained we reconstruct the
TSI back to 1878 (Sec.4.5).

Figure 4.3 shows the observed flux density integrated oeawtiole disc for the past
3 solar cycles. Overplotted are the flux density as calcdlbyethe surface flux transport
model (red), the flux density for ephemeral regions (greamdl, a weighted combination
of both (blue). Since the surface flux transport model is mgsthe flux from ephemeral
regions, a combination of both the simulated and the epremegion flux should re-
produce the observations. However, adding the flux dessgigot straightforward. The
simulated flux density had to be scaled to match the obsenssince it doesn't include
the flux from the small bipolar regions, and therefore we ntaké this into account
when adding the flux densities. Also, the spatial resolutibtihe observed images used
to calculate the total flux density over the solar disc is mutugh to measure all of the
ephemeral region flux, missing more than 60% of the existing(#Krivova and Solanki
2004). We therefore multiply the modelled flux density of #ghemeral regions by a
factor in the range 0.3 — 0.4 and the flux simulated using thfasei flux transport model
by a factor within 0.8 — 0.9. These two factors are not congfeéhdependent since their
values are linked to the scaling factér

The three panels in Fig. 4.3 show thre@elient combinations of the simulated and
ephemeral region flux densities, which also givatent values foX compared with the
observations. The time extension parameter of the ephénegian cycle ty, is fixed to
1 year so that the ephemeral region cycle starts 2 yearseb#feractive region cycle.
Values oft, = 1.5 and 2 years result in too extreme values, causing thedune to
overestimate the observed total flux density during the elediog phases of the cycles.
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4.4 Results and discussion

At the same time, if the amplitude scaling fackis decreased to match the descending
phases, during the minima the total flux density is undereggd. We don’t use any
kind of fitting algorithm and we choose the best combinatidriactors by eye. The
election of these is not easy asfdrent combinations may retrieve results that satisfy the
observations. Three cases are presented in Fig 4.3, whetdud curve fits fairly well
the observed values, improving the match with respect taithalated total flux density
(red) during minima and ascending phases. Note that séilbtbe curve lies below the
MWO data during the maximum of cycle 21 and the ascendingepbbsycle 23, while it
fits well for WSO data. The opposite happens during the mamiroficycle 22 and part
of the descending phase of cycle 23.

We have used three firent values of the scaling factof=0.45, 0.5, and 0.6, to
reconstruct TSI and fix the two saturation valuBsandBe,, since although all three give
very similar magnetic flux densities this does not imply ttreg irradiance will be the
same, in particular at longer time scales.

4.4.2 Fixing the free parameters:B; and Be,

Table 4.1 lists the values of the slope of a linear fit betwdd®P and the reconstruc-
tions, along with the correlation cfiient, r. and they? of the fit for differentB; and
Ber values for the 3 dierent cases witX = 0.45, 0.5, and 0.6. The parameters are given
for both the non smoothed data and for a smoothing of 3 morhsce at the present
moment we don’t know the strength and duration of sunspdec4, we can not model
the ephemeral region cycle 24 and, hence, the fits have bewnuhtil the beginning of
the year 2004. This way we are not taking into account theodesf overlap of the be-
ginning of the ephemeral region cycle 24 and the end of theeatgion cycle 23. From
the values in Table 4.1 we can see that all of the correlatefiicients are very similar,
around 0.7 and 0.8. Also, for the valuesB¥ and B, displayed, the slopes are around
0.7 for the non smoothed data and around 0.8 — 0.9 for the $rmoalata, except in the
case ofBs = 450 G andB, = 900 G where the value of the slopes drops to 0.6. These
correlation coficients are very similar to those listed in Ch. 3, where we mstrocted
TSI without the flux from ephemeral regions. Th&values, however, are significantly
lower now & 300 lower) than in the case without ephemeral region flux. ghér satu-
ration value for the ephemeral regiorig;, while keeping constant the other parameters
raises the slope and thé. At the same time, a higher saturation value for the faculae,
By, while keeping the rest of the parameters fixed lowers theestmd the 2. Therefore,
it is possible to obtain more than one combination of saibmatalues that give a similar
slope and correlation céiicient. For fixed values dB; andBy,, the slope, the correlation
codficient and thge? change very little withX. The correlation cd@cient only varies
in the third decimal place, while fierences in the slope are seen in the second decimal
place.

Fig. 4.4 shows plots for the filerence between our reconstruction and the PMOD
composite of observations (left panels) and our reconstmigersus PMOD (right pan-
els) for the case without (top) and with (bottom) the flux frephemeral regions. The
plots correspond to the reconstructions with the paramébemwhich we obtain the best
fit with the PMOD, i.e. lowes}? and slope closest to one. These Bre= 400 G for the
case without ephemeral regions aéyd= 450 G,B,, = 1000 G,X = 0.45 andt, = 1yr for
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the case that includes ephemeral regions. When lookingealifference plots between
our reconstruction and the PMOD composite after includirggftux from ephemeral re-
gions, we can see that the biggest deviations are foundgltirenmaximum of cycle 23,
from the year 2000 onwards. From around the year 2000 onweedslso find that the
reconstructed total magnetic flux density (blue curve in Big) fits better the data from
the WSO, so that if the data from the MWO were correct, ourmstrocted flux density
would be too small to reproduce cycle 23 correctly. Thus, eleudated the fit param-
eters for cycles 21 and 22 alone to better constrain the guatibn of free parameters
that best fit the PMOD composite (see Table 4.2). The lasthaolin Table 4.2 marks
with an X the values chosen for the free parameters that best fit theDPbtthposite.
Based on the results of Table 4.2 and the smoothed valued listTable 4.1, we chose
the reconstructions for which the slope is in both cases@b®0 and below 1.05 while
keeping they? as low as possible<(176). We retrieved two sets of free parameters, (1)
Bf = 380 G,Ber = 800 G,X = 0.5,t, = 1yr and (2)Bs = 380 G,Be; = 1000 G,X = 0.6,

ty = lyr. Both cases give almost identical TSI reconstructiangtie observed period.
The enhanced amplitude scaling in the ephemeral regioesy¢lin set (2) with respect
to set (1) is compensated by a higher value of the saturaticanpeter for ephemeral re-
gions,Be. From Fig. 4.4 we can also notice how the results of our TSémstructions
have improved after including the flux from ephemeral regionthe SATIRE-S model.
The diference plot for the reconstruction including the ephemiagions (bottom) is
flatter than for the reconstruction without (top). The im@ments are seen mainly in the
period of the descending phase of cycle 21 and the minimumedset cycles 21 and 22,
i.e. between the years 1984 and 1987, and during the desceplase of cycle 22 and
the minimum between cycles 22 and 23, i.e. between the y&&4 dnd 1998. Once
we have the set of free parameters fixed to match best thevalisers from the PMOD
composite, we run the model to reconstruct TSI since 1878.
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Figure 4.3: The magnetic flux density integrated over thelevbolar disc in Gauss. Open
squares and triangles represent the measurements by V@ldax observatory (WSO)
and Mount Wilson observatory (MWO), respectively. The redve is the 27 day aver-
aged disc integrated flux density from the simulated sycaopiaps, the same in green
from the ephemeral regions and the blue curve is a weightethic@tion of both. The
different panels are for fierent sets of parameters, showing that it is possible todeme
the observations with fierent combinations of the free parameters. 75
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4.4 Results and discussion

Table 4.2: Slope of a linear fit between PMOD and the recoaostms for cycles 21 and

22 alone, along with the correlation deient, r., and they? of the fit, for differentB;
andBg, values. TheX and« in the last column mark the same sets of free parameters as
in Table 4.1.

\ | 90 days smoothing |

Bi(G).B«(G) | X tyrs)| slope re  x*
380,700 | 0.45 1 1.030 0.926 175.7
0.50 1 1.017 0.924 178.7
0.60 1 |0.990 0.914 194.
380,800 | 0.45 1 1.045 0.928 176.(
0.50 1 1.033 0.927 1754 X
0.60 1 1.010 0.922 181.3
380,900 | 0.45 1 1.056 0.928 179.C
0.50 1 1.046 0.928 176.2
0.60 1 1.025 0.926 176.3
380, 1000 | 0.45 1 1.065 0.928 183.1
0.50 1 1.056 0.928 179.(
0.60 1 1.038 0.928 1754 X
400,800 | 0.45 1 |0.947 0.923 155.7
0.50 1 | 0936 0.921 156.6
0.60 1 | 0913 0.914 165.5
400,900 | 0.45 1 | 0960 0.924 157.2
0.50 1 |0.949 0.924 1557
0.60 1 |0.928 0.928 158.5
400, 1000 | 0.45 1 | 0968 0.924 160.1 «
0.50 1 |0.960 0.924 157.2
0.60 1 ]0941 0.922 1559

4.4.3 TSI reconstruction since 1878

In the previous section we fixed the free parameters of ouramgl comparing the
TSI reconstructions with the observations. However, waébthat there is more than one
combination of values of the free parameters that produ@&d &ime series that lies very
close to the PMOD composite. We therefore reconstruct T8k bm1878 for 3 diferent
sets of free parameters. Two of them were discussed in thé@psesection. A third one
(indicated with an arrow in Table 4.1 and Table 4.2) is chosith a differentBs value
to test how sensitive are the longer term reconstructiotisedree parameters. The three
set of free parameters are:

1. Bf =380 G,Ber = 800 G, X = 0.5, t, = 1yr
2. Bt =380 G,Ber = 1000 G, X = 0.6, ty = 1yr
3. By =400 G,Be; = 1000 G,X = 0.45,t, = 1yr.
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Figure 4.4: Left panels show thefflirences between our TSI reconstruction and the
PMOD composite and the right panels show our reconstruct&dvérsus the PMOD
composite, before (top) and after (bottom) including th& fom ephemeral regions.

Figure 4.5 plots the reconstructions of TSI since 1878 ferttiree diferent sets of pa-
rameters together with the PMOD composite of observatidmsrevall of the data sets
have been smoothed over 1 year. The three reconstructivadban shifted to match the
average value of the PMOD composite. Note that althoughuhepot area and position
data set goes back to 1874, we reconstruct from 1878 onwedsre cycle 12 we have
no information, a priori, on the strength of the sunspot eycko that we cannot model
the strength of the ephemeral region cycles. For this reasmstart in the year 1878, with
the onset of cycle 12, even if the sunspot area and posititansgd starts in 1874. From
the comparison between the three reconstructions we cahatg@e two reconstructions
with Bs = 380 G (cases 1 and 2, and blue and green curves, respecsiiely)very simi-
lar results during all of the time period. The reconstrutsifor cases 1 and 2 ardidirent
by AB¢ = 200 G in their saturation values of ephemeral regions andXy 0.1 in the
amplitude scaling factor for the ephemeral region cyclease22 has both a high&,
and X, so that the increase in ephemeral region fluxXigs compensated by a higher
saturation value of the ephemeral region flux (see Eq. 4i)sTit is the combination of
both parameters which is important for the amplitude maituieof the ephemeral region
flux in the total irradiance. The cycle amplitudes in the restouction with aBs = 400
G (case 3 and red curve) are smaller than those in the reaotistrs with aB; = 380
G. The amplitude dference is more evident in the earlier cycles, i.e. cycled@2Fhe
difference between cases 2 and 3, which share the same satwedtierfor ephemeral
regions, is ofAB; = 20 G andAX = —-0.15. The amplitude dierence could thus be due
to the weaker ephemeral region flux in case 3, to the strorageration value for faculae,
or a combination of both. A higher saturation value for faeutliminishes thefiect of
faculae and a lower amplitude in the ephemeral region cymeduces less ephemeral
region flux on the photosphere, so that in total there is learibution to brightening.
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Figure 4.5: TSl reconstructions since 1878 smoothed ovead fpr the three dierent set
of free parameters described in the text along with the T-y®@othed PMOD composite
of observations.

We also compared our TSI reconstruction to those from Kavet al. (2007) and
Wang et al. (2005). Krivova et al. (2007), hereon denoted@5 Keconstructed TSI since
the Maunder minimum with a SATIRE-T model (see Sect. 1.3[8k magnetic flux from
faculae and network, sunspots, and ephemeral regions tenileed using the model of
Solanki et al. (2002a) from the sunspot group number, Rgttadurich sunspot number,
Rz. The 1-year smoothed reconstructions from K07 are mlakté=ig. 4.6 (dashed and
dotted-dashed curves) along with our reconstructionsdses 2 and 3, and the PMOD
composite. We did not include the TSI reconstruction foechsince it is almost identi-
cal to the reconstruction for case 2. Both our reconstrastamd those by KO7 agree well
with the measurements for cycles 21 and 22 but underestitmaiS| of cycle 23 as com-
pared to the PMOD composite. In the comparison we included 81 reconstructions of
K07 both from the sunspot group number, Rg (dashed), anduhelZsunspot number,
Rz (dotted-dashed) since the latter presents smaller ardelvariations. The fierences
between them are basically due to th&etiences in the sunspot number records. When
going back in time, our reconstructions generally showgearange of variation, both in
cycle amplitude and within a cycle. Our reconstructionsenetpected to be noisier than
those by KO7 since ours include TSI variations dependenherpbsition on the solar
disc, and are, thus, are more realistic. The cycle amplitwd@ur TSI reconstructions
are larger than in K07, the only exceptions are cycles 16 and the KO7 reconstruction
based on the Rz.

Quite evident is also the drop during the minimum betweetesyt9 and 20 and the
relatively weak cycle 19 in our reconstruction, in both thgehr (Fig. 4.6) and the 11-year
(Fig. 4.7) smoothed data. It is striking that the amplituaerf the preceding minimum to
the maximum of cycle 19 in Fig. 4.6 is roughly the same as fotey12 and 13, although
these cycles are very ftierent in their activity levels as seen in the sunspot areas (s
Fig. 1.4) and sunspot number. The dip after cycle 19 is retfat¢he weak cycle-averaged
tilt angle of the sunspot groups of cycle 19. Cycle 19 prestire smallest cycle-averaged
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Figure 4.6: TSI reconstructions since 1878 smoothed ovezat for the set of free pa-
rameters 2 (top) and 3 (bottom) described in the text alonly thie 1-year smoothed TSI
reconstructions from Krivova et al. (2007) and the PMOD cosif of observations.

tilt angle of cycles 15-21 (see Ch. 2). According to the stgflux transport model,
small tilt angles would cause weak polar fields during theimdy since there would be
more flux cancellation between the opposite polarity pagcti¢he sunspot groups before
the field from these reaches the poles. Low polar fields woeldefiected in low total
surface flux density and thus in low irradiance values. Ferdhrlier cycles we don't
know yet what could be the cause of théeliences seen between our reconstructions and
those from KO7.

The fact that we use aftierent sunspot to facular area ratio than that employed by KO7
could also play a role during the maxima of the TSI cycles. K@ployed a linear rela-
tionship, while the surface flux transport model uses a quiaiunction as empirically
determined by Chapman et al. (1997) (see Sect. 3.2.2). Wkarlirelationship implies
that the area coverage by faculae grows linearly with suresga. However, a quadratic
function tells us that the facular area grows fast with sohapea until a certain sunspot
size from which the facular area increases slowly with iasieg sunspot area. The dif-
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ference between the functions would be thus more noticehbslag periods of maxima,
when the largest sunspots are seen. The linear relationshildl overestimate the facular
component compared to the quadratic function for largematiss On the other hand, for
cycles with fewer sunspots théect would be the opposite. The linear relationship would
underestimate the facular areas in comparison to the gtiaélraction. If one looks at
the minimum to maximum variations of the TSI cycles in Fig,4nly cycles 15, 18, 19,
and 20 have higher amplitudes in the reconstructions from #@n in our reconstruc-
tions. Whether the dlierence in the ratios used can be reflected in the TSI of weak and
strong cycles is not straight forward, since not necesstré strongest cycles have the
biggest sunspots. The strength of a cycle is the total areared by all sunspots in one
cycle so that the result is a combination of sunspot area ansp®t number. Although
the size distribution of sunspots is independent of theecgtength (Bogdan et al. 1988),
it has been observed that strong cycles have a tendency ¢éosoavewhat larger spots
(Solanki and Unruh 2004). A further analysis should be daneriderstand where the
differences come from, taking into account also how other paemim the surface flux
transport model ffect the TSI reconstructions like, e.g. meridional flow, gittigles of
sunspot groups andftlisivity.

To study long term trends in the irradiance reconstructisesdid an 11-year smooth-
ing of the data. Figure 4.7 shows our two reconstructionsésies 2 and 3 along with
the reconstructions from K07 and the PMOD composite of olagiems, where all data
sets have been smoothed over 11 years and the reconstsulcéiva been shifted to the
average level of the PMOD composite. After an 11-year sningtve still see that the
drop in TSI between cycles 19 and 20 (between the years 1362%#6) is deeper and
starts earlier for our reconstructions. One interestingtto note is that whereas in the
reconstruction of KO7 the maximum is reached during cycle.£9 around 1960, in our
reconstruction it is reached during cycle 22, i.e. aroun@01@&ee Fig. 4.7). During the
observed period, our reconstructed TSl is higher than tbat K07 and the PMOD com-
posite, where the reconstruction wihh = 380 G andX = 0.6 (green curve) gives the
highest values. In the period between around 1900 and 1Bé0n¢rease in TSI shown
by our reconstructions is much smoother, due to the facthigeamplitudes in our cycles
are more similar to each other than in the case of K07, so tegt are smoothed out
after doing the 11-year running means. In spite of theffer@inces, the secular change
since 1878 is similar for all reconstructions. From the &atysmoothed reconstructions,
we estimated the increase in TSI as th@edience in the average of the first and last 30
years covered by our data sets. This givesT&| ~ 0.45— 0.55 for our reconstructions
andATSIko7 ~ 0.60 - 0.65 for those by K07, since 1878, i.e. for this period of time ou
reconstructions display a roughly 20 % smaller increaseShowver the last 126 years.

We cannot compare our results with those of Wang et al. (20@&5eafter W05) as
guantitatively as done with those of K07, since at the presemment we don't have the
data of their TSI reconstructions. Hence, we describe hreeequalitative manner their
method and results as compared to ours. W05 employed a sdlfxctransport model
to obtain the Sun’s total and open flux since 1713. From ttee tiox W05 reconstructed
the TSI using an irradiance model based on the one by Lear®}2@ur approach to
reconstruct TSI is thus very similar to that from WO05 in thesethat we also use a
surface flux transport model to compute the photosphericfflux which we extract the
facular component of the TSI. Like in our case, they inclutlegiflux from ephemeral
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Figure 4.7: TSI reconstructions since 1878 smoothed oveyehts for the set of free
parameters 2 (top) and 3 (bottom) described in the text altigthe 11-year smoothed
TSI reconstructions from Krivova et al. (2007) and the PMQInposite of observations.

regions separately due to the fact that the typical size®ggfhemeral regions is below
the spatial resolution of their surface flux transport modéthough WO05 scale the rate
of flux emergence in the ephemeral regions to the total surggpap number in a cycle,
they do not take into account the extension and overlap oépteemeral region cycles,
essential for a larger secular trend in the total magnetic(id. Solanki et al. 2002b).
Both the irradiance and the surface flux transport model obVd@ter from ours in
some aspects. One of the mairfeliences in the surface flux transport model of W05
to the one used here is the source term. Their source termlsntheeactive regions of
a cycle based on the group sunspot number relative to thesfirep of solar cycle 21.
They simulate the magnetic flux on the solar surface eithtér avfixed number of active
regions of cycle-to-cycle varying strengths or with a cydecycle varying number of
active regions of the same magnetic field strength. In oue,che source term in the
surface flux transport model of Cameron et al. (2010) usemtbemation on the position
and area of the sunspot groups from a daily sunspot recoeteldre, the latter approach
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Figure 4.8: Yearly total solar irradiance from Wang et aD(q®) since 1713 with (thin
solid curve) and without (thick solid curve) a varying eplezad region background, and
from Lean (2000). The figure corresponds to Fig. 15 from Wdrad.¢2005).

is more realistic as it doesn't require assumptions on tingvg strengths or the number
of active regions in the ffierent solar cycles. Another importantiférence is the fact
that W05 assume a cycle-to-cycle variable meridional flowmtintain the polar field

reversals. This is solved by Cameron et al. (2010) by intcodpin the source term
the observed cycle-to-cycle variation of the sunspot gtitipngles (Dasi-Espuig et al.
2010).

WO5 reconstruct the TSI since 1713 to derive a secular trgwe $he Maunder min-
imum. The darkening due to sunspots for the period after 1882rived from a semi-
empirical brightness ratio between sunspots and the quiet Before 1882, the sunspot
darkening is based on a linear regression with the sunspapgrumbers. To obtain both
the facular component within a cycle and a longer term vianaif the facular brightness,
their irradiance model makes use of linear regressionsdetihe TSI and the total flux,
as obtained from their surface flux transport model. In th&I8&-S model there is no
need to use linear regressions since the irradiance of stsygmd faculae and network is
accounted for via the corresponding model atmospheredt.8i@Fig. 15 in W05) shows
WO05’s TSI reconstructions with and without a varying epheaheegion flux. In the fig-
ure they also plotted the reconstruction from Lean (200@ esmparison, although the
secular change in her model was taken from the study of Badiwamd Jastrow (1990)
using stellar data, whose results were later found to beliahte (Hall and Lockwood
2004). If we compare the TSI reconstruction of W05 that idelsia varying ephemeral
region background with ours from Fig. 4.5, we can see thaf®leincrease since 1878

83



4 Solar irradiance reconstructions: including ephemegibns

predicted by WO5 is very similar to that from K07 (around 0.61W\) and 20% higher
than ours. However, the prediction of the TSI increase stheeMaunder minimum is
slightly lower (0.3 W m? lower) for W05 than for KO7. This dierence is mainly due to
the fact that the total photospheric magnetic flux is highehe model of Solanki et al.
(2002b) used by K07 as a product of the overlapping ephemegadn cycles. If we look
at the amplitude of the cycles from the reconstruction of W@& can see that these are
more similar to those of the TSI cycles of KO7 than ours, fa darlier cycles. Thus,
cycles 12, 14, and 16 present the weakest amplitudes sim&H@h in W05 and K07,
while in our case the amplitudes of these cycles are venyjaina each other. This could
be a consequence of using the sunspot group number to commgutietal photospheric
flux in both W05 and KO7. In contrast, our surface flux transpoodel uses a record of
observed areas and positions of the sunspot groups on tressoface. Thus, the fiier-
ences seen in the TSI reconstructions are due, not only tdiffegent TSI models, but
already arise from the fierences in the magnetic fluxes computed witffiedent surface
flux transport models. This, however, needs to be checkedregtdtcomparison between
our computed magnetic flux and that from W05 and KO7.

Another interesting point is that in WO05's reconstructibe maximum amplitude in
TSI is reached during cycle 22 like in our reconstructiornd ant cycle 19 like in that
from KO7. This could be also a product of the surface flux fpansmodel, since in our
and WO05'’s case the magnetic flux is obtained from the maggdtodynamic induction
equation, in contrast to KO7's case, who use the simple mafdgblanki et al. (2002b)
based on a set of ordinaryftérential equations. This is reflected as well in the open
flux. The model of Solanki et al. (2002b) underestimates Hutttotal and the open flux
during cycle 22 (around the year 1990) as compared to theurezaents (Schrijver and
Harvey 1994) and the reconstruction from Lockwood et al9@)9respectively. More
interestingly, the reconstructed open flux from Lockwoo@le{1999) is higher during
cycle 22 (around year 1990) than cycle 19 (between year 1880L860), opposite to
what KO7 and Solanki et al. (2002b) obtain. The surface flargport model used here
is compared to the more recent reconstruction of the openfitum Lockwood (2003)
in Fig. 4.9. Although the measurements show very similarlaoges for cycles 19 and
22 (Lockwood 2003, Lockwood et al. 2009a,b), the simulatpdnoflux peaks around
1990, so that cycle 19 is weaker in the surface flux transpodehused here. In the
case of W05, their open flux does not peak during cycle 22, dthier cycle 19 or 21
depending on whether they vary the number of bipolar reg@mntheir magnetic field
strength, respectively. Both TSI reconstructions in Fig. @ith and without ephemeral
region flux) are obtained from the average magnetic flux cdetpin the two diferent
ways, i.e. varying the number or the strength of the bipagians. Hence, the fact that
the TSI reconstruction with ephemeral region flux in W05 pesticycle 22, but it doesn't
peak at cycle 22 in the open flux, in contrast to our resultsiccbe due to dierences in
the irradiance models.

4.4.4 Relations with total and open flux

The total magnetic flux consists of closed and open fields athwthe open field
comprises a small fraction. The closed fields consist of @gnetic structures in the
form of closed loops. The open field is the part of the total netig field that is dragged
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Figure 4.9: Open flux inferred from the aa-index (Lockwoo®2pin black and the
simulated open flux from the surface flux transport model Ueezd, in red.

outward by the coronal gases and extends far into the hélkwsp Since the variations of
the total irradiance are driven almost entirely by the clagdistribution of the magnetic
elements on the solar photosphere (dark sunspots and feigliae and network), we
expect it to be strongly associated with the total magnetic dnd the open flux. We
therefore searched for relations between the TSI and theaotl the open magnetic flux,
as previously done by Balmaceda (2007). She used the T8ldnee reconstructions of
K07 and found linear and positive correlations between t8ednd the total magnetic
flux density and the open flux. Here we test these relationaimmdel.

The open flux is obtained as the fraction of the total solarmatg flux that extends
beyond 10 solar radii and is obtained by extrapolating otdwéhe surface field from
the surface flux transport model (Zhao and Hoeksema 1998g &tal. 2011a). The
total magnetic flux density is calculated from the sum of tineusated flux density ob-
tained from the surface flux transport model and the modeltdemeral region flux den-
sity. Section 4.4.1 dealt with the ftBrent combinations of the total magnetic and the
ephemeral region flux densities, where Fig. 4.3 shows thaeticplar cases used in the
reconstruction of the TSI. We looked at annual and cycle meéathe TSI versus the total
flux density and the open flux, to study the relationships bathin the solar cycle and
from one cycle to another. Figure 4.10 shows these reldtipador the reconstructed
TSI with the set of free parameters in caseBs: = 400 G,B,; = 1000 G,X = 0.45,
andt, = 1yr. The correlation cd#cients for the three cases of reconstructed TSI are
listed in Table 4.3. Overall, the correlation ¢beents that we obtain are in the range
of those found by Balmaceda (2007) from her comparison ofrthdelled and observed
values of total and open flux. From Table 4.3 we can see thaetagonships of the TSI
reconstructions with both the total magnetic flux density tire open flux, show positive
correlations above = 0.87. For cycle means, the correlations are 0.94. The corre-
lation codficients for the cycle means are slightly higher between T8Itha open flux.
For the annual means, the correlationfie&nts show almost no fierence whether we
look at the total or open flux.
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Figure 4.10: Annual and cycle means of TSI versus total m@gflex density on the
solar surface (top panels) and the same versus open flupifibptinels). The solid lines
correspond to a linear fit to the data.

4.5 Conclusions

Including the flux from ephemeral regions in the SATIRE-S eidthve greatly im-
proved the results presented in the previous chapter, whereconstructed TSI only
from the magnetic flux given by the surface flux transport nho@ike surface flux trans-
port model does not take into account the flux from ephemegibns due the lack of
a continuous and reliable ephemeral region flux record. Twude the ephemeral re-

Table 4.3: Correlation cdgcients for the annual and cycle means of reconstructed TSI
for the three dierent sets of free parameters and the total magnetic fluwitgemsl the
open flux.

[casel case2 case3
TSl vs. Total flux annual 0.87 0.87 0.89
cycle | 096 0.96 0.94
TSlvs. Open flux annugl 0.87 087 0.88
cycle | 098 0.98 0.97
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gion flux we have modelled ephemeral region cycles based onified version of the
scheme followed by Solanki et al. (2002b) and Vieira and 80l§2010). The cyclic
variation of the ephemeral regions is dependent on thelieargd amplitude of the corre-
sponding sunspot cycle, so that we are assuming that thenehkregions are produced
by the global dynamo as in the case of the sunspots. The fatttk length of the
ephemeral region cycles is extended with respect to thepstingcle, these being present
already 2—-3 years before sunspot minima, causes an ovérilap ephemeral region cy-
cles. The overlap introduces a varying magnetic flux badkgucahat changes the level
of the quiet Sun, leading to a secular change in the totat sedgnetic flux and thus, the
irradiance. As a consequence to the secular trend in theis@ldiance, the solar forcing
on the Earth’s atmosphere will change with time. The largembagnitude of this change,
the more relevant the solar forcing variations are likelpédfor climate change studies.
Including the flux from ephemeral regions introduces 3 moee parameters in our
model. Two of theseX andty, are related to the properties of the ephemeral region cycle
wherety is the extension of the ephemeral region cycle with respettte corresponding
sunspot cycle, an is an amplitude scaling factor. The third additional parene a
disc integrated saturation valuBe,, for ephemeral regions. The free paramebérand
ty are estimated by fitting the observed total photosphericwiggflux density of cycles
21-23, wherd is kept in the range between 1-2 years, i.e. the ephemeiahreycle
starts 2—4 years before sunspot minima as suggested byatises (Harvey and Martin
1973, Harvey 1992, Hagenaar 2001). The saturation valueidalae and ephemeral
regions are obtained from the best match to the PMOD congo&it SI measurements
in the years 1978-2004. We don’t consider the irradiance filoe year 2004 onwards
since we don't model the ephemeral region cycle 24 as itsnpetexs (length, time of
maximum and amplitude) are unknown. Figure 4.4 shows tleadifferences between the
PMOD composite and the reconstructed TSI are improved eftéunding the flux from
ephemeral regions, in particular during the descendinggghand times of minima. Table
4.1 and Table 4.2 list the slope, correlation ff@éentr., and they? of the fit between the
PMOD composite and the reconstructed TSI fdfetent values of the free parameters
B, Ber and X for cycles 21-23 and only 21-22, respectively. We chose ¢ongtruct
the TSI using three dlierent values oK since there is no unique value to fit the total
photospheric magnetic flux density. Tables 4.1 and 4.2 mdttkan X the two chosen
reconstructions that best fit the observations accordimgit@riteria. These are selected
so that, in both tables, the slope is between 0.9 and 1.0%\kbéping thg? below 176.
With the free parameters of our model fixed at the values nbtHby fitting the PMOD
composite, we have reconstructed the TSI back to 1878. Wéogetbthe set of param-
eters that correspond to the two best fits of the TSI and irdwh additional one with
a differentB; value to test the sensitivity of our model to the free paramsetwhen re-
constructing back in time. Cases 1 and 2, with free parasi8ter 380 G,B, = 800
G, X = 05,t, = 1yr andB; = 380 G,Be; = 1000 G,X = 0.6, ty = 1yr respectively,
produce almost identical TSI reconstructions. Case 3, sl parameter8; = 400 G,
Ber = 1000 G,X = 0.45,t, = 1yr, shows less amplitude variation in the TSI cycles than
the other two cases (see Fig. 4.5). This is due to the higteraten value for faculae
andor to the lower amplitude scaling factor of the ephemeraiore@ux, so thatX and
Ber are not completely independent. The brightening due tolda&cis diminished with
increasing saturation value for faculae and the brightedine to ephemeral regions is
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less when the amplitude of the ephemeral region cycle isresdveince the amount of
ephemeral region flux available is less.

We further compared our reconstructions since 1878 witkeaHoom Krivova et al.
(2007) (KO7) and, qualitatively to those from Wang et al.q3p(WO05). KO7 recon-
structed TSI since 1610 from the sunspot group number amd the Zurich sunspot
number using the SATIRE-T model. The comparison is shownign 4.6 for our re-
constructions in cases 2 and 3. From the comparison we can poi three striking
features: (1) our reconstructiondfér from those by K07 before cycle 21, although they
both predict a similar total solar irradiance increaseeib878 (within roughly 20% of
each other), as seen in Fig. 4.7. (2) Our reconstructions Erger amplitude variation in
the TSI cycles, (3) our reconstructions show a prominer didhe time of the minimum
between cycles 19 and 20, and (4) cycle 19 is not the stromgéstms of TSI in our
reconstructions, where cycle 22 displays higher TSI vallibs fact that KO7 use a linear
relation between the facular and sunspot areas in contrést fjuadratic function used in
our surface flux transport model could be reflected duringrthgima and partly explain
the bigger amplitude variation in our reconstructed TSle Phominent drop after cycle
19 can be explained by the low cycle averaged tilt angle o§gangroups, since a low
tilt angle causes low polar fields at minima and thus low tstaface flux and irradiance.
However, more tests should be done to investigate how semeitir reconstructions are
to the parameters in the surface flux transport model likadiweral flow, tilt angle, and
diffusivity.

Our approach is similar to that from W05 since we also makeafisesurface flux
transport model to compute the photospheric magnetic fam fvhich we reconstruct the
TSI. However, both the surface flux transport model and traeliance model used here
are diferent in some aspects. The maiffeliences in the surface flux transport models
are, (1) that the one used here uses the information on trspstiareas and positions
to derive the source term in the induction equation, whigedhe from W05 models the
sunspot cycles based on the sunspot group number and trexjesf solar cycle 21. (2)
That the surface flux transport model from W05 assumes ablanmeridional flow while
the one we employ includes the observed cycle-to-cycleatian of the sunspot group
tilt angles. The latter is therefore more realistic. The Te&lonstruction from W05 also
includes the flux from ephemeral regions, but they do not mth@everlap of their cycles
and thus obtain a smaller secular increase in the total phbayic flux than Solanki et al.
(2002b) and KO7. The ffierences seen in the TSI between our reconstructions, tfaree f
K07, and those from W05 are due to a combination of thtedinces in the computed
photospheric magnetic flux and the irradiance models. Taeiance model from W05
is based on the one by Lean (2000), where the darkening aglaténing due to sunspots
and faculae are retrieved from linear regressions with tmssot group number and the
total flux, respectively. In our case the brightness cohtwdgach component is given
by a corresponding model atmospheres dependent on théopdsithe disc center, and
hence, do not rely on linear regressions.

From the comparison between the TSI reconstructions of W0, and ours, we
point out that (1) the early weak cycles in KO7 (12, 14, and d&) also weak in W05,
but not in our, where the cycle amplitudes are more similaatch other. This dlierence
could be due to the fact that KO7 and W05 make use of the sumggpap number to
calculate the total photospheric flux, while the surface thaxsport model we employ
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is based on the record of sunspot positions and areas. (2jnakenum amplitude in
TSI occurs during cycle 22 in the reconstruction of W05 andsphbut during cycle 19
in the reconstruction of KO7. This is also reflected in therofdex. The open flux com-
puted with the surface flux transport model used here peatisgiaycle 22, while that
computed by KO7 peaks during cycle 19. The open flux in W05 pedkycle 19 or 22
depending on whether the authors vary the strength or thédeuaof the bipolar regions
in their surface flux transport model. Thus, th&eliences in the TSI could also be due to
the diferent TSI models. (3) The secular change since 1878 is sifoildoth KO7 and
WO05, and around 20% higher than in our case.

Lastly, we tested the relationships between the TSI andthaédurface magnetic field
as well as between the TSI and the open flux. The correlatiefficients are summarized
in Table 4.3 and Fig. 4.10. We find strong positive correlaibetween the annual means
and cycle means of the TSI versus total surface and open riading, close to those
found by Balmaceda (2007). This finding supports the validitsuch global relations as
found by Balmaceda et al. (2007) and Vieira et al. (2011) endimpler model of K07,
which underlies the reconstruction of TSI over the wholeddehe.
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In this dissertation we have studied two challenging aspestated to the Sun-Earth
connection: a new proxy for the prediction of future solativéty and an improved and
more realistic method for the modelling of past solar ireadie variations.

Concerning future solar activity, we focused on the préalicbf the strength and
amplitude of the sunspot cycles, which can give a quantéatieasure of the amount of
fast processes like flares and coronal mass ejections, ¢hat during sunspot maxima.
These fast processes release energetic particles thataeh the Earth’s atmosphere
and dfect our natural environment, e.g. space weather. Our agipriogpredicting the
amplitude and strength of the sunspot cycles is based ondhedBk-Leighton idea for
the dynamo operating in the solar interior. Thus, our wodoatoncerns the physics
behind the solar dynamo and helps to constrain it. We andlysaspot data from the
Mount Wilson and the Kodaikanal observatories, which camproximately 70 years of
observations and which include the measurements of thargtes of sunspot groups.
We studied the cycle-to-cycle relationship between theatigles and three solar cycle
parameters, namely, the strength, the amplitude and tigghlemhe main findings of the
analysis show that the mean tilt angle of all sunspot gromsdycle, normalized by the
mean latitude, i.e. Joy’s law, varies from one cycle to thet.n¥/e also found that the
cycle averaged and normalized tilt angle is strongly aotrelated with the strength of
the same cycle. Since the strength of a cycle can be inferosd the sunspot number,
this relationship can be useful to estimate the averagengte of sunspot cycles back to
times when there are no measurements of the sunspot groiipp®and areas.

More interestingly, a tilt angle expression based on thecBkt eighton dynamo
mechanism was found to be positively correlated with thelauge of the next cycle.
This enables us to forecast the amplitude of a cycle fromithartgles, positions, and
areas of the sunspot groups of the previous cycle, with @nede accuracy (correlation
codficientsr = 0.79 andr = 0.78 based on the Mount Wilson and the Kodaikanal data
respectively). Their accuracy is comparable to methodsdas precursors. Our predic-
tion has the advantage that it can be made around 10 year Isefospot maxima, much
earlier than with other methods. Unfortunately, the dataem Mount Wilson and Ko-
daikanal observatories go until the end of cycle 21, so tleatannot predict the amplitude
of the sunspot cycle 24 unless we use féedéent data set. We plan to extend the analysis
to cycles 22 and 23 by using the sunspot data set from the Babiehotoheliographic
Data. Figure 5.1 shows the preliminary tilt angle measurgm&om the Heliophysi-
cal Observatory in Debrecen, Hungary, kindly provided bypdeiBaranyi. The tilt angle
measurements from the Heliophysical Observatory werdudrelone following the def-

1The data can be downloaded at hifienyi.sci.klte.hyDPD/index.html
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Figure 5.1: Dashed line and left-hand Y-axis shows the mgpmtieans of sunspot area
from Balmaceda et al. (2009) vs. time, smoothed over 12 nsorBolid line and right-
hand Y-axis shows monthly area-weighted means of sundpanhtjle smoothed over 48
months.

Table 5.1: Area-weighted mean tilt angles in degrees fdn egcle for the Mount Wilson
(MW), the Kodaikanal (KK), and the Debrecen PhotoheliogragDEB) records.

Cycle MWzxlo KK 10 DEB +10
15 5.69+0.57 5.00+0.50 -
16 5.08+0.46 5.91+0.43 -
17 5.83+0.42 6.41+0.41 -
18 5.69+0.35 4.97+0.38 -
19 3.84+0.33 4.59+0.38 -
20 4.63+0.38 5.73:0.36 -
21 5.30+0.40 5.37+£0.42 -
22 - - 6.07+0.21
23 - - 5.50+ 0.22

inition and method from Howard et al. (1984), Howard (199&hth Y-axes have been
scaled to those from Fig. 2.2(a) to show that the values oftimspot group tilt angles
are within the range of those from the Mount Wilson and Koda# data sets. The large
tilt angles observed at the end of cycle 22, between the y&®&4 and 1997, are however
not consistent with the combination of the butterfly diagramd Joy’s law. According

to these combination, one would expect the tilt angles talgel at the start of a cycle,
when the sunspot groups are found at higher latitudes, aatlesrat the end of the cycles
when the groups are found close to the equator. The datadfgedrs 1990 — 1992 are still
preliminary and incomplete, so that the value of the tiltlaagluring this period could

change. The overlap of the Debrecen Photoheliographicastatéhe Kodaikanal data set
during the year 1986 made possible the identification of #meessunspot groups in both
data sets by Tunde Baranyi (private communication). Ther&edm Photoheliographic
data for the year 1986 is final and complete. Fig. 5.2 plotsctmeparison between the
tilt angle measurements of each observatory for the sangpstigroups. Only the points
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Figure 5.2: Tilt angle based on Kodaikanal (KK) data veriesttlt angle of the same
sunspot group based on Debrecen (Deb) data. The red sadidslia line with slope
equal to 1 passing through the origin and the green linegspond toy — o) = x and
(y + o) = x, whereo is the standard deviation of the KK tilt angles. The red dedime
is a fit to the points within one sigma of tlye= x line (blue).

within 1o~ of they = x line (blue points within the green lines) were considereemvh
calculating a linear fit. The fit ig = (1.00+ 0.03)x — (0.61 + 0.56) (red dashed line) with

a correlation cofficient ofr = 0.95. We have included these preliminary measurements
in the analysis done in Ch. 2 for the Kodaikanal data. Tallessequivalent to Table 2.1
where we have added the average area-weighted tilt anglestire Debrecen Photoheli-
ographic data. We can see that the average area-weightaaigié for cycle 22 is among
the highest together with cycles 16 and 17 from the Kodaikdaiz set. For cycle 23, the
average area-weighted tilt angle lies in the middle of thele/hange of values.

We proceeded to include the sunspot data of cycles 22 and #&irelationships
concerning the average tilt angle and the strength of thkesyor the Kodaikanal data.
Figure 5.3(a) shows the linear relationship between theeaxeraged tilt angle normal-
ized by the mean latitude (or Joy’s law) and the strength efsame cycle, where the
values for cycles 22 and 23 have been added in red. The direlodficient after
adding the last two cycles has lowered frors —0.93 tor = —0.85. Although the error
bars for the data points for cycles 22 and 23 are not withiritiear fit, the points follow
the observed negative trend. Figure 5.3(b) plots the stinewfga cycle multiplied by the
area-weighted and normalized tilt angle versus the stherighe next cycle, where cycle
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Figure 5.3: (a) Cycle averaged tilt angle normalised by teamiatitude {@)/(1)) vs. the
strength (S) of the same cycle and (b) strength of cycle plidd by mean normalised
area-weighted tilt angle H(aw)/{A)]i)) vs. the strength of the next cycl&i(;), for the
Kodaikanal data (black) and the Debrecen data (red). THe eyonber is indicated next
to each data point, the error bars arestandard error and the dashed line is a linear fit to
the points.
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Figure 5.4: Monthly means of sunspot area smoothed over Ithmdrom Balmaceda
et al. (2009) (dashed line) and predicted monthly means réset area smoothed over
48 months from the Debrecen data (solid line).

22 has beenincluded in red. With the parameters of the lfitédashed line) and the pre-
liminary sunspot data from cycle 23, we predict that thergtie of solar cycle 24 is very
close to that of cycle 23. A similar result is found when logkiat the running means
of the tilt angle expression based on the Babcock-Leighden.i Figure 5.4 is equivalent
to Fig. 2.6 in Ch.2, but for cycles 22 and 23 only. The Y-axegehiaeen scaled as for
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Fig. 2.6 for reference so that, with the same scale, the &malegliimaximum of monthly

means of sunspot area) of cycle 23 is reproduced very wellbpm@diction (solid curve).

Extending the prediction to cycle 24 gives an amplitude ofiad 4QuHemispheres, very
similar to cycle 23. It is important to point out that we areé peedicting the timing of the

solar maxima nor minima and thus the maximum of cycle 24 aitdhe years 2011-2012
should not be considered.

W. D. Pesnell collated a list of predictions for the maximwmspot numbeiR,, of
cycle 24 along with the sources and the method used by ealhrdufThe whole range
of predictions is very broad, witR, = 40— 180. The extreme values are comparable
to the weakest cycle since the Maunder minimum, cycle 6, arttid strongest, cycle
19. If we focus on the predictions done with flux transportalylo models based on the
Babcock-Leighton mechanism we find two veryfelient values. The scheme developed
by Dikpati and Gilman (2006) forecasts a maximum sunspotberrof 80, i.e. close to
that for cycle 16, while Choudhuri et al. (2007) predictsiiirange from 155 — 180, i.e.
close to that for cycle 19. In our case we are not predictingimam sunspot number
but maximum sunspot area or the total area covered by alpstsmi&én one cycle. Our
prediction places the strength of cycle 24 to similar valagshat of cycle 23 and thus
would fall between the two dynamo-based predictions. Hanawte that this study is
done with preliminary data that still needs completion agdsion in some of the years,
so that the results could change.

The observed cycle-to-cycle variation of Joy’s law founaiun study has been incor-
porated by Cameron et al. (2010) in a surface flux transpodeiaeveloped by Baumann
(2005) based on sunspot positions and areas, to model theiemmf the magnetic fields
on the solar surface. Taking into account the variation etilbangles turned out to solve
the problem of needing a globalftlisive term to reproduce correctly the open flux and
the polar field reversal times. Here we employed the modeh f@ameron et al. (2010)
to simulate the magnetic field in the photosphere since 18fd.only diference to their
work is that, instead of the measured tilt angles, here wehesebserved linear fit be-
tween cycle strength and cycle averaged and normalizeahtjie to compute the cycle
mean tilt angle. This gives a better match to the open fluxnimaiuring the minimum
between solar cycles 19 and 20.

In this thesis we used the daily simulated surface field siraulated magnetograms,
to reconstruct total solar irradiance with the SATIRE-S elodOne of the advantages
of using the simulated magnetograms is that we are able tmséuict solar irradiance
back to times when there are no magnetogram measuremerdsdiona for the facular
component. Reconstructing irradiance with the SATIRE-Slehahould be more accu-
rate than with the SATIRE-T model since SATIRE-S uses théiapaformation of the
magnetic features. Also, the surface flux transport modal isore physics-based ap-
proach to obtain the photospheric magnetic flux for timesmrely sunspot positions,
areas, or number is available. Our total solar irradiancenstructions for the period of
observations show that we can only obtain a good match wéiPOD composite of
observations if we include the flux from ephemeral regionke $urface flux transport
model includes the magnetic flux of sunspots, and faculaenahslork, but not of the

2httpy/www.swpc.noaa.ggolarCyclgSC24index.html
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Figure 5.5: Reconstructed butterfly diagrams for the ye@f911874 (top) and 1874—
2010 (bottom) from Jiang et al. (2011b), using the group gansumber.

small bipolar regions because of ifiscient spatial resolution in the model and because
there are no continuous records of ephemeral regions bl@itavering a considerable
amount of time. Therefore, we modelled the ephemeral regjoles based on the prop-
erties derived in the extensive study of Harvey and Mart®7@), Harvey (1992) and
the scheme followed by Solanki et al. (2002b), Vieira andaBki (2010). This scheme
assumes that the ephemeral region flux is a product of thegligimamo, like in the case
of sunspots, and faculae and network, so that if there is i@l scale field produced by
a local dynamo on the solar surface we are not taking it inboact. Ephemeral regions
present cycles like those of sunspots and have been obdereggear 2 to 3 years be-
fore sunspot minimum, hence thifext of including their flux in the total solar irradiance
reconstructions is mostly seen during the minima and ascgmihases of the irradiance
cycles. The disadvantage with respect to the SATIRE-S miodehich the flux from
ephemeral regions is included directly from its presenamagnetograms (but which is
missing in the surface flux transport computations, sinesehonly include flux from
active regions, containing sunspots) is that we have 4 faeanpeters instead of 1. One
additional free parameter concerns the saturation valdé¢renother two the modelling of
the ephemeral regions. To remove the two free parameterdefine the time extension
and amplitude of the ephemeral region cycles more contimobeervational studies must
be done for periods of time longer than one solar cycle.

The clear improvement of the total solar irradiance reqoiesibns after including the
flux from ephemeral regions led us to reconstruct it back @81&ince the selection of
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the set of free parameters that better match the PMOD comepafsbbservations proved
not to be unique, we built three reconstructions with thidiecent sets of free parameters.
The reconstructions deviate mostly from each other duhiegtrlier cycles, i.e. 12-15. It
is difficult to say exactly which of these reconstructions is sapéoithe others, since, for
the period covered by the PMOD, cycles 21 and 22 were veryiaiini their maximum
sunspot numbers, sunspot areas, and irradiance valuesy@r®3 is reconstructed only
until the year 2004. We reconstruct only until the year 2064eswe lack the parameters
of solar cycle 24 necessary to model the corresponding eptamegion flux to include
it in the SATIRE-S model. A comparison with the total solaadiance reconstructions
from Krivova et al. (2007) and from Wang et al. (2005) shovet the secular change since
since 1878 is around 20% lower in our case. A closer inspestiows that the amplitudes
of our irradiance cycles are in general larger and more amtd each other. This is
mainly seen in cycles 12, 14, and 16 (Fig. 4.6 and Fig. 4.8jhémreconstructions from
Krivova et al. (2007) and Wang et al. (2005) these appear grttenweakest cycles since
1878, which is consistent with the low maximum sunspot nusibé his is, however,
not that obviously reflected in the sunspot areas. Both tteetifeat the reconstructions
of total and open flux from Krivova et al. (2007) and Wang et(2005) are based on
the sunspot number, and that Krivova et al. (2007) usdfardnt sunspot to facular area
relationship than in the surface flux transport model we gsejd be playing a role.
Thus, the dferences seen between the three total solar irradiancestegctions could
be due to a combinedfect of the diferences in the computation of the photospheric
magnetic flux and the fierent irradiance models. To investigate where thEences
come from, we would like to further do a cycle-to-cycle arsédyof the reconstructed
total solar irradiance and its relationship with the thespat number, the sunspot area,
and total magnetic flux. The analysis could also relate tiierginces in the irradiance
cycles with other properties of the solar cycles.

Our total solar irradiance reconstructions go back to 188&hat as a next step we
are interested in extending them back to the Maunder minintestimate the solar
forcing, given its importance for climate studies. Jianglet2011b) reconstructed the
butterfly diagram since 1700 from a statistical study of tiiespot cycle properties and
the sunspot number (see Fig. 5.5). The reconstructed fiytieagram was used by Jiang
etal. (2011a) together with the surface flux transport mbbdet Cameron et al. (2010) to
study the long term evolution of the Sun’s magnetic field. rEf@re, the reconstruction of
total solar irradiance since 1700 would be an obvious arettstep. Yet another obvious
step would be to reconstruct the spectral solar irradiasicege its variation in the UV
part of the spectrum, between 100 nm and 400 nm, can be mar&@% and several
mechanisms are currently under study through which the Ebfaradiation could play a
major role in the chemistry of the Earth’s atmosphere (eaighl2007).
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A Determining the cycle-to-cycle
variations in the presence of a large
intrinsic scatter

As has been mentioned, the tilt angles of individual actaggans are largely random,
with Joy’s law being a relatively small bias. The purposeho$ appendix is to discuss
the calculation of cycle-to-cycle changes in Joy’s law fritra data. For this purpose we
will assume that Joy's law applies for each cycle and thastagter in the data is random
and unbiased. More explicitly we assume

1. the tilt angleg;, for each spoti, obeys Joy’s law
@ =andi + § (A1)

wherea, is the (possibly cycle-to-cycle dependent) constant opprtionality for
cyclen ande represents the random deviation from Joy’s law of indivicdusspot
groups.

2. Theg are independent realisations of a random process with a ofezamo.

We calculate our estimatb,, of a, for each cycle according to

_ i

on = 2i i A-2)
where the sum is again over spots in cyclé he error of the approximation is
26
by—a,=¢€, = . A.3
= =S (A3)

We also consides, the value of based on the whole data set, ignoring cycle-to-cycle
changes ira. The equivalent estimaté,of a has the summation extended to all cycles.
Note that we could have also considered the cycle-to-cyeléation of Joy’s law,d,,
from the estimate obtained over all cyclesThis however has exactly the same error as
doesa, as can easily be seen:

_ Xiai— b

b = 2i i B (A4)
i+ -y

e Y (A9)
— oAb 2

d = a b_+ & (A.6)

dy = a,-b+e, (A7)
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This result indicates that calculating the cycle-to-cyd#wiations from a reference Joy’s
law is identical to calculating Joy’s law for each cycle ahdr subtracting a fixed con-
stant. A similar result can be shownefis assumed to be dependent on the area, as was
considered in the main text.
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