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Abstract

Heterodyne spectroscopy is a technique providing prdbticalimited spectral resolu-
tion. Even the smallest features of atmospheric spectred ican be resolved in frequency
using this technique. This is especially important, fotanse, in the study of planetary
atmospheres where the structure of molecular transitr@s|provides detailed informa-
tion about molecular distribution, temperature and presgrofiles along the line of sight.
This thesis aims to address the specific properties reqtorethximize the reliability in
heterodyne-system responses focusing mainly onffaets of nonlinear behavior in chirp
transform spectrometers.

In this investigation, a comprehensive description andaitarization of a new 400-
MHz bandwidth Chirp Transform Spectrometer (CTS) with 100 Idgectral resolution
are presented. In order to achieve the 400-MHz bandwidthevdyndeveloped DDS
board, driven by a 1-GHz fixed frequency clock source, ceeatshirp signal using digital
techniques. Novel methods have been applied to the RF sewctiba CTS, since the in-
trinsic properties of the SAW filter (with a bandwidth equa#t00 MHz) requires an input
signal two times larger than the SAW filter’'s bandwidth. Rerimore, this spectrometer
has been applied to atmospheric science, i.e. a 142-GHzaz@tem by detecting the
142.175-GHz rotational transition of ozone in the Earthiim@sphere. In addition, the
CTS system was used for astronomical observations at theitfeidertz Submillime-
ter Telescope during the observation run of the/88Rwassmann-Wachmann 3 comet in
May 2006, during the comet’s closest approach to the Earth.

Any deviation from the spectrometer’s (ideal) linear dymanange may induce sig-
nificant efects in the spectra, therefore, it is essential to modeéthesiations such that
they are accounted for. These analyses are performed bysroéanomerical calculations
and simulations which show how these deviations in the sp@cight produce consider-
able changes in the retrieved vertical profile of trace gaspRnetary atmospheres.

In several examples, deviations are evidenced in the medspectra of heterodyne
systems. Thus, two novel experiments were conducted irr todenalyze the behavior
of nonlinearity in backend spectrometers. Based orffaréintial approach, both analyses
provide an &ective solution in the identification of nonlinear processe

Finally, experimental results in the ozone-radiometer fizslity at the Max Planck
Institute for Solar System Research (MPS) show the improwésnie the 400-MHz-BW
CTSresponse. Itis confirmed that the overall deviationsthtced by nonlinearity in the
spectrometer have been decreased and thus the performfathesbackend instrument
has been improved.






Zusammenfassung

Die Heterodyne-Spektroskopie ist eine Technik, die psaktiunbegrenzte spektrale Au-
flosung ermdoglicht. Das heisst, dass selbst die kleinstemé&ten der atmospharischen
Spektrallinien im Frequenzraum aufgeldst werden konnees 3t beispielsweise beson-
ders wichtig bei der Erforschung der planetaren Atmosphdrei der die Strukturen der
molekularen Ubergangslinien detaillierte Informatiorigser die molekulare Distribution,
Temperaturen und Druckprofile entlang der Sichtlinie lme#&el dieser Arbeit ist es die
spezifischen Eigenschaften zur Maximierung der Zuvedéssides Heterodyne-System
Ansprechverhalten zu ermitteln, wobei hauptsachlich siEtfekte nicht linearen Ver-
haltens in Chirptransformations-Spektometern eingegangeden soll.

In dieser Arbeit wird die komplette Beschreibung, Charakterung und Verbesserun-
gen des neuen 400-MHz-Bandbreite Chirptransformationsi&peeter (CTS) mit 100
kHz spektraler Auflosung vorgenommen. Um eine 400-MHz Bagitibrzu erziehlen,
erzeugte ein neu entwickeltes DDS-Board, dass durch eiteeTaktfrequenz von 1 GHz
angetrieben wurde, ein Chirp-Signal mit Hilfe digitaler iadken. Neue Methoden wur-
den am RF-Abschnitt im CTS angewandt, da die intrinsischepriSichaften des SAW-
Filters (mit einer Bandbreite von 400 MHz) ein Eingangssigréorderten, dass zwei
mal grdsser als die Bandbreite des SAW-Filter war. Dieses Cifbinwder Atmosphar-
forschung angewendet, d.h. in einem 142-GHz OzonsystemdRatker) durch Erken-
nung des 142,175-GHz Rotatoinstibergangs des Ozons in dentrsphére. Ferner wer-
den Ergebnisse astronomischer Beobachtungen des Komé&yScth&assmann-Wachmann
3 vorgestellt die, im Mai 2006, als er sich der Erde am nachsédand, an dem Heinrich
Hertz Submillimeter Teleskop gewonnen wurden.

Des weiteren wurden die mdglichen Auswirkungen auf die gesmeen Spektren im
Falle einer Abweichung von dem idealen linearen Dynamigioér des Spektrometers
untersucht. Solche Analysen wurden durch numerische Bevacfen und Simulationen
ausgefuhrt. Diese zeigen wie Abweichungen in den Spekiggifikante Unterschiede
in den gewonnenen vertikalen Profilen der Spurengase irefaeen Atmosphéren her-
vorrufen kénnen.

Nachdem Beispiele dargelegt wurden in denen Nichtlindaiitdlen gemessenen
Spektren des Heterodyne-System gefunden wurden, wurdeimewartige Experimente
entwickelt, welche die Analyse der Nichtlinearitat bei Bac#-Spektrometern erleichtern
sollen. Auf der Grundlage einestifirenziellen Ansatzes, boten beide Analysen eine ef-
fektive Losung fur die Identifikation nonlinearer Prozesse

Abschliessend konnten durch experimentelle ErgebnisseQd®nradiometer-Tests
am Max-Planck-Institut fir Sonnensystemforschung (MRSp¥sserungen des 400-MHz-
BW CTS Ansprechverhaltens nachgewiesen werden. Es wurdiiggsdass die gesamten
Abweichungen die durch die Nichtlinearitat im Spektroméiervorgerufen wurden, ge-

Xi



Zusammenfassung

mindert wurden und somit die Arbeitsleistung des BackemstiHimenten verbessert wer-
den konnte.
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1 Introduction

In microwave heterodyne spectroscopy the short wavelefigithmm — 0.5 mm) atmo-
spheric emission (from planets or comets) entering theesyss down-converted by a
heterodyne receiver to larger wavelengths (typically 1608 — 50 mm). In this rela-
tively low frequency range, electronic spectral analysag (real-time spectrometry) can
be applied. Since these methods provide, in principletraryi high spectral resolution,
even the smallest features of atmospheric spectral linebeaesolved in frequency. For
most astronomical objects the spectrometer should beyhagdurate on the frequency
scale, while, as a general rule, the power spectral deri®8ipf should be known with bet-
ter than 10%. The main exceptions from this rule are spedtpdanetary atmospheres.
The shape of planetary spectra are determined by the matepgatameters of the ob-
served gas, the atmospheric temperdtleesity profile and the number density profile
of the observed molecule, all along the line of sight. Theeuolar mass ratio of the
observed gas and the main collider (for instaNg#O, in the Earth’s atmosphere @O,

in the Martian atmosphere) determines the pressure broagparameter. With all these
parameters known, the exact spectral shape can be cattulsitey a microwave radia-
tive transfer model. Temperature and density may be apmited from climatological
data provided by either another observation method or bylsameous measurement of
the same gas (i.e. several spectra) witffietlent temperature sensitivity of the molecular
parameters. Later, the number density profile of the obdegas along the line of sight
can be inverted from a measured spectral line by using dpetigving techniques.

1.1 Thesis Overview

A former PhD thesis describes the development of a chirpstoam spectrometer for
SOFIA-GREAT, an airborne observatory carrying the "GermandRiee for Astronomy
at THz frequencies” (httpwww.sofia.gov). The SOFIA-GREAT CTS has a bandwidth of
220 MHz and a spectral resolution of 47 kHz (Villanueva, 208#4anueva and Hartogh,
2004). In order to obtain the signal’s spectral informatiarpulse compression system
Is composed by an expander-compressor arrangement uaaetiynplished by means of
Surface Acoustic Wave (SAW) devices (Hartogh, 1989). As pfhis work Villanueva
(2004) proposes a new means to perform the expander dutpdéyetive Digital Chirp
Processor (ADCP). The function of the ADCP is to digitally ¢esthe dispersive signal,
i.e. the so-called chirp signal, using direct digital sysis techniques (Villanueva et
al., 2006a). Theféectiveness behind the ADCP design relies on the feature ttaltiyg
modify the dispersive properties in order to match thosehef dcompressor system as
stated in Eq. 2.7 (see Section 2.2).



1 Introduction

This investigation covers three major topics. Similarhg first one presents the de-
scription and characterization of a new Chirp Transform 8peweter (CTS). This CTS
was developed with 400 MHz bandwidth and 100 kHz spectraluéisn, thereby provid-
ing the advantage of a broader bandwidth analysis. As indke of the SOFIA-GREAT
CTS it uses digital techniques to generate the chirp sigmathé 400-MHz bandwidth
CTS, however, a new DDS board was developed using a highepudney direct digital
synthesizer (DDS) technology. Driven by a 1-GHz fixed fregwyeclock source, the new
DDS entails more complex synchronization characteristicgeate a chirp signal with a
total bandwidth of 800 MHz (after RF doubling process). Iniadd, the RF processing
of the analog chirp signal involves new techniques to matcdewa dispersive line, i.e.
the SAW filter, with a 400-MHz bandwidth (although, the lattes not been developed
within the scope of this thesis). The preprocessing uné @SIC board), based on a
Complementary Metal Oxide Semiconductor (CMOS) and an Apptia-Specific Inte-
grated Circuit (ASIC), is similar to the one used for the SOBREAT CTS, however,
its clock comprises a higher frequency equal to 200 MHz (Whscwithin the specifi-
cation tolerance). Next, standard test analyses are pegtbto conduct the instrument’s
characterization, e.g. stability (i.e. the Allan-variariest), spectral resolution, and power
linearity and dynamic range. Furthermore, novel ones, ssdiesting of the chirp signal
(using Short-Term Fourier Transform analysis), frequeranyd time-domain analyses,
and 3D power analysis, are additionally implemented. La®in the case of Villanueva
(2004), the 400-MHz bandwidth CTS is tested at the HeinrictzH8ubmillimeter Tele-
scope (HHSMT) as a demonstration of its capabilities in R&ditonomy. Following,
the 400-MHz bandwidth CTS and the SOFIA-GREAT CTS are charizetkin an ozone
radiometer for comparison tests of their PSD response.

The second topic seeks to theoretically demonstrate thertanpce of high power-
spectral-density accuracy in heterodyne systems and lpasstble implications of sys-
tematic errors into the retrieval of atmospheric speciashsas those created by small
deviations on the PSD from a proper value. Hartogh (1989)sstgd the examination on
how considerable thes&ects would become in case there is deviation from the spaetro
eter’s ideal linear dynamic range in heterodyne systemsdi& such as by Kleipool et
al. (2000), de La Noé (1998), Kuntz et al. (1997), Seele ()888alyze typical instrumen-
tal sources of errors for a passive heterodyne system;imgge sideband contribution,
continuum emission, random noise and standing wave. Irtipead¢hese error sources
induce uncertainties in the derived atmospheric inforomatiThese studies, however, are
limited to analyze the frontend system without mentionimg power spectral density ac-
curacy in the backend-spectrometer. In this study, nurakdalculations demonstrate
how considerable the deviations are from the heterodynersys ideal linear dynamic
range. Moreover, these calculations are based on a 142-@blreaadiometer with a
receiver temperaturéz = 500 K, a 78 K liquid-nitrogen cold load and a hot load at 300
K, i.e. Tc =578 K andTy = 800 K respectively (the one used for experimental analyses
of the 400-MHz bandwidth CTS). Also, simulations in the ozogigieval (in the Earth’s
atmosphere) illustrates thé&ects of line amplitude deviations, i.e. in the power spéctra
density, by producing arbitrary variations in both the lozenter and wings of a gener-
ated synthetic ozone spectrum. The aim is to account forffeets of such deviations in
the synthetic spectrum by observing changes in the rettiegdical profile. In here, the
profiles are retrieved by using the Optimal Estimation Mdtf@EM) of Rodgers (1976)

2



1.2 Microwave heterodyne spectroscopy

using an existing radiative transfer model (Jarchow anddgar, 1995, Jarchow, 1998).
The results of this investigation suggest that deviatianke ozone’s spectral information,
as those created by power amplitude deviations, may leaddticresults in the retrieved
volume mixing ratio. Consecutively, these results clearfiicate the importance of high
power spectral density accuracy.

Once the importance of the power density accuracy has berasskd, the last topic
of this thesis focuses on the detection of PSD error souesh deviations are suggested
to be produced by small nonlinearities in microwave devicesiprising the backend-
spectrometer. Unfortunately, the measurement of suchrityecharacteristics requires
low uncertainty where the demand of high accuracy usualtyeaghes those ones on
standard measurement applications. The research on naceaweasurements of nonlin-
earity can be separated at least in two branches: first, @n@cterization of microwave
devices, such as amplifiers and mixers, by means of matheahatbdels; and second,
the measurement instrument itself, i.e., the experimdasdlsetup. In the first case, if
the behavior is weakly nonlinear, it is possible to perforomlimear analysis and mod-
eling of RF devices by power-series or by \olterra-seriesaagmns (for details, see
Bedrosian and Rice, 1971, Borremans et al., 2007). Neverthetesasurements of each
relevant parameter (i.e., the kernels of the \Volterraesg@rcan be time consuming, and
thus exceeding measurement capabilities. This thesiesslels the second field, i.e. the
experimental measurements. Based onfiedintial approach, two novel high-accuracy
experiments facilitate the detection and analysis of bssionlinear behavior in sin-
gular microwave devices or even an arrangement of them, asi€F stages in a CTS.
The frequency-discrimination capability of a 3D-analysisthod plus the low uncertainty
(less than 0.1%) feered by a high-accuracy method provide #@ie&ive analysis in the
identification of nonlinear features. These experimengsagplied to dierent Devices
Under Test (DUT) in the new CTS, such as amplifiers and mixerscturately deter-
mine their highest possible linear response and so avoithdatjon produced by small
nonlinear &ects.

1.2 Microwave heterodyne spectroscopy

Spectrometry is typically divided into two classes accogdio its particular detection
technique. On the one hand, incoherent detectiter® a large bandwidth and limited
sensitivity where the phase of the signal is lost. On therdtaad, coherent (heterodyne)
detection is characterized by a frequency conversion teldvequencies where ampli-
fication and spectral analysis can be performed by electreystems. In the latter, the
signal’s phase is preserved after the frequency conversi@terodyne systems involve
two sections (Fig. 1.1): the "front-end" system (usuallyjezhb receiver or radiometer)
which conducts the detection, frequency translation anglifioation of the incoming
atmospheric signal; and the "back-end" system which peddhm spectral analysis, i.e.
the spectrometer (Kraus, 1986).

Microwave heterodyne spectroscopy is the field of scienaedtudies the measure-
ment of electromagnetic radiation. Through proper choicéhe radiometer parame-
ters (wavelength, polarization and viewing angle), micee heterodyne spectroscopy
can establish useful relations between the magnitude oéileegy received by the ra-
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mixer
aN o S I
O 3 —e— Spectrometer
antenna IF amplifier BPF
feed
LO

Figure 1.1: Simple block diagram of a heterodyne receivetesy composed by: a) the
frontend: i.e., the antenna, mixer, local oscillator (L@and-pass filter (BPF), IF ampli-
fier, and b) the backend: a spectrometer.

diometer and physical properties of the observed astroradrobjects. The function of

the radiometer is to measure the antenna radiometric tetyper{ »), which represents

the radiation power delivered by the antenna to the receien observing a particular
physical process. As a highly-sensitive receiver, the oavewe radiometer is capable of
measuring low levels of microwave radiation.

1.2.1 Fundamentals

This section explains how the radiation resulting from mhalr blackbody emission can
be related, in the microwave region, to the radiometric mmdetemperature measured by
areceiver.

1.2.1.1 Blackbody radiation and the brightness temperature

The spectral distribution of the radiation of a blackbodyhaermodynamic equilibrium is

given byPlanck’s law

2hv: 1
B,(T)=—F—=
Cewm -1

: (1.1)

which gives the power per unit frequency interval. Wherés Planck’s constank is
Boltzmann’s constant is the temperature; is the speed of light, andis the frequency.
Integrating ovew, the total brightness of a blackbody is obtained as

2h [ 3
B(T) == dv. 1.2
m-Z [ 5w (12)

A useful approximation in the (sub)millimeter-wave registheRayleigh-Jeans law
which allows the Planck function to be represented in a nma#ttieally simpler way,

B,(T) ~ sz# = 2:—21- (1.3)
Therefore, a brightness temperaturg, is defined by
/12
Te(v) = E(U, (1.4)
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where, in large optical depth, tlspecific intensity,t
Iv = BV(T) (15)

In the Rayleigh-Jeans law, the brightness and the thermaodigrtemperature of the
blackbody that emits this radiation are proportional. HeritbeTg is an important def-
inition in the radiative transfer equation (see Section33fbr a further discussion of
radiative transfer theory).

1.2.1.2 The relationship of thermal blackbody radiation andantenna temperature

Nyquist's lawstates that the thermal noise power of a matched resistoojpgional to
its temperature. This situation was investigated in 19281biyquist. Nyquist's law is
closely related to Planck’s Law, however, it is derived foe specific case of radiation
propagating within a terminated transmission line instehd general cavity (Janssen,
1993). Nyquist’s law states that if the temperature of théchred resistor iF, then the
thermal powelP per unit frequency propagating from a resistor (in the Rayleleans
limit) is

P = KT, (1.6)
wherek is Boltzmann’s constant. The above correspondence betwseser @nd temper-
ature (the random walk process) has led to the definition e&tiienna temperaturt
characterize the power emitted by, or received from, anabbja other words, the case
where the transmission line is terminated by an antenna nseden a uniform radiation
field resulting from thermal blackbody emission at a tempeedl . Likewise, the thermal
powerPa received by an antenna is related to the antenna temperag{ime

Ta= (1.7)
If the object observed by the antenna beam is characterizadibiform brightness tem-
peraturel g (representing radiation in the direction of the antend@n, = Tg. In the
general case, however, represents all radiation incident upon the antenna, iatedr
over all possible directions and weighted according to thierana directional pattern. Ad-
ditionally, in the real situation, other factors are alseoived. These include thefects
of the atmosphere and self-emission by the antenna steu@tlaby et al., 1981). These
factors are accounted for in the radiative transfer theory.

1.2.2 Heterodyne receivers

In many applications direct detection is not appropriateé @nversion of the signal to a
lower frequency, where further processing takes placegsired. A heterodyne receiver
shifts the frequency of the input band by mixing the inpunsigwith a coherent local
oscillator (LO) signal by using a nonlinear element whickftsHrequency of the input
atmospheric signal to lower frequency, called intermedfe¢quency (IF), i.e. the het-
erodyne principle. The main advantage of this frequencystedion is that amplification,
filtering and detection can béfectively implemented since the high-frequency signal (in
the mm and sub-mm wavelength ranges) is translated into & fower frequency range.
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Since this conversion is implemented at a fixed frequeneylRichain can befeectively
designed according to the detection and analysis problerae solved. Such a conver-
sion process (performed by the frontend) should be realiztta minimum of distortion
and extra noise in order to attain a high sensitivity of thesueing system. After s
cient amplification and adequate filtering in the IF rangectfal signal processing can be
optimally performed, e.g. detection of power, amplitude ahasgrequency (Hartfuss
etal., 1997).

The most practical advantage of this technique is that tipeasimay be divided to
produce arbitrarily many copies. This is especially sigaifit for parallel processing
since such technique introduces no degradation in sebgitim other words, this allows
analysis of an entire spectral band with many detectorshaekend instruments, at once.

It is clear that the high sensitivity and resolution prowd®/ heterodyne-observation
system in the short-millimeter through far-infrared warejths are of especial impor-
tance whenever detailed line shape information is reqiifedris, 2003).

1.2.3 Calibration

In Fig. 1.1, the noise signal detected by the antenna is dovwerted, amplified and
filtered in the receiver. Later, this noise signal is measung a backend-spectrometer
whose main function is to represent the receiver’s outpwgoime quantitative manner,
such as voltage, count or deflection. The quantity is reddtmhe observed power of the
signal.

In microwave remote sensing, the observed noise power isunegin terms of the
noise temperature (antenna temperatti, In order to establish such a connection, a
calibration process is needed to attain the correspondiagon between noise power and
temperature (see Janssen, 1993). That means finding the poae of the heterodyne
system, i.e. a certain gain anéfset (the last accounts for the power generated by the
system), by which a certain value of noise power (counts)oeatranslated into antenna
temperature units (in degrees K).

The elements composing the heterodyne system radiate @bwiegir own physical
temperature. Subsequently, the integrated elementsajereetotal internal noise power
called thereceiver noise temperaturér. Usually, this internal noise temperature, gener-
ated by the receiver system, exceeds that of the atmospignial. By the same token,
the noise temperature reaching the backend instrumenist®nétwo constituents: a) the
atmospheric signal detected by the antering,(@nd b) the characteristic noise generated
by the internal components in the receivég). These two constituents form tlsgstem
temperature

TS = T/_\ + TR. (18)

The calibration process can be implemented by observindtackbody emitters at two
different temperatures, the so-called figtand coldTc matched resistive loads (Fig. 1.2).
In practice, the noise temperaturés and T¢ are produced by well known microwave
absorbers at elierent temperatures; for instance, at ambient temperatutbéd hot load
(Ty = 293 K or 20°C) and at the temperature of liquid nitrogen (= 78 K or -195°C)

or liquid helium (. = 4.2 K) for the cold load (Rohlfs and Wilson, 2004). For further
details about the determination ©f andTg, the reader is referred to Appendix A.
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Trl Tc T, Ty TIK]

Figure 1.2: Calibration of antenna temperature using twoktlady emitters (the hot and
cold loads).

Considering the radiometer asimear power measuring device, the antenna tempera-

ture, T,, is defined as
Pa— Pc

" Pu-Pc
where P is power and the subscripts, H and C, imply hot and oaldsl respectively (ref.
Eg. A.2). Furthermore, the system-gain factor is

Py Pe
S P

Ta (Th = Te) + Te, (1.9)

(1.10)

1.2.4 The radiometer formula

In radiometric terminology, the radiometric sensitivityr fadiometer noise formulayT

is defined as the smallest changeTig that can be detected by the radiometer output
(Janssen, 1993). A more formal definition says that any nmeasant of noise power
possesses an inherent statistical uncertainty that degenthe bandwidtB of the noise
power and on the time allowed for its measurement, which is given by

Ts
N

The above equation defines the radiometric sensitivity ésplution) of a total power
radiometer with no gain fluctuations (Ulaby et al., 1981).cé&ding to Janssen (1993),
the total power radiometer is not well suited for many agilans because it isfliicult to

AT =K (1.11)
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Table 1.1: Sensitivity constanksof different receiver configurations
Receiver type
Total-power receiver
Dicke or switched receiver
Graham'’s receiver
Correlation receiver
Adding receiver
Correlation interferometer (2 dishes)
1-bit digital AC spectrometer 2.21
2-bit digital AC spectrometer 1.58

ﬁllmn—‘%lél R ~

stabilize and calibrate. Since an ideal system with no gadifficult to achieve in practice,

a receiver configuration needs to be calibrated (i.effaréintial compensation principle).
But, these configurations introduce a higher uncertainthéntémperature resolution of
the instrument, the sensitivity constatThis constank, as shown in Table 1.1, defines
the noise performances offtérent receiver configurations (cf. Rohlfs and Wilson, 2004,
Kraus, 1986).

1.2.5 Scientific applications

Situated between the radio and infrared wavelengths of ld&remagnetic spectrum,
the microwave region extends from about a few GHz to 3 THz aeybhd. Never-

theless, there is no clear approval of an exact range (edlyeiti the upper frequency
limit which may be considered of instrumental nature). Naltyn applications involving

the microwave region occur at the centimeter, millimeted anbmillimeter wavelength
ranges (Fig. 1.3).

The analysis of atmospheric constituents yields the phyqgitalities of an atmosphere
whose characteristics can be acquainted with observéatieclaniques. One important
type of observational technique is that of microwave rensetesing, which depends on
the detection of electromagnetic radiation emitted, scatt or absorbed by the atmo-
sphere. For example, the knowledge of physical phenomestaasiglobal temperature
change, the Antarctic ozone depletion and global depleti@zone or the day-night vari-
ation of ozone in the Earth’s atmosphere may be attainedrgyierm measurements by
means of microwave remote sensing of the ozone abundarmeethits fairly strong line
emission. Molecules such as water vapor play a major roleesaspheric ozone pho-
tochemistry, where minimum water mixing ratios are obsgfnivewinter and maximum
values in summer, for instance in the appearance of noetitudouds (NLC) in northern
Europe (see Seele and Hartogh, 1999, von Zahn et al., 20@4#)itiénally, nonresonant
pressure-induced absorption by £€nstitutes the governing factor for most absorption
in the deep atmosphere of Venus, and the inversion band af (Séhtered around 24
GHz) is the major absorber in the deep atmospheres of the plateets.

The high spectral resolution achieved by heterodyne (estiesystemsfders detailed
and highly accurate information in the study of emissioraf@sorption) lines in planetary
atmospheres. For instance, unique investigations of therugtmospheres of the Earth,
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Figure 1.3: The microwave region spans at least two, arguhbée, decades between
the radio and infrared regions of the electromagnetic spect Gases responsible for
absorption in the atmospheres of the Earth and the planetsdicated, from Janssen
(1993).
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Venus, Mars and the Giant planets (including some of theiomsp have been possible
owing to high-resolution measurements of the millimeteed of the minor constituents
(Janssen, 1993). Furthermore, the development of the Hubeter region is actually
opening new vistas not only in planetary studies but alsoiabrmbodies such as comets
(e.g. see Hofstadter et al., 1999, Klppers et al., 2006, W3rahal., 2007).

1.3 Aims of this thesis

The current development of spectrometers for applicationicrowave heterodyne spec-
troscopy is predominately focused on achieving a wide badfttivand high spectral res-
olution, whereas little is mentioned about accuracy of thegr spectral density of their
data. It has been noticed that smalffeiences may appear while several backend in-
struments are observing a particular molecule, like ozoniaé Earth, using the same
heterodyne frontend. Retrieval simulations demonstratesihch small deviations in the
accuracy of the power density of the spectral line might poedsignificant changes in
the retrieved volume mixing ratio. Also, numerical anaf/stow, in general, that some
measurements require signal-to-noise ratios larger thé0,1.e., that the power spectral
density is known with an accuracy of better than 0.1%. Suchatiens in the power
spectral density are likely to be created by nonlinearitsninrowave devices.

Traditional methods for linearity measurement in similpplécations hardly achieve
an uncertainty lower than 1 to 2% because of instabilitiestép attenuators and power
sensors. Based on these, similar techniques are appliedentoranalyze regions where
the instrument behaves linearly. In the past, such ranges attained by injecting a
noise source at the CTS input and, by producing variable 1t#Baation steps in a 60-
dB dynamic range, procure deviations#0.1 and+1 dB after performing a linear fit of
the spectrometer’s response (see Villanueva et al., 200Gg@mnini and Hartogh, 2006).
Unfortunately, the lack of accuracy and sensitivity duen® 1 to 2% uncertainty of these
methods, it is diicult to discern whether thesefidirences in the volume mixing ratio
are a consequence of nonlinearity. Therefore fl@dint approach is required in order to
determine deviations from linearity with the expected aacy

This thesis further presents the experimental study ofineal behavior fiecting
components in the new chirp transform spectrometer. As cembtadl in the preceding
discussion, nonlinearities are likely to be responsibtepftenomena that might degrade
the heterodyne system'’s performance and thus must be ragini

The rest of the thesis is structured as follows. Chapter 2agathe design, charac-
terization and testing of the new chirp transform spectteme&here special emphasis is
placed on the characterization measurements of the deargmpters. This is followed
by the presentation of some practical applications of the ,GiBfely the detection of
ozone in the Earth’s atmosphere and astronomical obsengatf comet 73S chwassmann-
Wachmann 3 and other bodies.

Chapter 3 reviews the basic concepts for retrieving verpealiles from the spectra
arising from planetary atmospheres. These are helpful $baequent simulation setup.
In addition, the physical properties of the Earth’s atm@sphare presented. In order
to explain the shape of the spectral line, it is also necggsatescribe the well known
absorption and emission processes of gases. This leads tioetbry of radiative transfer,
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which describes the intensity of radiation propagating geaeral class of media, and
the inversion technique, which is useful for the verticalfpe retrieval. In the following
sections, a numerical calculation demonstrates how cersdite the ffects are in the
measured spectra in case of deviation from the ideal spretay’s linear dynamic range.
Later, a simulation study shows how such deviation in thetsaean produce significant
changes in the retrieved vertical profile.

Finally, two novel experiments were designed and condustiett that the nonlinear
behavior of the spectrometer could be identified and andlyaé the results from these

two experiments and their improvements on the spectronsgtem are presented in
detail in Chapter 4.
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2 The 400-MHz bandwidth CTS

A CTS with a larger bandwidth, of 400 MHz, and a spectral resmhuof 100 kHz has
been developed. It bears some new technical developmemth ale described in this
chapter. As in the case of the SOFIA-GREAT CTS it uses digitirtieques to perform
the chirp signal generation. For the 400-MHz bandwidth CT&e\waly developed DDS
board, driven by a 1-GHz fixed frequency clock source, ceeatehirp signal with 400
MHz bandwidth. The RF processing of the analog chirp signallues a completely new
design. The preprocessing unit (the ASIC board), based omplementary Metal Oxide
Semiconductor (CMOS) and an Application-Specific Integt&ecuit (ASIC), is similar
as the one used for the SOFIA-GREAT CTS. A build-in PC104 comphaadles the
process control and the external communication via ethemme a Transistor-Transistor
Logic (TTL) interface. The CTS was applied in atmospheri@sce, i.e., a 142-GHz
ozone system. In addition, astronomical observations werirmed using the Heinrich
Hertz Submillimeter Telescope.

This chapter is organized as follows. Section 2.1 reviewesftimctional principle of
chirp transform spectrometers and its recent progress pplications. Following on,
Section 2.2 explains the theoretical framework of the Chimpgform and its application
in power-spectral measurements. In Section 2.3, the ¢seriand design of the spec-
trometer is presented. Later, the instrument’s charaeteéon is described in Section 2.4,
l.e., the digitally-created chirp signal analysis, spaagsolution, dynamic range, nonlin-
earity of the frequency scale and the overall stability.ti®ac.5 is devoted to the results
of observation test measurements. Next, Section 2.6 dissube improvements and per-
formance enhancement in the new CTS. Finally, the outlookuture developments is
presented in Section 2.7.

2.1 Introduction to CTSs

As mentioned before, heterodyne spectroscopy is a techpiqiding practically unlim-
ited spectral resolution. This is specially important fostance in the study of planetary
atmospheres where the structure of molecular transitieslgives detailed information
about molecular distribution, temperature and pressurélgs as a function of altitude
(Hartogh, 2004) or for instance outgassing features in cbsemets (Gulkis et al., 2007).
In atmospheric spectroscopy or radioastronomy the downearted signals are in general
of stochastic nature. As a consequence, the derived powetrapare stochastic as well
and require averaging.

The spectral analysis method requires a higjiciency or high duty cycle. Spectrome-
ters with nearly 100% duty cycle are called real-time sguo#ters since the a priori data
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rate of the calculated spectrum is the same as the inconmmggdomain signal. Reduc-
tion of the data rate is done by averaging of power spectral-tite@ or nearly real-time

spectrometers such as Filter Banks (FB), Acousto-OpticattBpaeters (AOS), Auto-

correlators are widely spread especially in radioastron¢ee Harris, 2002, Harris et
al., 1998). In addition, high-bandwidth Fast Fourier Tfan® Spectrometers (FFTS)
have been developed (for further details see Benz et al.,, 200 et al., 2006).

The chirp transform spectrometer has a successful histonpce than two decades in
ground-based, airborne and space missions. The first ratdirwave heterodyne spec-
troscopy with a CTS was performed in the middle of the 1980sdigating the 142-GHz
rotational transition of ozone in the Earth’s middle atmuse (Hartogh, 1989, Hartogh
and Hartmann, 1990, Hartogh and Jarchow, 1995). Since thel®®0s, there exist con-
tinuous ground-based measurements of water vap@t§325Hz) and ozone (142 GHz).
Furthermore, a wide range of topics of modern astrophysisdbleen addressed upon the
integration of a CTS spectrometer into the Heinrich HertzrSillimeter Telescope on the
Mt. Graham in Arizona, USA (Hofstadter et al., 1999). Thaeg@ds go from questions
about comets, planetary atmospheres and the interstedidium in the galaxy to inves-
tigations related to the early Universe. Lately, a CTS (frofa3)l provided high-quality
spectra of comet 2002 T7 (LINEAR) and the Earth from the Micw Instrument for
the Rosetta Orbiter on-board the Rosetta Mission, the firgi dpace mission carrying a
submillimeter heterodyne spectrometer (Beaudin et al.81G@lkis et al., 2007).

The CTS has been proven to be a reliable and accurate spetgrdifioe instance in
Seele and Hartogh, 1999, Hartogh et al., 2004). As statdig¢redne newly developed
400-MHz bandwidth CTS combines the advantage of broaderviadtid analysis with
keeping the characteristics of previous CTSs. The new tqoksiapplied for creating the
chirp signal, which also involves similar digital technéguas used in the SOFIA-GREAT-
(Stratospheric Observatory for Infrared Astronomy - GerrR&ceiver for Astronomy at
THz frequencies) CTS (Villanueva and Hartogh, 2004), yiejaedect matching to the
dispersive properties of the CTS’s compressor unit and anawgment of the signal-to-
noise ratio (SNR) up to 50 dB (Paganini and Hartogh, 2006).

The CTS is based on the Chirp transform (Klauder et al., 196@jigéon, 1964,
Mertz, 1965), an algorithm derived from the Fourier transf@and implemented by linear
frequency-modulated waveforms and their matched filtanghé CTS, the input signal
Is first multiplied with a chirp (called expander). Therehyfixed frequency signal for
instance becomes linearly modulated. The latter signaldsito a linear dispersive delay
line (a matched filter, also called compressor) with a dalag depending on frequency
and equal dispersive characteristics of the initially tzdahirp signal but opposite slope
(i.e., the transfer function is the complex conjugate ofd¢hep spectrum). As shown in
Fig. 2.1, the filter's output for the fixed frequency looksdlig single peak (in reality a
sinc function) at a specific time providing the spectrum asation of time (see Hartogh,
1989, Villanueva, 2004). The dispersive elements are Seirfscoustic Wave (SAW)
filters. These filters are characterized by the propagaticacoustic energy along the
surface of a piezoelectrical crystal base which selegtivetlirects the acoustic waves.
Hence, the wave pattern of the surface acoustic wave can Qeieaoby microstructures
on the substrate surface, translating in amplitud¢@mhase changes of the input signal
(see Section 2.3.1 for further details).
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Figure 2.1: In the CTS, the input signal is first multiplied bgharp. In case of a fixed-
frequency input signal (or CW), the output of the SAW filter ladike a single peak (in
reality a sinc function) at a specific time providing the dpam as a function of time.

2.2 The Chirp transform principle

The Chirp transformation (CT) is a time-frequency domain gfammation, the princi-
ple behind the CTS. This can be mathematically explainedirsggirom the well-known
Fourier transform equation,

+00
F = f fe “dt, (2.1)

(o)

wherew = 2rf.
Thereafter, assuming a linear relation: frequesey time,

f=ur (2.2)

wherey is the chirp slope, i.e., the rate at which the frequencyeiases or decreases with
time, defined as

Af [MHz
= | % 2.3
n= e o] (2.3)
obtaining
Fy :f fe 2wmdt, (2.4)

Then, using the identity:2 = t? + 72 — (t — 7)?,
it results in the following expressions:
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Figure 2.2: The Fourier transform can be implemented witlaléarnative arrangement
involving multiplication and convolution with chirp wavaims.

—+00
Fiy = e f fye i gm0 g (2.5)

+00

fcrg = fy * hy = f foNe-odt. (2.6)

The last expressions indicate the interaction betweenitveat systems by means of the
convolution: the dispersive filtele(j”f‘(f‘t)z) and the chirp signal mixed with the incom-
ing signal (f(t)e‘j”/“z); I.e., the Fourier transform can also be realized with éerahtive
arrangement (Atzeni et al., 1975) involving multiplicatiand convolution with chirp
waveforms. As can be seen in Eq. 2.5 and represented in Rigth2.expressiong*im""
denotes another SAW device which function is to recover ihpeats phase. However,
since only the power spectra of stochastic signals is reduthe phase is lost after squar-
ing and thus it is not implemented in the design.

It should be emphasized that Eq. 2.5 is valid if a perfect matris considered
between the dispersive characteristics of the SAW deviempcessor).., and the gen-
erated chip signal (expande),

U= e = e 2.7)

Last but not least, it can be inferred that the chirp signkhear frequency-modulated
signal, can also expressed as a quadratic phase modulgitedi Si

fenirp(t) = €777, (2.8)

2.3 Development and design

As observed in Fig. 2.3, the CTS involves two parts: the anatadjthe digital. On the
one hand, the analog part (Fig. 2.4) is integrated by the Rfestavhich include mixers,
amplifiers, filters, doublers, splitters, and SAW filters. @e other hand, the digital
part (Fig. 2.5) involves the chirp generation board (DDSrthathe data processing
and synchronization board (ASIC board), an ISA-ASIC (IrtduStandard Architecture)
interface, and an embedded PC104 computer. For detailechdiagf the system and its
RF components’ characteristics, the reader is referred freAgix B.
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Figure 2.3: The 400-MHz bandwidth chirp transform spectten

The duty of the CTS is, as a heterodyne backend system, tara@juincoming signal
(supplied by frontend systems) and then provide the sgéctoamation in real time with
100% dficiency.

The chirp is digitally created using direct digital syntizess (DDS) which are driven
by a 1-GHz frequency clock. The importance of such techniglies in the possibility
to fix every aspect of the chirp signal in order to achieve depedispersive matching
as required previously in Eq. 2.7. It must be stressed that@persive characteristic
of the SAW device can be accurately matched by means of bgidperties changes in
the DDS board. The created chirp signal in the DDS board haawHz bandwidth
centered at 250 MHz and a dispersion time ofi® The DDS device incorporates an
integrated 10-bit current output DAC, wherein the amountarhmon-mode noise that
might be present (at the DAC output) is reduced by meansftdrdntial outputs. Such
arrangementfders the advantage of an increased signal-to-noise ratiR{8Nto 50 dB.

In the SOFIA-GREAT CTS, the chirp signal is quadrature moca@nd up-converted,
and then the frequency is tripled (achieving a bandwidttaegu409.6 MHz). In contrast,
the chirp signal is frequency up-converted using RF mixeteémew implementation of
the 400-MHz bandwidth CTS. This up-converted chirp signdaiterly doubled in the
RF stage achieving an 800-MHz bandwidth (see Fig. B.1 for dlddtdescription of RF
components and flerent parts involved in the 400-MHz bandwidth CTS).

After the doubling process, it follows the mixing stage whéne incoming atmo-
spheric signal is frequency modulated with the chirp sigAala result, a linear changing
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Figure 2.4: After the chirp signal is digitally created arm@aonverted with an RF mixer,
it follows a series of filtering, amplifying and doubling messes. Then, it is modulated
with the incoming atmospheric signal and consequently fiéal the SAW device. After
the convolution process, the resulting signal is down-ecied and separated in real and
imaginary part after a mixing process with a complex sousee (ig. B.1 and Table B.1
for more details).Acronyms IDL: Input Drive Level, CL: Conversion Loss, P1dButput Power at 1
dB Gain Compression.
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Figure 2.5: After down-conversion (see Fig. B.1 and Table Brinfore details), in the
digital part the real and imaginary signals are digitizethwour pairs of ADCs where
digital squaring, preprocessing and integration is penéad in the ASIC board. At the
end, an embedded computer provides external communidationgh ethernetacronym
P1dB stands for Output Power at 1 dB Gain Compression.
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2 The 400-MHz bandwidth CTS

e s W K

Figure 2.6: Compressed pulse observed at the end of the greatiognd before the digital
acquisition by an oscilloscope for a 2.1-GHz CW inpuit.

frequency signal of 800 MHz bandwidth lies within the 600 40Q@ MHz frequency range
depending on the frequency of the input atmospheric sigvtath lies within the 1.9 to
2.3 GHz range. Next, the 800-MHz-bandwidth modulated dign&d into the SAW
filters which have a 400-MHz bandwidth (800-1200 MHz rangdéje filter's output rep-
resents the analog spectrum of the input signal in the tirmeadlm, mapped on a 10s
time interval (Fig. 2.6).

The duty cycle of an expander-compressor scheme is only 2@adintrinsic prop-
erties of the chirp transform. In other words, this means tha setup takes 20s to
perform a transform, however, it only produces useful spéatformation half of that
time. For that purpose, two branches are combined througimantitator with a switch-
ing period of 1Qus with the idea of 100%f&ciency (Paganini and Hartogh, 2006, Hartogh
and Hartmann, 1990).

Later on, the signal is down-converted. The real and imaginamponents are ob-
tained by mixing the signal with a complex source (Fig. 2IAd)the ASIC board, these
two components are digitally acquired with a set of eight MIBPS, 475-MHz bandwidth
analog-to-digital converters (ADC), i.e. 4 for the imagiyand 4 for the real component.
The signal is digitally analyzed by an integrated prepresceg an ASIC (Application-
Specific Integrated Circuit) chip with low power consumptiorhis preprocessor com-
putes the power from the complex spectrum. Here, the sigmalmerically squared (real
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2.3 Development and design

Figure 2.7: The real and imaginary components (red and diees) are obtained by
mixing the signal with a complex source.

and imaginary parts), added, and finally mapped into a 40@@+tel memory where it is
integrated. Furthermore, the ASIC board handles the sgnctation signals needed to
control the switching time of the two branches. This als@ines a signal which defines
the generation start of the chirp signal at a specific montengally, an embedded com-
puter provides the instrument control and external compatian through an ethernet
connection.

2.3.1 The dispersive filters

SAW dispersive or linear frequency-modulated chirp filenes key elements in the imple-
mentation of the Chirp transform in the CTS. Initially desidrier use in signal process-
ing such as pulse-compression in radar systems (Klauder, &980), the main signifi-
cance of the chirp-transform algorithm is that the requredvolution can bef&ciently
performed by SAW filters (Atzeni et al., 1975). The premuitation of an input signal
fe) with a chirp waveform followed by the convolution in a chirfidr (SAW filter) yield
to the power density spectrum of that signal according wigh E5. Additionally, SAW
devices are widely used in communications and industrisdlsueements systems, such
as wireless sensors (see Reindl et al., 2001a,b, Reindl ard&2004).

In the 400-MHz bandwidth CTS, the type of chirp filters are @fle array compres-

21



2 The 400-MHz bandwidth CTS

Etched grating LiNbO,

Metal film

Output Transducer

Figure 2.8: The reflective array compressor (RAC). The commed electric into acous-
tic energy is performed using inter digital electrode tcareers (IDT's); however, filtering
is achieved in a bank of reflective grooves where the filterlange response is controlled
by variations in the groove depth and the frequency resploy$ige groove separation.

sor (RAC) devices (see Williamson and Smith, 1973). In thiatetogy the transduction,
l.e., conversion of electric into acoustic energy, is penied using interdigital electrode
transducers (IDTs). However, the filtering process is agden a bank of reflective
grooves (Fig. 2.8). The surface acoustic wave, with a typiebocity of 3 x 10 cnys
(Maines and Paige, 1976), propagates through an array loéetgrooves which selec-
tively redirect the waves on a piezoelectric substrate. thigrdesign, the substrate is
lithium niobate LiNbG;s). The filter amplitude response is controlled by variationthe
groove depth and the frequency response is controlled byrtm/e separation at a point
where the propagation direction matches the wavelengtheo$trface wave. Therefore,
the surface wave propagates in a U-shaped path using twalofgsaoves after the input
IDT. Finally, the surface wave reaches the output IDT tramed The groove positions
are established such that the surface wave travels front iowtput along a path whose
length is an increasing or decreasing function of frequeridgally, one desires zero
temperature cdicient of delay, high coupling (Slobodnik, 1976) and low g loss
(Morgan, 1998, Williamson, 1976). The advantage of RAC devis that device phase
errors can be compensated after fabrication by introduimgtallized 'phase plate’ (see
Jack et al., 1980, Williamson, 1976).

CTS designs employ the M(I)-C(s) (sliding) expander-comgmearrangement for the
study of power spectrum in stationary signals (Hartogh aadriann, 1990, Villanueva
and Hartogh, 2004, Paganini and Hartogh, 2006). This aeraegt is characterized by a
longer time duration of the premultiplying chirp signal goaned to the impulse response
of the convolution filter (Jack et al., 1980). Wherein, thgé&artime duration of the pre-
multiplying chirp signal can be achieved for instance tigtodrequency-multiplication
techniques (Villanueva et al., 2006a). The notation usell'islenoting multiplication,
'C’ denoting convolution, ’(I)’ denoting long-duration afpi and ’(s)’ denoting short-
duration chirp.
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2.3 Development and design

2.3.2 Digital chirp generation, the DDS board

As stated earlier, the detected input signal is mixed withigocsignal (expander) in the
CTS. Such chirp signal is digitally created using direct tdigsynthesis (DDS) in the
DDS board (see Fig. 2.9). Basically, the direct digital sgsth is a technique for using
digital data processing blocks (Fig. 2.10) as a means torgena frequency- and phase-
tunable output signal referenced to, in this case, a 1-Ghedfisequency clock source. In
principle, the DDS board performs the following actions:

e Generate two chirp signals from 50 MHz to 450 MHz in a dispmrdime equal to
20 us.

e Produce a 1000-MHz-frequency signal, which serves as thek @dource for the
DDS chips. Later, this signal is used to create the 200-Mlgzkckignal for the
ASIC boards (master and slave).

e Supply local oscillator signals at twoftérent frequencies, i.e. 700 MHz and 1300
MHz.

e After a synchronized-start initiation given by the 'masteicrocontroller, provide a
synchronization clock signal for the PG pulses, i.e. the PXSBC synchronization
(for further details see Section 2.3.6).

The maximal achieved signal’s bandwidth is 400 MHz in au8@eriod due to Shan-
non’s sampling theorem. This is obtained after proper sggion of undesired alias fre-
guencies (sinc envelope), produced by zero-order-holocaged with the output circuit
of the DDS (typically a DAC), in a low pass filter.

The M(1)-C(s) expander-compressor arrangement indichsgsfor a 400-MHz band-
width 10us SAW filter (compressor), an 800-MHz 28- expander chirp signal (with
opposite dispersive slope) is required. This requiremeotiges a complete coverage
within the 1.9-2.1 GHz frequency range of input signal ancbagplish Eq. 2.7 as well.
Therefore, since a 400-MHz bandwidth chirp signal is olgdifrom the DDS board, a
doubling process is latterly needed in the RF stage.

2.3.2.1 The direct digital synthesizers

A DDS is a sampling-data system. As the fundamental frequehithe DDS approaches
the Nyquist frequency, the lower first image approaches thguidt frequency from

above. As the fundamental frequency approaches the Nyfgeggiency, it becomes dif-
ficult, and finally impossible, to design and construct a [mass filter that will provide

adequate attenuation for the first image frequency comgoi@e maximum usable fre-
guency in the fundamental range of the DDS is typically betwé0% and 45% of the
Nyquist frequency, depending on the reconstruction fil#ith a 1-GHz REFCLK, the

AD9858 is capable of producing maximum output frequenciets0 MHz.

The frequency sweep feature is implemented through thefus&equency accumu-
lator. The frequency accumulator repeatedly adds a frexyuanremental quantity to the
current value, thereby creating new instantaneous fregyueming words, causing the
frequency generated by the DDS to change with time. The &ecuincrement, or step
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Figure 2.11: AD9858: Internal synchronization block deagr Source: Analog Devices.

size, is loaded into a register known as the delta frequameyg word (DFTW). The
rate at which the frequency is incremented is set by anodwgster, the delta frequency
ramp rate word (DFRRW). Together these two registers enablBDS device to sweep
from a beginning frequency set by the start frequency tupmiard (FTW), upwards or
downwards, at a desired rate and frequency step size. Thk i®s linear frequency
sweep or chirp (see htfpiwvww.analog.com for further details).

For this design, a pair of AD9858-DDS chips is programmeahgigirogrammable
intelligent computers (PIC microcontrollers) in order teate the chirp signal. After start
up, the microcontroller programs a phase-locked loop (Ribliy) which provides a 1-GHz
reference clock to the DDS'’s input (REFCLK) as observed in Rd.1. The device is
designed for a maximum REFCLK frequency of 2 GHz (via a progratimdivide-by-2
function set in the control function register CFR). Thetbred REFCLK, which serves
as the sample clock for the digital-to-analog converter QpAs fed to a divide-by-8
frequency divider to produce the SYNCLK. In principle, thisables synchronization of
external hardware with the AD9858’s internal DDS clock. Wéerthe external hardware
which is synchronized to the internal system clock (SYNCL&) then be used to provide
the frequency update (FUD) signal to the AD9858. After therogontroller sends the
instructions to the parallel input ports of the DDS chip, gD signal and SYNCLK
are used to transfer the internalffar register contents into the memory registers of the
device (Fig. 2.12 shows ayiQ synchronization timing diagram). As a result, the DDS
creates a chirp signal from 50 MHz to 450 MHz in a 29period shortly after the FUD
signal is provided by the ASIC board.
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Figure 2.12: AD9858 programming: Timing diagram. Sourcaaldg Devices.

2.3.3 Time synchronization

In the following, the specific timing issues involved in the £&lectronics are described.
As mentioned before, two branches are combined through ancwator with a switching
period of 10us with the idea of 100%f&ciency in the CTS. This procedure comprises
an extra constraint: the digital chirp-signal creation #reddigital acquisition part (ASIC
board) must be perfectly synchronized in order to avoid ehasbiguities during the
commutation process. Such synchronization defines oneeahtst critical issues since
the spectral information spans in the time domain; hencenamatched synchronization
would lead to erratic results such as jitter. This time syanlzation is performed by a
complex arrangement of the ASIC board together with the DB dh. Both boards share
the same 1-GHz frequency reference clock, i.e., the REFCLdt(fthe PLL chip in the
DDS board).

After digitization by means of ADCs in the ASIC board, the sibis analyzed by a
set of two ASIC integrated-preprocessor chips working md&an. These preprocessors
compute the power from the complex spectrum; i.e., thes€A&S8Ips square numerically
the signal (real and imaginary parts), add, and finally mamtinto a 4096-channel mem-
ory where the power spectrum is latterly integrated. The\&tip is the same one for
the SOFIA-GREAT CTS; in this development, however, each A&€s12048 channels.
Therefore, an ASIC needs a 200-MHz frequency driving clackversample the analog
400-MHz bandwidth, 100-kHz resolution signal (this clockduency is supplied from
the fifth order of the REFCLK). In other words, two ASIC chip pess 4096 channels
with 97-kHz channel sampling resolution per channel.

At this point, the so-called PG pulses (provided by the ASt@rd) control the syn-
chronous initiation of the digitally-created chirp signat the DDS board (FUD signal)
since both (ASIC and DDS) boards have the same clock souecgthie PLL's REFCLK.

Summarizing, the ASIC board is in charge of the synchromnraby providing the
PG (i.e. FUD) pulses to the DDS chips and theis0eommutation pulse in the RF part.

2.3.4 Operating multiple AD9858s instances

The previous section has broadly described the issues adisdime setting techniques
for a correct synchronous operation. Nevertheless, ancatyjpehavior occurred during
laboratory tests over the finally assembled 400-MHz-BW CTS$. udnexpectedly, jit-

tering was observed after injecting a 2.1-GHz central feeqy (CW) pulse. This test
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derived to a complete check in the clock quality and contrglpulses provided by the
DDS and ASIC boards. However, the problem was produced bych gh the DDS chips.
In contrast with previous DDS designs, the AD9858-DDS clupgesses no capability to
work in parallel with another DDS chip (Analog, priv. comm.)

As observed in Fig. 2.11, the REFCLK'’s divide-by-2 outputestaintains no control-
ling reset signal, thus this introduces a potential phadagunty. This situation leads to
jittering among the internal system clocks (SYNCLK) of mpiki devices.

2.3.5 Recommendation on parallel AD9858s architecture

To successfully synchronize multiple instances of the ARBB®DS, one must first by-
pass the REFCLK divide-by-2 feature. Unfortunately, thisasas simple as disabling the
REFCLK divider bit in register 00 hex. This is because the REFCivdér’s state ma-
chine does not get initialized by any control signal (e.gASTER RESET). As a result,
the output of the divider introduces a potential phase anityi@f one-half REFCLK cy-
cle. This leads to phaseftBrences among the internal system clocks of multiple deyice
which can either be in phase or k8t of phase relative to one another. Following, there
are some actions performed by a microcontroller in orderddckvaround this limitation.

2.3.5.1 Bypassing the REFCLK divide-by-2

The device can be placed into a factory test mode which disdhk divide-by-2 at start-
up, or upon MASTER RESET. Setting this test mode does notiinaity other feature.
The device will function as normal, except for disabling tinade-by-2 feature. The test
mode requires that pins 25 and 28 are connected to VCC, and3ii24,26,27 to ground.
This will bypass the REFCLK divider immediately, while stiligplying a SYNCLK at
1/8th the REFCLK frequency.

2.3.5.2 Synchronizing SYNCLK among all DDSs

In order to achieve SYNCLK alignment among multiple AD9858& REFCLK must
be coincident at all of the DDSs. Any timing skew among ristalgies of REFCLK may
result in SYNCLK and DAC output misalignment among the DDS&xi\there needs
to be a constraint imposed on the relationship between th& MZ&R RESET and the
REFCLK. They must be synchronous, and the falling edge of MASTRESET needs
to occur outside of an interval af200 ps surrounding the rising edge of REFCLK. In
other words, the falling edge of MASTER RESET should not oagithin 200 ps of
the rising edge of REFCLK, either before or after. This is agolished by the 'master’
microcontroller. This constraint is due to the SYNCLK beingrided from REFCLK
through a divide-by-8 stage. When the MASTER RESET is high,dik&e-by-8 is
initialized to a known state. When the MASTER RESET is releadieel divide-by-8
starts. Itis necessary for the falling edge of MASTER RESEddour simultaneously at
all DDSs, while meeting the keep-out time specified above.
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Figure 2.13: Synchronizing the DDS and ASIC boards:a 40em®@ clock was created
in order to produce PG pulses synchronized with the SYNCLK.

2.3.5.3 Meeting setup and hold times between FUD and SYNCLK

Finally, the FUD pulse is sent simultaneously to all DDSsDRB/the clock that transfers
the data from the/O port bufers to the programming registers, making the data active.
The rising edge of FUD must meet a minimum setup time of 4 nsrbehe rising edge of
SYNCLK. The minimum hold time should be one SYNCLK period aftes rising edge

of SYNCLK.

2.3.6 The DDS and ASIC boards synchronization

As previously mentioned, the fact that the AD9858 is drivgriie SYNCLK means that
the PG pulses (provided by the ASIC board) must perfectlycmtiie SYNCLK instead
of REFCLK (the latter is the case for the SOFIA-GREAT-CTS desigdpwever, the
ASIC board is operated by a 5-ns clock period (i-zgob—m) and, on the other side, the
SYNCLK consist of an 8-ns period one (i.qml—m) in the DDS board. This implies a
new limitation since both clock periods may occasionallgduce initiation at dferent
phase instants and thus asynchronous PG pulses suppliegl DS board (FUD).

As shown in Fig. 2.13, the solution can be attained by synmhiiog the generation
of PG pulses with the SYNCLK through a flip-flop device. In ortieimplement that,
the SYNCLK serves as clock source for the flip-flop circuit whig reset by a microcon-
troller. As a result, the '@ port provides a synchronous reset pulse for two dividdre: t
first one generates the ASIC board’s clock (divide-by-5 deyiand the second, a divide-
by-8 device, creates a 40-ns period clock source. The lakts/PG pulses and SYNCLK
without phase ambiguities.
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2.4 Characterization. Test measurements

In Astronomy, the performance of an instrument is descrtbedifferent standard analy-
ses and tests, usually under laboratory conditions. Tiieiso-callea¢haracterizatiorof

the instrument. To accomplish the characterization of @@ MHz BW CTS, novel and
standard test analysis were performed. In this sectionghieacterization tests include:
test of the chirp signal, frequency- and time-domain aredystability (i.e. the Allan-
variance test), spectral resolution, and the power litgand dynamic range (deviation
from linearity of +1 and+0.1 dB in both the digital and analog parts). A summary of
these results and other important characteristics of thieument are presented in Table
4.2 at the end of this section.

2.4.1 Analysis of the chirp signal

It is especially important to understand the behavior ofdigitally-created chirp signal.
The quality requirements for this signal are: a) a small lpasd ripple, b) a good signal-
to-noise ratio (SNR), ¢) small phase deviation, and d) thevkedge of both group delay
and chirp rateg).

Different chirp-signal analysis methods are applied in ordealtulate the previously
mentioned quality factors after acquiring and digitiziig tchirp signal (using a digital
storage oscilloscope, DSO). Namely, this denotes: theilzdéd magnitude, the wrapped
phase and fitting at a desired frequency range, phase agvéaatd root-mean-square error,
and the chirp rate. Figure 2.14 displays the results aftelyamm these analysis methods
over a synthetic perfect chirp signal. In contrast to theldeference, Fig. 2.15 indicates
the real caseftered by the DDS board’s output.

Most of these methods, based on Fourier transforms, antigzacquired signal in a
stationary regime. This can be explained by the fact thaFthﬂfier transform equation

takes as limits of its integral infinite boundaries fF= f fy et dt); therefore, it is
not possible to distinguish separately which events octarsaecific time. However, the
chirp signal is a non-stationary wave; i.e., it changes witte.

The analysis of this kind of waveform can be conducted by &®kiort-Term Fourier
Transform (STFT) analysis method (cf. Narasimhan and Rdatira, 2004). Among
others, the STFT yields to calculate the Fourier transforrsnaall time intervals, thus
allowing the chance to discriminate events at defined timmis $éKramer and Jones, 1994,
Allen, 1977, Allen and Rabiner, 1977). In Fig. 2.16, the firsttga) shows the applied
method over a simulated perfect chirp signal. On the othedhthe second oneb)
suggests that created harmonics in the real case may glgbtluce deviations from the
theoretically expected results.

The aim is to analyze frequency components in the time damghis analysis tool
can be methodologically implemented affdient RF stages between the DDS board’s
output and the SAW device’s input. Hence, the plan is to datex whether harmonics
observed in a spectrum analyzer are influencing the2@ansformation interval or not.
If that is the case, unwanted noise is added because of dbival sleterioration. This is
especially important during the instrument design proedste different RF devices are
been evaluated. Thereby, it is possible to estimate if ttheance of undesired harmonics
could be neglected or should be suppressed; e.g., throeghdtiition of filters. For
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Figure 2.14: Chirp-signal analysis tools: simulated perébirp signal.Upper left: Cal-
culated magnitude.Upper right: Wrapped phase and fitting in the desired frequency
range.Bottom left: phase deviation and root mean square erBamttom right: Calcula-

tion of the chirp rate.

instance, the third plotc] displays the signal fed into the SAW filter where deteriomat
is observed after a specific stage involving mixing, ampiifyand doubling processes. As
stated earlier, it is clear that such anomalies imply umebk harmonics which diminish
the overall instrument performance, such as added systes®.no

It must be stressed that this method yields the identifinadgfdharmonics and, conse-
guently, the chance to implement suppression techniqueesalicase scenario, in order
to improve the chirp signal quality (from Fig. 2.16-c) wasg #ddition of filters and the
replacement of the RF mixer before the doubling process (fierwith better isolation

properties).

2.4.2 Frequency and time domain analyses

In the last section, the quality of the chirp signal was aredlyand improved according to
a stage-by-stage analysis along the RF sections of the CTi8sIsetction, another impor-
tant stage-by-stage analysis is described as an extensw@reation of the instrument’s
response. The objective of this analysis is to observe betjuency- and time-domain
by means of a spectrum analyzer and a DSO respectively.

The principle of the instrument is based on a frequency-tieendence as that given
by the Fourier transform equation and theoretically ex@diin Section 2.2. Wherein,
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Figure 2.15: Chirp signal tools applied to the DDS board’pattUpper left: Calculated
magnitude.Upper right: Wrapped phase and fitting in the desired frequency raBgge.
tom left: phase deviation and root mean square erBmttom right: Calculation of the

chirp rate.

quality aspects arefi@cted by unwanted behaviors such as: nonlinearity, low SlidBe-b
band ripple produced by filters, and the amplifier's compogsand saturation points.
These sources of error typically signify deteriorationhie system performance and thus
produce &ects which may be observed in the frequency/antime domains (a suitable
example is phase deviation).

As a result of this method, Fig. 2.17 displays the frequerand time-domain re-
sponse provided by the DDS board before the first up-coraesgage. In the frequency
domain, it can be observed the 400-MHz bandwidth digitatiyated chirp signal plus
some harmonics after the first low-pass filtering (on thetrgitie). In the time domain,
the chirp signal lies within a 20s period region where a smooth amplitude answer is
typically required; as contrary to passband ripple whichldoncreasingly appear after
filtering stages.

Following, Fig. 2.18 shows the responses of the first up-emin process where
the initially created chirp signal within the 50 MHz to 450 MHdange is translated into
the 1350 MHz to 1750 MHz frequency range. Here, one can ajgpecihe image band
created in the mixing procedure; however, it is filtered byanseof a passband filter.

Finally, Fig. 2.19 depicts the response before the mainmgistage. In this stage, the
incoming atmospheric signal is mixed with the 800-MHz baidtvchirp signal (the last
is created after a doubling and passband filtering proces8estrong power density of
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Figure 2.16: New analysis approach using Short-Term Foliransform (STFT) compu-
tation. a) Study in case of a synthetic perfect chirp signglChirp signal analysis right
after the digital generation in the DDS boarc). Signal fed into the SAW filter. It can
be seen that after the processes of amplification, doubtnijng and filtering spurious
frequencies appear producing deterioration in the signal.

the chirp signal should be expected in the frequency domage ghis signal is injected
in the LO port of the mixer.

2.4.3 Stability

Allan variance measurements are typically used in ordeutntyfy the stability of mi-
crowave heterodyne spectrometers. The radiometer for(iga 1.11) can be applied
while the instrument is stable during the observation tieeen two calibrations. Since
any additional noise above the radiometric level is unfakte, one has to find the opti-
mum integration time where the impact of drift contribuaa nearly negligible. In other
words, the radiometer equation is valid within the whitesegpart, i.e., prior to the Allan-
variance minimum. The latter describes the turnover poime¢ne the radiometric noise
with a negative slope of -1 in the logarithmic plot becomemiuhated by the additional
and undesired drift noise (see Schieder and Kramer, 2001).
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Figure 2.17: Frequency- and time-domain answers provigedddDDS board before the
first up-conversion stage.
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* RBW 3 kHz

*VBW 1

Store to .:lFH:J’

Figure 2.18: Frequency- and time-domain answers given @yitst up-conversion pro-
cess where the initially created chirp signal in the 50-438z2Mrequency range is con-
verted into the 1350-1750 MHz range.
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Figure 2.19: Frequency- and time- domain answers provigeatido mixing stage where
the incoming measured signal is mixed with the 800-MHz badtwchirp signal.
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Figure 2.20: Allan variance calculatiorLeft: output count per cycle for the channel
2045 using a noise source during 43,000 spectra integmtédecond eachRight: the
Allan variance of a frequency channel vs. integration tisle The Allan-variance time
is defined by the minimum k, i.e., 173 s.

After warming up, 43,000 spectra with 1 second integratioretfor each were ac-
quired using an ultra stable noise source input at a congtamer level. The analysis of
the data indicated a minimum Allan-variance time of 173 selsprepresented in the plot
by the value k= 173 (Fig. 2.20). The spectroscopic Allan variance, whicHges a
similar study in two independent channels, showed no inugat drift behavior between
them (Paganini and Hartogh, 2006).

The frequency stability of the spectrometer is linearhatedl to the temperature sta-
bility of the SAW filters. Thus, it is essential a good thermsia@bilization of these devices.
The used thermal stabilization results in a frequency Btalif 550 Hz/°C (Villanueva,
2004).

2.4.4 Spectral resolution

The response of the spectrometer to a sine wave is & &inction with the first zero
crossing in the frequency domain atcl this point defines the spectral resolution of the
spectrometer. The dispersion timg)(bf 10 us incorporated by the SAW filter denotes a
100-kHz spectral resolution.

Another approach is to obtain the Full Width at Half MaximumAHM) of each
channel (Fig. 2.21). A value of 121.2 kHz was obtained byuating the FWHM of the
sampled curved at each single channel in the whole rangeu3ét step size was equal
to a tenth of the nominal resolution (i.e., 10 kHz).

Furthermore, the deviations in the spectral scale lingaréire calculated. This prop-
erty describes the relationship between the input frequanc the corresponding ex-
pected frequency denoted by a specific channel index. Thpsri®rmed by acquiring
the mean standard deviation of each channel (referencé@ teWHM) in the complete
operational instrument’s bandwidth. As seen in Fig. 2.Zviations smaller than 6%
were determined for the complete amount of channels.

36



2.4 Characterization. Test measurements

: : : 15 : : :
150 FWHM = 1211769 kHz|| = »  Mean Dev. = 3.5451 kHg
T 10} :
- e — % .
~ E + A AL A
T 100 E ° s ma ——
‘é 8 Am e — Y A "
= e 0 : e |
I 9 Np—— a Anasmmaen
E 50 .S -5t B R & a
g
g -10} .
[a)
0 ‘ ‘ ‘ ‘ -15 ‘ ‘ ‘ ‘
0 1000 2000 3000 4000 0 1000 2000 3000 4000

Figure 2.21: Spectral resolution and frequency lineargty shannel numbet.eft: mea-
surement of the spectral resolution (FWHMNRjght: deviation of the obtained calculation
from the expected nominal value@.06 of a channel).

2.4.5 Power linearity and dynamic range

As suggested by Villanueva and Hartogh (2004), thiféeces constrain the instrument’s
dynamic range: the high insertion loss of the SAW devicesréntioan 40 dB), the noise
and interferences introduced during the RF signal procgsaimd the compression point
of the diferent passive (mixers) and active components. The maxingmalsamplitude
in the RF part is the one which drives the main mixet@ dBm); i.e., where the incoming
atmospheric signal is mixed with the chirp signal. Moreotee lowest signal amplitude
Is the output of the SAW device (-60 dBm). The addition of digtechniques into the
CTS design and the 50-dB SNR provided by the new arrange allawda range of
adaptability which assures a proper dynamic range setup.

The linear response of the instrument (analog and digitd$paas attained by inject-
ing a noise source at the CTS input connector and, by prodweingple 1-dB attenuation
steps in a 60-dB dynamic range, procure deviations®i and+1 dB after performing
a linear fit of the spectrometer’s response (see Paganirtiartdgh, 2006, Villanueva et
al., 2006a). The input power is supplied by a noise sourde witdB flatness310 dBm
power level and an operational frequency which lies withim 1.9 to 2.3 GHz frequency
band. The results, displayed in Fig. 2.22, show a dynamigaavith a maximum devia-
tion from linearity of+1 dB equal to 35 dB andl0.1 dB equal to 20 dB; and an optimum
input power level of -35 dBm.

The previous explained analysis allows to predict the diverstrument’s response
by calculating the mean of the whole channels. In additioB,damensional plot allows
to separately observe the response of each channel venses ipput and power output
(in countgecycle). This analysis provides a more detailed evaluatiothe instrument
response on each single channel which is especially immawaestablish not only lin-
ear dynamic range, but also unexpected behaviors, e.gibfssgions which go into
saturation and compression faster than others or even edah&84QWV filters. Figure 2.23
displays an example of the last case where the upper platatesi an unusual response
of the instrument between channel numbers 2500 and 3000onitnast, the lower plot
depicts the normally expected operation. In Fig. 2.24, tidden drop in channel 2700
clearly confirms an abnormal instrument’s response whikeobng the hot load at the
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Figure 2.22: Power linearity study.eft: output power obtained by injecting a variable
power noisy source at the CTS input conneciight: the dynamic range calculation is
attained from+1 dB and+0.1 dB deviations from a linear fit.
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Figure 2.23: Power linearity study: a 3D power analysis @& tlutput power against
input power and channel number. This analysis is implenteimt@rder to observe pos-
sible deterioration in the systerdpper: unusual instrument’s response between channel
numbers 2500 and 300Bottom: normal instrument’s operation.

ozone radiometer using the CTS data-observing softwaren (@xgernal computer). Later
on, several RF stages were separately tested with the 3D powabssis. As a conclusion,
this analysis truly suggested that such strange behavigihtrhave been produced by a
damaged SAW filter in the instrument.

An advantage of this method is the possibility to check caxplevices in-situ with-
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Figure 2.24: CTS data-observing software plot. The suddep idrchannel 2700 clearly
confirms an abnormal instrument’s response while obserfiaghot load at the ozone
radiometer.

out removing them from the spectrometer. An illustratingecés SAW filters damage
like after applying a high input power, which may lead to atomigration in the SAW'’s
thin metal electrodes and thus deteriorates the perforenaneven destroy the device
(Kubat et al., 2004). At first glance, this tool avoids thea&® scanning-electron micro-
scopes. In the CTS, SAW filters are embedded in Styrofddenform of polystyrene),
isolated by several layers of a thin polymide film (Kap®rand packed altogether in a
temperature-controlled aluminum case at°@0in order to conserve their calibration in
terms of temperature stability. Therefore, unnecessamyodating the SAW filter pack-
age could lead to variations in the filter's dispersive cbemastics since they are highly
sensitive to environmental temperature variations (Caat.e1972).

2.5 Observations and results

The previous section has broadly described the developrdesign and common labo-
ratory analysis techniques used to evaluate a new 400-Mhiviadth CTS. This section
reviews some recent performance of the new CTS consistingsbnesults under real ob-
serving conditions. First light was observed in Decemb@&@52fy measuring the Jine
using a 142-GHz ozone system as test facility at MPS in KhtlegrLindau, Germany
(Fig. 2.25).

In order to test its response by observing astronomicalctdjehe instrument was
installed at the Heinrich Hertz Submillimeter Telescope@tatory during the observing
run of the 73PSchwassmann-Wachmann 3 comet in May 2006 when it had itestlos
approach to the Earth (Paganini and Hartogh, 2006, Drahalk, &007, Klppers et al.,
2006).
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2 The 400-MHz bandwidth CTS

Table 2.1: Specifications of current CTS system

Value Error
Center frequency 2.1 GHz +100 kHz
Min. input frequency 1.9 GHz +100 kHz
Max. input frequency 2.3 GHz +100 kHz
Spectral resolution (noise equivalent)cl 100 kHz +10 kHz
Spectral resolution (FWHM) 121.2 kHz +2.4 kHz
Channel spacing 97.6 kHz +245 Hz
Bandwidth (-3 dB) 400 MHz +1 MHz
Optimal RF power input (noise) -35 dBm +0.1 dB
Min. RF power input (noise) -45 dBm +0.1dB
Max. RF power input (noise) -25dBm +0.1dB
Noise input dynamic range 35dB +1dB
Noise input dynamic range 20dB +0.1 dB
Frequency linearity 3.5kHz +2.4 kHz
Absolute Allan-variance time 173 s +20's
Channels 4096 -
Maximum power consumption [AC] 79.5W +2 W
Nominal power consumption [AG}30 min) 68.6 W +2 W
Dimensiongcn?] 43 (w) x 8 (h) x 45 (d)
Data interfaces Ethernet, RS232, TTL
Specifications for the dispersive elements
Compressor bandwidth 400 MHz +1 MHz
Dispersion time @) of compressor 1@s +1us
Insertion loss of compressor -45 dB +3dB
Time-bandwidth product of compressor 4000 -
Expander bandwidth after RF doubling 800 MHz +8 MHz
Expander sampling frequency 1 GHz +3 ppm
Dispersion time ) of expander 2Qis +400 ns

2.5.1 0Ozone measurements

Detection of the rotational transition of ozone at 142.1 @ typically performed since
1992 at MPS (51.39N, 10.13 E and 140 m.a.s.l) providing altitude profiles from 20 to 80
km (Hartogh and Jarchow, 1995). Currently, the frontendoaeiter detects the 142-GHz
ozone line using two backend CTSs: a) a 40-MHz bandwidth CTé&ritbesl by Hartogh
(1998), Hartogh and Jarchow (1995) and b) a 220-MHz bantv8@FIA-GREAT CTS
(Villanueva and Hartogh, 2004, Villanueva, 2004). In thetdrodyne system the atmo-
spheric signal is first filtered by a Martin-Puplett singldedand filter, then combined
with a local oscillator signal using a folded Fabry-Perodl afterward fed back into a
cooled single-ended Schottky mixer. The Schottky mixewrjol®s a down-converted sig-
nal which is amplified and finally analyzed in the (backendctppmeter. Data are taken
with a fixed elevation angle of 3Gand calibrated every six seconds using two external
reference loads at 78 K and ambient temperature. The hgte@ystem possesses a sin-
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Figure 2.25: First light: Ozone spectrum obtained using2G&G#z ozone radiometer at
MPS in Katlenburg-Lindau, Germany.

gle sideband noise temperature of 500 K (Hartogh et al., 804 has demonstrated to
provide accurate and consistent results (see Hartogh, Hz8fbgh and Hartmann, 1990,
Hartogh and Jarchow, 1995).

The 400-MHz bandwidth CTS was implemented as third-runniackbnd. Several
tests have been conducted over the last 2 years in order imagydhe instruments’ re-
sponses. Figure 2.25 shows the first successfully deteamukeasspectrum by the 400-
MHz CTS in December 2005 (Paganini and Hartogh, 2006).

As explained earlier in Chapter 1, the ozone spectrum, irhbregs temperature units
(Ta) is obtained from a calibration process. Basically, thiscpss is performed by the
heterodyne system using the following formula (cf. Secfich3 and Eq. A.2):

_ Pa-Pc
~ Pu-Pc

whereP, is the power density of the observed object (atmospghley® e.g. some plane-
tary atmosphere?y is the power density of the hot loaB¢ is the power density of the
cold load (power is represented in coyoygle), whereagy and T¢ are the cold- and
hot-load temperatures calculated by a PT100 sensor.

If the system performs a 6-second observation at each ogkiofAtm|Cold posi-
tions] and possesses a calibration cycle: H-A-C-A-H, it desdhat the system takes
12 seconds to fulfill Eq. 2.9 and therefore conduct a compigégration (i.e., obtain a

TA (TH — Tc) + Tc (29)
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calibrated spectrum). A continuous ozone-measuremenepsocan be displayed in Fig.
2.26, wherein: aJg is derived using Eq. 2.9; b) and c) plbt andT¢ as measured by the
PT100 sensor, respectively; d) and e) show the measured pewsity,P, andP¢, at the
calibration loads; and finally, f) the calculated power digret sky position, represented
by the red line between the black and blue ones, which représe hot and cold loads.
Here, it can be observed that tfig variations mainly represent the tropospheric humid-
ity variation. HighTg means rainy weather, meanwhile |Gw indicates clear sky or at
least dry tropospheric air. The strange ripple in the hat isadue to variations of the air
temperature produced by the air conditioning in the lalmoyafThe cold load behavior is
related to the filling interval of liquid nitrogen.

2.5.2 Astronomical observations at the Heinrich Hertz Submillime-
ter Telescope (HHSMT)

The HHSMT is located on Mt. Graham in south-east Arizonaditude W 1095326,
latitude N 324205”) at an altitude of 3200 m. The Telescope consists of a Cassegra
system with paraboloidal main reflector and hyperboloiéabsidary reflector. The an-
tenna has a diameter of 10 m, the absolute pointing accusaadyaut 2, with a tracking
accuracy of better than’l(Baars et al., 1999). The observations were performed us-
ing the dual polarization, single sideband 1.3mmJT (13036lz) and the dual-channel,
double sideband MPIfR SIS-345 receivers. The spectralatatautomatically calibrated
by the telescope software into antenna temperature scgleuging the chopper-wheel
method (Ulich and Haas, 1976). The pointing accuracy wa®gierlly checked after
some hours, either on a planet or other bright source suchstar.a The HHSMT is
equipped with several backends: a 218-MHz bandwidth (BW pdinansform spectrom-
eter with 46.6 kHz frequency resolutionf]; a set of three AOSs: a) AOSAsf = 934
kHz, BW = 1 GHz, b) AOSB:Af = 913 kHz, BW= 1 GHz, c) AOSC:Af = 370 kHz,
BW = 250 MHz; the so-called Forbes filterbank with 1 GHz bandwidtid 250 kHz
frequency resolution; and the newly integrated 400-MHzdwadth CTS with 100 kHz
frequency resolution (0.11 kisispatial resolution at£ 250 GHz). The measured spectra
were reduced using the CLASS software from the GILDAS sofvyeckage.

25.2.1 Comets

Comets are considered as primitive, leftover building book the outer solar system
formation process. Therefore, their chemical compospimvides clues about theftkr-
ent physical processes that led to the formation of giamgita Comets are frequently
classified according to their orbital periods in two dynamhi@servoirs: the Oort Cloud
with long-period comets and the Kuiper Belt with short-pdrammets (Gladman, 2005).
Individual comets from both reservoirs can be perturbecatds the inner solar system
by various gravitationalféects.

A convenient method to determine the chemical compositiccomets, i.e. the na-
ture of ices and rocks which comprise the nucleus, is to @Bssecondary products
such as parent molecules (rotational and vibrationakimtal transitions) and daugh-
ter molecules (electronic transitions) which result frdrait photodissociation (Crovisier
and Encrenaz, 2000). As a comet approaches the Sun (Fig, th7ces sublimate and
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Raw data analysis during calibration
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Figure 2.26: Calibration process: &) is derived using Eq. 2.9; b) and c) pldt, and
Tc as measured by the PT100 sensor, respectively; d) and e)thleoweasured power
density,Py andPc, at the calibration loads; and finally, f) the measured payessity at
sky position represented by the red line between the bladkoare ones, which display
the hot and cold loads respectively.
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the ejected molecules can be spectroscopically detectpdnehe (sub)mm-wavelength
range by observing their rotational transitions. Chirpsfarm spectrometers have proven
to be an €icient tool in identifying cometary parent molecules beesth® frequency of
narrow lines can be observed with very high accuracy andutson, and thus lead to
unambiguous identification of molecules and their spetdatiures.

The Jupiter-family comet 73Bchwassmann-Wachmann 3 (SW3) broke up into sev-
eral pieces during its perihelion passage in 1995. At leastffagments named alphabet-
ically were observed (Bohnhardt et al., 1995), however, thieth was not seen elsewhere
and therefore might have been a very short-lived condemsa8everal phenomena may
trigger break-up of a cometary nucleus, the extremely loaesmn being one of the main
reasons. During the close approach of the comet to the EarMay 2006, over three
dozen separate pieces were observed. This provided a uoppoetunity to study the
homogeneity of the cometary nucleus by comparison of theposition of the diferent
fragments (see Villanueva et al., 2006c, Dello Russo et @07Pwhich due to outburst
started to defragment (Fig. 2.28).

Additionally, measurements of the same molecule fedint geocentric distances
sampled dterent spatial scales at the comet. These allow to deriveptiteasdistribution
of molecules in the coma and to derive conclusions about fueirces (Kuppers et al.,
2006) thanks to the freshly released cometary material {@lbbeeak-up). The observed
components were mainly fragments B and C focusing on maesplecies (HCN, HNC,
CH3OH, CO, HCO, CS) and isotopic ratios fCN), under good weather conditions
(see Fig. 2.29 for HCN spectrum).

The cause of cometary beak-ups is still uncertain. One stgdenechanism is split-
ting due to fast rotation of the nucleus. Drahus et al. (2G@ulied the rotation period
of the comet fragments by measuring the HCN production raiehwlias stimulated by
the nucleus rotation. The light curve of comet 73P-C in HCNng#thbstrong non-random
variations. Among several plausible solutions for peigdgj a rotation period between
3.0 and 3.4 hours was suggested to be the most likely.

The observing mode for cometary observation was positiottking (PS) where the
telescope was first pointed on the source (on-position) Soselconds integration time,
and then the same was repeated for the backgrouiighdsition). As a rule of thumb,
the integration time (in seconds) is chosen such that themsyis stable during this time
(i.e., within the Allan-variance time) providing good bhase except for some occasional
receiver instabilities. A complete scan was finished afteridutes. After each 1-hour
observing interval, a pointing source (such as Mars) wagmkd again for pointing-
accuracy determination and flux calibration (4 minutes}eAfards, the scanning proce-
dure was repeated; i.e., the comet was observed again farrl ho

An important part of cometary physics is concerned with usi@ading the flow of
gas and dust released by the nucleus. Close to the nucleuscuted are subjected to
frequent collisions. The gas is then governed by the lawdasfsecal hydrodynamics
(Crovisier and Encrenaz, 2000). As suggested by Veal et @2 understanding the
distribution and temporal behavior of molecular gases metary comae is essential for
accurate production rate calculations and correct mogl@frthe comae. Additionally,
several questions about the origin and time variability @he gas have not yet been
answered such as understanding the production mechanisondtary cyanide (CN)
and hydrogen isocyanide (HNC) or even their volatile compmsie.g. see Villanueva et
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Figure 2.27: As the comet approaches the Sun, the icy matergans to sublimate,
releasing dust and gas from the rocky nucleus.

Figure 2.28: Comet 73Bchwassmann-Wachmann 3: an image showing several frag-
ments. Obtained between the 4 and 6 of May, 2006 by the irfreaenera on-board the
Spitzer Space Telescope. The brightest fragment at the ugpéeof the track is fragment

C. Bright fragment B is below and left of center. Credit: NASRL-Caltech.
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Figure 2.29: HCN(3-2) emission line (in antenna temperasoade [K] vs. velocity
[km/s]) of the 73P-BSchwassmann-Wachmann 3 comet during its closest appraach o
May 17, 2006 at HHSMT on Mt. Graham, Arizona. The black plgresents the body
spectrum and the green one shows a gaussian fit (usuallyedgplidetermine the area
under the curve).

al., 2006b). Hydrogen cyanide (HCN) has been frequently esiggl as a parent for CN,
however, the evidence for another parent of CN was found f@rakcomets (see Fray et
al., 2005, Woodney et al., 2002).

Since the first detection of hydrogen cyanide in com@®CZ3 E1 (Kohoutek) (Hueb-
ner et al., 1974), the HCN molecule in the cometary coma has éxtensively studied
on several other comets, e.g. in com@ti&lley (Depois et al., 1986), comef1996 B2
(Hyakutake) (Mumma et al., 1996, Biver et al., 1999), com#&to85 O1 (Hale-Bopp)
(Irvine et al., 1997, Hofstadter et al., 1999, Woodney et 2002), comet {1999 S4
(LINEAR) (Hogerheijde et al., 2004), and recently comet /B~ 3 (Drahus et al., 2007,
Villanueva et al., 2006b).

Theoretical studies of HNC formation in cometary comae lstnevn that ion-molecule
chemistry cannot produce such large abundance of HNC (Redger Charnley, 1998).
Evidence for a dust source of HNC came from the observatibisaie et al. (1998).
It is clear that more observations will provide a deeper wstdading of the origin of
cometary HCN. Preferably, HNC and HCN maps should be acquinealts&neously and
so follow the heliocentric variation of the HNBCN ratio in a number of comets, includ-
ing both Oort Cloud and Kuiper Belt objects (Rodgers et al., 200&pping the spatial
distribution of HCN and HNC (e.g. Charnley et al., 2002, Veahlet2002, Blake et al.,
1998, Friedel et al., 2005) may also give more clues on thigiroand relationship with
other molecules in the coma.

Rodgers and Charnley (2002) concludes that the extendedesgitiNC is also likely
related with the observed extended sources of HCN and CN. Thespiectral resolution
allowed by chirp transform spectrometers for lines at (sub)wavelengths provided an
important tool for the study of cometary outflows through iH@N(3-2) molecule, being
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2.5 Observations and results

in fact, a complementary tool for optical imaging. On 12 M&@8, there was a unique
opportunity to map (for the first time with a CTS) the HCN molecdlistribution in
fragments B and C of comet SW3. The observations were carueduwing the comet’s
closest approach to the Earth, which coincide with the astlactivity of fragment B.

A spectral distribution map can be constrained by obsertliegcomet at dferent
Right Ascension (RA) and Declination (Decltgets from the comet’s central position
(Fig. 2.30). For these observations, the comet position wdkeliocentric distance)
= 1.015 AU, A (geocentric distancey 0.07 AU, the comet’s elongation angle, (Sun-
Earth-Comet) 92°, comet’s phase anglg,(Sun-Comet-Earth} 84°, the position angle
of the extended radius vector (PsArgR45, and the minus velocity vector (PSAMV)
317. Fragment B (Fig. 2.31) was observed between 12:25 and 14158nd fragment
C (Fig. 2.32) between 9:17 to 11:40 UT (for further detailse Appendix C). The
parameters were obtained from the Jet Propulsion Labgramaiecular spectroscopy
data base (httpspec.jpl.nasa.gov).

In 2014, the Rosetta mission will encounter comet/€Hiryumov-Gerasimenko and
provide, for the first time, the chance to directly study thabgl characterization of its
nucleus, surface morphology and composition (amongst®thBleanwhile, since there
are no direct ways to determine the composition of the nscléhe estimation of nu-
clear abundances is relied on gas phase observations of mateaules. Additionally,
numerous chemical processes occur in the coma, and thusateechemical models are
of importance when using coma observations to derive nudeaomposition (Charnley
et al., 2002). It is clear that more observations are neemladderstand which processes
were forming the planets and shaping the outer solar sys@adman, 2005). Espe-
cially interesting is mapping over several days in orderdack the HCN distribution and
variability on short-term, daily, and weekly scales, if pixe.

2.5.2.2 Mars and other sources

The main observed target during the observation campaign/a8 fragments B and C.
Nevertheless, the aim of this test was not only to show thetspmeter high resolution,
which is essential for the study of narrow features (e.g.¢gametary emission lines),
but also to detect relatively broad lines and thus dematesthree diterent capabilities
of the new CTS. Therefore, some observations of Mars and otbrcular clouds were
performed. The observing mode was dual beam switching (B&RJvgave flat baselines
with good cancellation of the variable sky contribution &éobroader bandwidth. In this
mode the source is integrated for 4 minutes like when doimghabbeam switch; i.e.,
the telescope is switched between the 'on’ andl ‘positions by using a rapidly moving
mirror. The on and i positions are chosen to be at the same elevation about 6rarcmi
apart and switching can be implemented with a frequency ofie Hz. As a result, the
final spectrum is obtained by the sum of these two measuresmdrdre baseline features
cancel out.

One of the interesting molecules in the Martian atmosplscaibon monoxide (CO).
CO is a key molecule for understanding the aeronomical psesesnd the stability of the
Martian atmosphere (Lellouch et al., 1989). Figure 2.33\shithe observed spectrum of
the12CO J= 2-1 absorption line from the Mars’ atmosphere.

As stated earlier, observations of well-known standardcasu(Fig. 2.34 and 2.35)
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Figure 2.30: Observing the comet affdrent position in Right Ascension (RA) and Dec-
lination (Dec) dfsets from the comet’s center position (each single subigplepresented

in antenna temperature scale [K] vs. velocity [kin Spectral map of the HCN(3-

2) emission line of the 73P/Bchwassmann-Wachmann 3 comet on May 12, 2006 at
HHSMT on Mt. Graham, Arizona.

called flux calibrators are performed after on-positiorg. ea comet integration (see
Mauersberger et al., 1989, Wang et al., 1994). The concépbistain the telescope-beam
efficiencies, and thus the proper scaling factor, in order tasftam the source antenna
temperature corrected for atmospheric, ohmic, and allosgeit losses (Kutner and Ulich,

1981) into main-beam brightness temperatures (Vila-¥ilar al., 2003, Bieging et al.,

2000).

2.6 Analysis and performance
The new CTS provides 100 kHz spectral resolution and 400 Middwalth. This allows

observed spectral features from several astronomicattste be analyzed in high detail.
Limitations in bandwidth and resolution are given by parterseeas described below. It
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Figure 2.31: HCN & 3—2 emission from 73P-Eschwassmann-Wachmann 3 (fragment
B) on 12 May, 2006 at HHSMT on Mt. Graham, Arizona. The obsemg&gtval is within
12:25 to 14:50 UT TimeLeft contour plot. The peak integrated intensities are in Kikm
(using T,). Right: Colormap.
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Figure 2.32: HCN & 3—2 emission from 73P-Schwassmann-Wachmann 3 (fragment
C) on 12 May, 2006 at HHSMT on Mt. Graham, Arizona. The obsemtatval is within
9:17 to 11:40 UT TimeLeft contour plot. The peak integrated intensities are in Kikm
(using T,). Right: Colormap.
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Figure 2.33:12CO J= 2—1 absorption line of Mars observed at HHSMT during the
73R'S-W 3 observing run.
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Figure 2.34: Observation of the N7538IRS1 star (used as datdisource). CS3 5—4
emission line.
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14569 CRL2688 HCN(3-2) SMT-10M-CTSB 17-MAY-2006
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Figure 2.35: HCN J 3—2 emission line. Observation of the Egg Nebula, also known
as CRL2688 (used as a standard source). The black plot refgéiserobject spectrum,
meanwhile the green one displays a gaussian fit (usuallyezppd determine the area
under the curve).

should be also stated here that other limitations have takentinto account depending
on the application of the CTS, respectively on the enviroririmewhere the CTS is used.

Bandwidth and spectral resolution

In case the astronomer pursues to identify several (widghaated) spectral lines
from a certain object all at the same spectral band, as muaivbdth as possible would
be preferable in a spectrometer. Spectrometers, howesta|ly dfer a larger bandwidth
at the cost of spectral resolution. Hence (on astronomibaékvations) requirements
in bandwidth and spectral resolution are basically esthbtl by the observer and the
phenomena under observation.

Nowadays, the main limitations for broader bandwidth CTSklagher spectral res-
olutions lie in the high propagation loss in the LINDSGAW device. In other words, the
higher the bandwidth, the higher the center frequency ofSA®/ device, which leads
to higher insertion loss of the LiNbGsubstrate (or wafer) material. The practical limit
in bandwidth of LINbQ is 800 MHz with a center frequency of 2 GHz (Hartogh, priv.
comm.). Alternatively, new researclifferts, as the ones developed by a PhD student at
MPS in collaboration with PTB (Physikalisch-Technische Besanstalt) and the Uni-
versity of Freiburg (Li, 2008), seek better performancesising diferent materials, e.g.
Sapphire (AJO3).

The current CTS achieves the highest bandwidth so far compétk previous CTS
developments. On the other hand, it has approximately 58%tdpectral resolution with
respect to its predecessor, the SOFIA-GREAT CTS. This is ksitald by the SAW de-
vice’s dispersion timet¢) of 10 us. Techniques as the ones developed by Li (2008) will
allow, in the near future, SAW devices to achieve 400 MHz badth (or even higher)
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and 20us dispersion time, and thus improve the frequency resolutpito 50 kHz. As
discussed in Section 2.3, the DDS board only needs to begeproned using the new
digital properties in order to create a 400-MHz bandwidtingckignal with 40us disper-
sion time (instead of 20s). Furthermore, the RF section stays the same.

The previous restrictions established by the processiegdspf digital units have been
overcome by new digital techniques; these apply to the dpemeration (i.e. DDS) as
well as the digital preprocessing (i.e. ADC and data-actijoiselectronics). For the last
4 years, the DDS technology (as the one required by CTS dewvelofs) has been limited
to an upper digital-chirp-signal frequency of 450 MHz. Itans that further postprocess-
ing methods such as doubling or tripling are latterly regdjrusually adding undesired
spurious. In the case of the SOFIA-GREAT CTS, this problem negurpassed by the
new DDS board (which does not require doubling or triplinght@iques for that design).
Needless to say, improvements in technology are a mattemef wherein, higher fre-
guencies electronics might also be taken into account vdeisggning new boards.

Gain fluctuations

Usually, the hqgtold calibration (also called load-switch calibration)applied in
chirp transform spectrometers. Gain fluctuations, as tleeppoduced by fluctuating en-
vironmental temperature, contributes to instabilitieshie system. Consequently, these
instabilities induce a shorter integration time accordinghe radiometer formula (Eq.
1.11). On the other hand, in case of a temperature-cordrelfironment, the design
of the CTS is less sensitive to temperature variations. 8riyjla possible way to com-
pensate thesefects in microwave devices is by using pads with gain statiibn over
temperature (Hartogh, priv. comm.). Nonetheless, smatl fjactuations are suggested
to be analyzed in future investigations.

External energetic radiation

Not all electronic circuits are suitable for aerospace i@ppbns, because they are
susceptible to high energy irradiation with particles sashelectrons, heavy ions, and
protons. This is the case of most electronic devices in ttieMBlz bandwidth CTS. It
is clear that in case of future space missions, a design wabesqualified devices (i.e.
within space EMC standards) is eventually required.

Mass, power consumption, and vibration levels

Limitations such as in mass, power consumption, and vilmdgvels are also estab-
lished by space applications (i.e. in space missions). dllgtuadvances in technology
such as the ones in the cellular-phone industry in RF praegssid digital electronics
may allow miniaturization of dferent stages in the CTS. As an example, full-custom
ASIC designs enable compact size and thus mass, reduced, @owlequiet operation.
Usually, the ASIC designs yield to a reduced number of padsijer assembly, and im-
proved reliability. However, the main disadvantages aadlated into higher sensitivity
to radiation and an elevated cost.
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2.7 Outlook

This chapter reviewed the development and complete cleaization of a 400-MHz
bandwidth and 100-kHz spectral resolution chirp transfepactrometer. The digital
techniques used for the chirp signal generation were inggr@lowing a signal-to-noise-
ratio (SNR) up to 50 dB. In addition, test results were obtainedmospheric science and
astronomical observation by integration of the spectremieta 142-GHz ozone system
and by using the HHSMT observatory.

Considering the demand for broad bandwidth for various vemgths spectroscopy,
future development will concentrate on the following arga3 broader bandwidth SAW
filters development and (b) high accuracy techniques withaiin of improving the per-
formance of essential stages in the system. It must be stté¢isat the present sensitivity
and resolution of the CTS can considerably wideffietlent aspects studied currently in
science. Therefore, it should be considered its inclusiofuture space missions through
the optimization of power consumption, size and weight.

Finally, the aim is to employ careful design choices, teshsneements and advances
in technology to ensure that new CTSs achieve a comparablehich is always the
main aim, better performance than previous chirp trans&pacttrometers (Paganini and
Hartogh, 2006).
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3 Impacts of nonlinearity in
heterodyne systems

Vertical concentration profiles can be derived from the oles spectral radiances by
fitting a radiative transfer model to the measurements. Asdimethods compare the ob-
served radiances with the corresponding retrievals, ftaimce using & minimization,
any inconsistency between the model and the measuremétdanilto inaccurate results.
This is especially true for systematic errors in the measergs that do not match the
random error levels. In contrast, when the systematic €ewceed the noise levels, they
can be considered as spurious signals which if mistakertrioogpheric radiances, would
lead to systematic errors on the derived profile. The instntad errors can be subdivided
into random and systematic errors; two types can be idestifieach of these categories:
those that fiect the absolute values of the spectrum, and those that etlaemghape of the
measured spectrum. The errors thiieéet the shape of the spectrum introduce altitude-
dependent errors on the retrieved profile, whereas thesasrothe absolute values of the
spectrum directly introduce scalinffects in the retrieved profiles (Kleipool et al., 2000).

This chapter covers five major topics. The first section dessrthe physical proper-
ties of the Earth’s atmosphere. Such a background is eakémtidiscussing the errors
on the derived profile from the measured spectra in planet@npspheres. Section 3.2
focuses on a numerical calculation which demonstrates lomsiderable theféects are
in the measured spectra in case of deviation from the heteeodystem’s ideal linear
dynamic range. In Section 3.3, numerical simulations show Buch deviations in the
spectra can produce significant changes in the retrievedtakprofile of trace gases. It
should be emphasized that although the numerical analgdisianulations are focused
on the Earth’s atmosphere, such investigation may alsyapphe atmospheres of other
planets such as Venus and Mars. Section 3.4 mentions o#tarnmental errors, however,
a deeper examination of these factors lies outside the sifdapis thesis. Finally, possible
implications of systematic errors into the vertical profeé¢rieval are discussed in Section
3.5.

3.1 Ground-based microwave spectroscopy of the Earth’s
atmosphere

3.1.1 The atmosphere as physical system

The atmosphere consists of a mixture of ideal gases: althaugecular nitrogen and
molecular oxygen predominate by volume, minor constitsiéké carbon dioxide, ozone
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3 Impacts of nonlinearity in heterodyne systems

and water vapor play crucial roles.

The atmosphere is continually illuminated by solar photanhgfrared, visible and
ultraviolet wavelengths. Some solar photons are scattesield to space by atmospheric
gases or reflected back to space by clouds or the Earth’sceyigame are absorbed by
atmospheric molecules (especially water vapor and ozarepods, leading to heating of
parts of the atmosphere; and some reach the Earth’s suriddeeat it (Andrews, 2000).
Also important is carbon dioxideZ(O,) which, as the most important infrared absorbing,
anthropogenic gas, has come to prominence in connectitrntetenhanced greenhouse
effect. Through an understanding of the scattering, absorpéind emission behavior
of atmospheric constituents, microwave remote-sensicigniques can be employed to
monitor atmospheric parameters and weather conditiorebfltt al., 1981).

3.1.2 Physical properties. Composition and structure

The atmosphere is the layer of gas surrounding a planet. ©idnth, the principal
constituents are molecular nitrogen (78%), molecular exy(21%) and argon (0.93%).
All the other species are much less abundant, i.e. theinvelonixing ratio (vmr) is given
in part per million (ppm), part per billion (ppb) or parts galion (ppt).

The atmospheric pressure and density decrease approkiragp@nentially with in-
creasing height, as does the water-vapor density, althdsgyariation with height is
somewhat irregular and is strongly dependent on time of slkegson, geographic loca-
tion, and atmospheric activity. Applying the ideal gas la&hating molecular concentra-
tion with pressure, it is shown that 90% of the mass of the gphere lies within the first
lower 16 km layer, and 99.9% below 50 km. The variation of epieeric temperature
with height exhibits reversions of its gradient, which canused to subdivide the Earth’s
atmosphere into a number of atmospheric layers accorditiggeiothermal structure. As a
guide, Fig. 3.1 describes an average temperature proélea(istandard’ or reference’ at-
mosphere) through the lower layers of the atmosphere aiogpiathe NOAA's National
Weather Service (httffwww.srh.noaa.ggjetstreanfatmogatmprofile.htm).

As mentioned above, the boundaries of each atmospheric ¢ayghell are defined
usually by the change in sign of the temperature gradieriit hgight, dJdz, whereT is
the atmospheric temperature anid the geometrical height. The lowermost layer of the
Earth’s atmosphere is known as the troposphere, where rhostat is called 'weather’,
e.g. cloud formation and precipitation, takes place. Itested from below, and the
ascending air expands with the decreasing pressure pragdactooling-down process.
At its upper boundary, known as the tropopauségdd thanges abruptly to approximately
zero.

The next layer above the tropopause is the stratospherehvextends from the
tropopause (12 km) to the stratopause (48 km). It is primaelated by the absorption of
solar UV radiation when ozone molecules are created anagissbciated.

The third layer, extending between the stratopause and ésepause which altitude
varies between 85 km in summer and 100 km during the rest afehson (see Berger
and von Zahn, 1999), is the mesosphere. In this layer, thpdeature decreases to the
lowest value of the atmospheric temperature profile. Thigesaypically 173 K, occurs
at the mesopause and can reach temperatures as low as 128l1&«48e Hartogh, 1999).
Together with the stratosphere, the region between 12 ahlrh@s denoted as the middle
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Figure 3.1: Standardized Temperature Profile (the Earthi®sphere). An average tem-
perature profile through the lower layers of the atmosphaitéude vs. temperature).
Source: NOAA's National Weather Service.
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atmosphere and is of particular interest for microwave olagons.

Above the mesopause, in the thermosphere, the density lesceeny small and the
composition changes due to dissociation and moleculatidraation (dependent on the
molecular mass) make direct measurements of air temperiatpossible.

3.1.3 Absorption and emission by gases

The total internal energlyf of an isolated molecule consists of three types of energgsta
E=E.+E,+E, (3.2)

where E = electronic energy,
E, = vibrational energy,
E; = rotational energy.

These energy states are quantized; they can assume diggiete that are specified by
one or more quantum numbers. Radiation is absorbed (or einiiteen a transition
takes place from a lower (or higher) energy state to a highdo{ver) energy state. The
frequency y of absorbed (or emitted) quantum is given by the Bohr’s foemul

Vo = Emh EI ’
whereh is the Planck’s constant arktl, andE, are the internal energies of the higher and
lower molecular states, respectively. The transition nmaplve changes of electronic,
vibrational, or rotational energy, or any combination of three types. Transitions be-
tween pure rotational states (samedad E, but different E's) occur in the microwave
and far-infrared portions of the spectrum. On the other htdredlarge energy flierences
associated with electronic transitions usually resulomplex band system in the visible
and ultraviolet parts of the spectrum.

(3.2)

3.1.4 The shape of a spectral line

According to the preceding discussion, the absorptionrtosgion) spectrum of a molecule
consists of sharply defined frequency lines correspondirigansitions between sharply
defined (quantized) energy levels of the molecule (less thiiz for a rotational tran-
sition, caused by natural broadening). Such a spectrumdnoglicharacteristic of an
isolated, undisturbed, and stationary molecular systamreadlity, however, the molecules
are in constant motion, interacting and colliding with omether, and colliding with
other material objects (such as dust particles). Thesertemtces cause the energy levels
to vary in width. The increase in linewidth is called line Bdening. Among the vari-
ous sources of spectral line broadening (Townes and SchawRy/5, Gordy and Cook,
1970), pressure broadening, which arises from collisi@t&éen molecules, results in the
shortening of the lifetime of the states involved in the &iion and therefore the corre-
sponding broadeningfect. As this phenomenon is directly proportional to the gues
and therefore the altitude, the width of the line induced bgspure broadening can be
used to retrieve the height information.
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Figure 3.2: Measurement geometry for the passive remosrgpaf atmospheres.

3.1.5 Theory of radiative transfer

The starting point for any passive remote-sensing appbicad the equation that describes
the flow of radiant energy to be measured by a radiometer. fitkeaiction between radi-
ation and matter is described by tow processes: extinctidreanission, which theoreti-
cally is explained by the radiative transfer developed byr@nasekhar (1960). And the
variation of the intensity of electromagnetic radiatidf(so), traversing a medium that
absorbs, emits and scatters the radiation remotely mahbyran instrument (s 0), e.g.
planetary atmospheres, is provided by the radiative teairegfuation through:

SO
1,(0) = 1,(s0e ™9 + f aB,(T)e™ds (3.3)
0

Its variation at a point 's’ along a line in the direction ofopagation is obtained by
considering the sources and sinks of the radiation in a velefement along that line
(Fig. 3.2), where &' is the absorption cdécient and 7’ is the optical depth and is
defined by:

(9 = fo " a(€)ds. (3.4)

As mentioned in Chapter 1, in the (sub)millimeter-wave ragioder atmospheric con-
ditions, there is h <« kT, known as Rayleigh-Jeans law. This allows to approximage t
Planck’s function in a mathematically simpler way (cf. Sactl.2.1),

2v2kT  2kT
@ T
whereh is Planck’s constanik is Boltzmann’s constantl is the temperature; is the
speed of lighta is the wavelength, andis the frequency.

Therefore, the brightness temperature [cf. Eqg. (1.49],i9 given as
/12

Te(v) = g(lv. (3.6)

This formulation is convenient in millimeter-wave radiomyebecause the input power
measured by a detector (from an incident radiation fieldyapgrtional to this quantity,
in degrees Kelvin. Using this last assumption, the radgattiansfer equation becomes:

B,(T) ~ (3.5)

SO
Te(v) = Teoe ™9 + f aT(s)e™Ods (3.7)
0
where Tg(v) is the measured brightness temperature agdslthe cosmic background.
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3.1.6 Inversion technique

The forward model F' describes how the éierent atmospheric parameter$eat the
measured spectrum, determined by the physics of the nagliteinsfer through the at-
mosphere from the sources of emission to the observer. largerF’ is a non-linear
function between the mixing ratio at a specific height andtleasured spectrum. But it
can be linearized under the assumption that the propagaticurs through an optically
thin medium. It is also called the forward model (see Jansk@®B). For the problem of
ground-based remote sensing:

Yoy = F(Xn, h) (3.8)

where Y,y denotes the measured signal as a function of frequenagd X the mixing
ratio as function of height.

The general problem of inverse techniques is how to derfeenmation aboutx’ from
the measurement of”. Mathematically, this signifies the inverse d&¥'. However, this
Is an ill-posed problem due to the underlying physics ancagérmpresent noise on the
measurement (Seele, 1999). The inversion problem seelkddoune the best represen-
tation of a required parameter providing spectral measengsrand any appropriate prior
information that may be available (about the atmospherédlancheasuring device).

The inverse problem also involves topics related to undedihg and describing the
information content of the measurement, the relationskeifgvben the true state of the
system and that retrieved using inverse methods, the aratyss of the overall measur-
ing system and, finally, the optimization of observing syseand validation of results.
In other words, the measurements do not provide the actat@ sf the atmosphere with
independent errors, but only the best estimate derived frenmeasurements and a prior
knowledge about the state of the atmosphere. Hence, then@lipEstimation Method
developed by Rodgers (1976) is used in order to analyze alétfaetors.

3.2 Numerical analysis

As explained in Chapter 1, the determination of the antermpéeatureT,) is conducted
by means of a calibration measurement method. The pre@$such measurement relies
amongst others in how accurately the calibration load teatpees (hot and cold loads)
are known as a function of frequency and how linearly the roeffgne system works.
Hartogh (1989) also suggested the examination on how ceratite the ffects would
become in case there is deviation from the spectrometegal ithear dynamic range
(Fig. 3.3).

Nonlinearity characteristics are often characterized itkeestrongly nonlinear or
weakly nonlinear. Although these terms have no precise itlefis, a good working
distinction is that a weakly nonlinear behavior can be dbedrwith adequate accuracy
by a Taylor series expansion.

Considering that the temperatuiie,is proportional to the measured power,(sup-
plied by the spectrometer), the spectrometer’s power gairbe approximated as a power
series:

P= do + alT + a2T2 + agT3 + ... (39)
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Figure 3.3: Calibration of antenna temperature in case tisesepossible nonlinear re-
sponse.

The measured antenna temperature can be calculated ovielltineéng calibration for-

mula (ref. Eq. A.2):

_ Pa—Pc

- Py —Pc

wherePc = Tr + Tc andPy = Tgr + Ty. Tris the receiver temperature.
The deviation fromT 5 can be calculated as:

Ta

(Th = Te) + Te, (3.10)

ATAa=Tp—Ta, (3.11)

in which T, represent the deviation from the ideal linear dynamic range
Including a quadratic-order deviation from Eq. 3.9, i.eweakly nonlinear behavior
represented by the second power of KT), giving
Pa—Pe=ag+aT +aT? - (a+ayTc +aTc) = a(T - Te) + a(T? - TE), (3.12)
P, —P:=ao+aTy+aT T — (a0 +aTc+aTe) = ay(Ty — Te) + ax(T3 - Td).

(3.13)
Therefore,T, becomes:
2 2
Following,
AT aﬂT-—Tc)+aAT2_1%)(TH_Tb)+TC_1' (3.15)

Ca(Th — Te) + @(T2 - T2)
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3 Impacts of nonlinearity in heterodyne systems

al(T — Tc) + az(TZ - TCZ:)

ATp = —(T = To), (3.16)
(Th-Tc) (TA-T3)
Ao T T To)
where by the property:
a2 — b?
b =a+b, (3.17)
obtaining
(T -Te) + &2(T?2-T2)
n= oA  (T-To) (3.18)

1+ :—E(TH + Tc)

and it ends, through some aritmethical steps, in:

E(T - Tu)(T -Tc)
_a

It can be noticed thaAT, is zero for an ideal linear system. This impligs: 0 and,
respectivelyl = Tc andT = Ty (i.e., in the calibration points).

The maximal deviation can be found byfférentiation: dATA = 0. As aresult, a
maximum value off = 2(Ty + Tc¢) is obtained, which S|gn|f|es the center between both
calibration points.

A gualitative observation is tha&T, can be considered as a 'Pseudo-Noise’ of a mea-
sured spectrum. ThudTa might represent dierent nonlinearities in the spectrometer’s
linear dynamic range.

The only unknown is the ratlgZ which cannot be estimated. Nevertheless, the devia-
tion from linearity can be measured through the so-calletbfar’:

P - P(0)
= 7 3.20
Piin — P(0) (3.20)
wherebyP;i, would represent the case of an ideal linear characteristic.
Eqg. 3.9 can be used to represent:
P—P(0) = a,T +a,T? (3.21)
and thus
Pin —P(0) = a&,'T, (3.22)
whereay’ = 21— represents the system-gain factor.
Again, if quadratic terms are considered through Eqg. 3.9:
Py — Pc = ay(Ty — Te) + ax(T3 - T3), (3.23)
these lead to
a(Ty = Te) + ax(TZ — T2 (T2 -T2
a - 1(Th = Te) + a(Tg - TE) _a, (TS5 —TE) (3.24)
Th - Tc Th - Tc
=a; + az(TH + Tc) (325)
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3.2 Numerical analysis

Therefore, Eq. 3.20 becomes

= alT + asz _ alT + asz _ 1+ :_iT
B T[a]_ + az(TH + Tc)] B a]_T + azT(TH + Tc) B 1+ Z—i(TH + Tc)

(3.26)

and
a 1-R

a RTu+Te)-T
whereR = rpin T = %(TH + Tc). Hence, the result of including Eq. 3.27 in Eqg. 3.19 is:

CR_(T-Ti)(T -Te) gt (T = Tu)(T - Te)

(3.27)

R(Th+Tc)-T R(Tu+Tc)-T

ATp = = , (3.28)

(1-R) R(TH+Tc)-T+(1-R)(Ty+Tc)

1 W(TH + TC) - ;(TH:TC)_T e
_ (1-R@T -Tu)(T -Tc) (3.29)

Tu+Tc-T ’ '
In here, it can be defined a 'Signal to Pseudo-Noise Ratio’ (SFds
T

SPNR= A—TLA, (3.30)

whereT, = T — Tc. Thus, T, represents temperature values within the linear dynamic
range.

As a rule of thumb, the measured spectral line in microwaveelesmgths must be
known with a precision of better than 0.1%. Therefore, thiggests that inaccuracies
in the measured spectral line may introduce uncertaini¢se volume mixing ratio re-
trieval. However, two conditions can be established in otdeninimize such fects: a)

a minimum integration time between calibration loads, anad SPNR> 1000.

The following formula can be obtained through some arithcaésteps

TL(TH + TC - T)
(T -=Ty)(T - Tc)SPNR

which yields to calculate the maximal allowed value for R.

Typically, two nonlinear regions can be identified in a spmtieter’s linear dynamic
range. One is the lower part which describes the inhereserftor of the CTS, mean-
while the other is the upper part which describes the gairpcession. Therefore, smaller
values of r’ should be expected within these two regionsatTimplies the middle of the
linear range of the curve. Depending on the linear charatits, the linear dynamic
range would extend within values okr1.26. Indeed, radiometric measurements, which
operate between hot and cold loads, occupy a region in theleterinear dynamic range
equal to 7 dB (depending on the advances in technology).eftvey, the larger the linear
dynamic range, the better the linearity characteristics @izen system.

It can be demonstrated that considerable errors may appeatodnonlinearity for
small values off . and a certain SPNR. For instance, from Eq. 3.31, it can berdeted
that for SPNR> 1000 andl . = 1, the required R should be at least smaller than 1.0036.

The expected deviations produced in the linear dynamicading.,AT,) can be de-
termined for diferent values of | . In that case, itis known thdt = T, + T¢, so replacing
in Eq. 3.29:

_ QI-R(TL+Tc-Tu)(TL+Tc-Te) _ (1-R)(TL+Tc—Tu)TL
TH +Tc—(T|_+Tc) TH_TL '

R=1-

(3.31)

ATa

(3.32)
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3 Impacts of nonlinearity in heterodyne systems
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Figure 3.4: DeviationsAT,) for different values off | which might appear in case of
three diterent levels of nonlinearity: R equal to 1.26, 1.05 and 110% calculations are
done for a 142-GHz Ozone Radiometer (Hartogh and Jarchovi)199

Following on, Table 3.1 displayAT, for different values off . which might appear in
case of three dlierent deviation levels from linearity: R equal to 1.26 (26%P5 (5%)
and 1.01 (1%). However, it should be mentioned that the tiemavalues produced at
R = 1.26 might be probably bigger due to higher fimgents (such asg) as a result of
strong compressionfiects. These calculations are implemented for a 142-GHzeozon
radiometer with a receiver temperatdrg= 500 K, a 78 K liquid-nitrogen cold load and
a hot load at 300 K, i.eTc = 578 K andTy = 800 K respectively, as the one operated at
MPS in Katlenburg-Lindau (Hartogh and Jarchow, 1995). Asmctusion, this study is
consistent with Hartogh (1989) suggesting major deviatiimm higher values of R, and
thus higher erratic behavior. As represented in Fig. 3.4 dawiation should be expected
for values close to the calibration load temperatufigsgndTy), but on the other hand,
large errors in the middle of the deviation curve. In pragti@diometric measurements
are intended to be operating where deviations are kept tonanuam, i.e., within the
highest linear region of the linear dynamic range.

The current development of heterodyne systems achievegdmes of receiver tem-
peraturesTg) thank to advances in technology, such as in the employnfdatvenoise
SIS (Superconductor-Insulator-Superconductor) deteetad INP HEMT amplifiers. Such
achievements represent an improvement in the receiveitisgp®f the atmospheric de-
tected signal, but it should be also emphasized that thge®iements signify an increase
in the sensitivity to errors according to Eq. 3.32. For thesasons, highly accurate
methods for nonlinearity detection, i.e. less uncertaiptgvide the chance of nonlinear
processes investigation and the study of possible suppnegktheir sources. In such a
case, this leads to better data quality which is translateldedter reliability of planetary
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3.2 Numerical analysis

Table 3.1: Calculated temperature deviations in case ofmeaniity

TUK] [ ATA(R= 126)[K] | ATA(R= L.O5)[K] | ATA(R = LO1)[K]
-40 -3.24 -0.62 -0.124
-30 -2.37 -0.46 -0.090
-20 -1.53 -0.3 -0.058
-10 -0.74 -0.14 -0.028
-5 -0.37 -0.07 -0.014
-2 -0.15 -0.03 -0.006
-1 -0.07 -0.01 -0.003

0 0 0 0.000

1 0.07 0.01 0.003

2 0.14 0.03 0.005
5 0.35 0.07 0.014
10 0.7 0.13 0.027
20 1.35 0.26 0.051
30 1.94 0.37 0.074
40 2.49 0.48 0.095
50 2.98 0.57 0.114
60 3.42 0.66 0.130
70 3.79 0.73 0.144
80 4.1 0.79 0.156
90 4.35 0.84 0.166
100 453 0.87 0.173
120 4.68 0.9 0.178
130 4.64 0.89 0.177
140 452 0.87 0.172
150 4.32 0.83 0.164
160 4.03 0.78 0.153
170 3.65 0.7 0.139
180 3.17 0.61 0.121
190 2.59 0.5 0.099
200 1.91 0.37 0.073
210 1.11 0.21 0.042
221 0.1 0.02 0.004
222 0 0 0.000
223 0.1 -0.02 -0.004
230 -0.84 -0.16 -0.032
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3 Impacts of nonlinearity in heterodyne systems
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Figure 3.5: Variations produced by a 50-mK standing wavexfer1.05.

atmospheric measurements.

Usually, the calibration method does not remove all therumséntal errors from the
measurement. In general, standing waves are caused bytiozfteon two parallel sur-
faces in the internal transmission path such as in quagiamystems or reflections in
semirigid IF cabling. An evidence of standing waves are-sim&ped structures superim-
posed on the measured spectrum. If these standing wavexkareihto account, it would
denote an increase in the previously calculated deviatidasn example, Fig. 3.5 shows
variations produced by a 50-mK standing wave for the caséhiciwR = 1.05.

3.3 Simulations on the Earth’s atmosphere

The previous section has presented a numerical calculatiich demonstrates how con-
siderable the deviations are from the heterodyne systadealj linear dynamic range.
This section focuses on a simulation analysis which attertgpshow how such devia-
tions in the spectra may produce significant changes in thieved vertical profile (for
instance in the Earth’s atmosphere).

The following investigation illustrates theéfects of line amplitude deviations by pro-
ducing arbitrary variations in both the line center and wimj a generated synthetic
ozone spectrum. The aim is to account for tife@s of such deviations in the synthetic
spectrum by observing changes in the retrieved verticdllprdn here, the profiles are
retrieved by using the Optimal Estimation Method (OEM) of Bes (1976) using an
existing radiative transfer model (Jarchow and HartogB®5]9archow, 1998).

In areal case scenario, an analogy of line center deviationisl be established by ob-
serving the day-nighttime variation of 0zone where therstexan increase of the volume
mixing ratio in the mesosphere during nighttime. The dilxaiation of ozone results
from the three-body reaction of 0zon®s) from atomic oxygen (O) and molecular oxy-
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3.4 Other sources of instrumental error

gen ©,), which is no longer balanced by the reverse process of pgisstociation 0fO;
into O andO; in the nightside atmosphere. This imbalance leads to aalivariation of

O3 above~50-km altitude, where the daytime abundance of O fB@ant to contribute a
noticeable increase in the nighttirdg abundance (Allen et al., 1984, Connor et al., 1994,
Zommerfelds et al., 1989, Sonnemann et al., 2007).

The starting point of the following examples (Figs. 3.63.1 an arbitrary chosen
mixing ratio profile of ozone where the synthetic radianda@ae generated by a forward
calculation model. After applying fferent degrees of deviations in the line center (Figs.
3.6-3.9) and wings (Figs. 3.10-3.13) of the synthetic ozpextrum, the ozone’s volume
mixing ratio is reconstructed by an inversion techniquegighe OEM (figures are located
at the end of this chapter).

As a result, this investigation suggests that deviatioteerline center of the ozone’s
spectral information may produce erratic results in theslomesosphere and upper strato-
sphere; meanwhile deviations in the wings determine ati@nran the lower stratosphere
of the Earth’s atmosphere. Therefore, it is clear that seffdcts of nonlinearity in the
spectra, as those created by power amplitude deviationslead to erratic results in the
retrieved volume mixing ratio. For instance, while detegtsome molecular species in
the mm- and submm-wavelength range in planetary atmosphere

As an extension of this analysis, studies such as by Kleipball. (2000), de La
Noé (1998), Kuntz et al. (1997), Seele (1999) analyze otfcal instrumental source
of errors for a passive heterodyne system; e.g., image andebontribution, continuum
emission, random noise and standing wave. In practicegteesr sources also induce
uncertainties in the derived atmospheric information. Eweev, a deeper evaluation of
such sources lies outside the scope of this thesis.

3.4 Other sources of instrumental error

In the previous section, a series of simulations showedthgavolume mixing ratio re-
trieval may be fected by diferent instrumental errors; for instance, amplitude siifts
the spectra produced by: standing waves, excessive institaimoise over the baseline
or quadratic components in the calibration line. Nevedbg| these are not the only in-
strumental uncertaintiestacting the radiometric system. Kleipool et al. (2000) diévexct

a number of typical uncertainties for a passive heterodgnaeder and theirféects on the
retrieved ozone vertical profile. Therefore, some of thetrmoexmon sources of instru-
mental uncertainties are mentioned in this section.

3.4.1 Sky window

The reflectance of the window causes ambient radiation tareetdd into the receiver
input, this results in standing waves that manifest thewesehs spectral disturbances on
the measurement. If it is a fast function, it can be seen agpderon the measurement;
when itis a slow function, it can result in a baseline tilt @deet al., 1995). These standing
waves are substantially reduced by a path-length modulatmunted directly behind the
switching mirror, which reduces théfects of standing waves by continuous alteration of
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3 Impacts of nonlinearity in heterodyne systems

the total path length through the receiver (Kleipool et2000). However, small standing
waves can still occur (see Kuntz et al., 1997).

3.4.2 Reference loads

The calibration loads, made of ferrite-load foam, are ndigat blackbodies; for instance,

the additional reflections created on the liquid nitrogeerifiace and dew formation and
frost on the load itself. Therefore, the loads reflect pathefambient radiation into the

receiver input, resulting in an underestimated gain. The®a@ated uncertainties cause
scaling errors on the absolute values of the measured apectr

3.4.3 Single sideband filter

The separation of the image response of the mixer is usualtippned by a Martin-
Puplett Interferometer (MPI), which separates the siddbaihe unwanted sideband is
absorbed in a sideband termination load, being cooled to 80&dewar (Hartogh and
Jarchow, 1995). The filter is needed to suppress emissiontire image sideband, which
would otherwise contaminate the measurement. Nevertelesnall contribution of this
image sideband can be introduced to the measurements wdalgurng strong emissions,
e.g., ozone. Depending on the shape of the signal in the iipage the contribution to
the spectrum results in a systematic frequency-dependsetibe.

3.5 Discussion

The specific retrieval algorithm, used to derive verticalfies from emission spectra
(measured by a microwave system), is sensitive to instrtatheaise and errors. Clearly,
random noise on the spectrum increases the error bars oettleyed profile and reduces
the vertical resolution, whereas systematic errors inittreedtrength lead to scaling errors
on the profile or even completely wrong profiles in case of lraseipples. If the errors
are overestimated not all the information can be retrievethfthe measurement; if the
error is underestimated, noise can be considered as dgeattaes and would contribute
spurious signals to the retrieved profile (Kleipool et aD0@).

Even though many systematic errors are corrected by tHaratbin algorithm, scaling
uncertainties can be expected to arise from: the sky windausse transmission is an
unknown function of the temperature, or even the reflegtivit the cold load and the
single sideband filter. These phenomena can produce snadisired &ects such as
standing waves, baseline tilt or baseline ripples. An esttenstudy of the information
content of ground-based microwave measurements has bessnped by Brillet (1989).
Some of thesefects have been taken into account as extensions of retrietlods
like the Optimal Estimation Method (OEM) or the Constrainaddar Inversion (CLI)
giving successful results (see Kuntz et al., 1997, SeeR9)LHowever, such extensions
do not include the féect of possible amplitude deviations of the power specieakdy,
for instance due to nonlinearity as demonstrated in Se@tidn

Presently, detectors in heterodyne spectroscopy (e.§.teshnology) increasingly
involve lower radiometric noises. As a result, all othertinsiental uncertainties must
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be reduced below this noise level in order to keep the oveyallem’s precision. Not

surprisingly, this implies that state-of-the-art detestoot only are more sensitive to at-
mospheric signals (due to low radiometric noise), but adsertatic behavior which thus

denotes major deviations from a true brightness temperaalue (see Eq. 3.32).

As a conclusion, it is demonstrated the need to detect remligfects with very
low uncertainty (i.e.< 0.1%) in order to identify an eliminate any possible kind mof i
strumental error sources. On the worse-case scenariostérsgatic errors produced by
nonlinearity can be detected but not eliminated, they shbelincluded additionally as
measurement errors in the retrieval algorithm.
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Figure 3.6: Hects of small deviations in the spectral intensity of a sghithspectrum.
Left top panel: synthetic spectrum (black) and a subtrgchifK spectral intensity de-
viation over the line center (red). Left bottom panel: zodnare plot of the synthetic
spectrum (black) and applied deviation of the spectrainsitg (red). The right panel
shows the retrieved profile obtained from inverting the Bgtit original data (black) and
the results after adding intensity deviations in the speatfgreen).
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Figure 3.7: Hects of small deviations in the spectral intensity of a sgtithspectrum.
Left top panel: synthetic spectrum (black) and a subtrgctis-K spectral intensity de-
viation over the line center (red). Left bottom panel: zodnare plot of the synthetic
spectrum (black) and applied deviation of the spectralnsitg (red). The right panel
shows the retrieved profile obtained from inverting the Bgtit original data (black) and
the results after adding intensity deviations in the speatfgreen).
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Figure 3.8: Hects of small deviations in the spectral intensity of a sghithspectrum.
Left top panel: synthetic spectrum (black) and an addingklspectral intensity deviation
over the line center (red). Left bottom panel: zoomed-irt pfathe synthetic spectrum
(black) and applied deviation of the spectral intensity)reThe right panel shows the
retrieved profile obtained from inverting the synthetigaral data (black) and the results
after adding intensity deviations in the spectrum (green).
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Figure 3.9: Hects of small deviations in the spectral intensity of a sgtithspectrum.
Left top panel: synthetic spectrum (black) and an addinggp&ctral intensity deviation
over the line center (red). Left bottom panel: zoomed-irt pfathe synthetic spectrum
(black) and applied deviation of the spectral intensity)reThe right panel shows the
retrieved profile obtained from inverting the synthetigaral data (black) and the results
after adding intensity deviations in the spectrum (green).
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Figure 3.10: Hects of small deviations in the spectral intensity of a sghthspectrum.
Left top panel: synthetic spectrum (black) and an addingklspectral intensity deviation
over the wings (red). Left bottom panel: zoomed-in plot & siynthetic spectrum (black)
and applied deviation of the spectral intensity (red). Tightrpanel shows the retrieved
profile obtained from inverting the synthetic original d@dack) and the results after
adding intensity deviations in the spectrum (green).
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Figure 3.11: Hects of small deviations in the spectral intensity of a sghthspectrum.
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retrieved profile obtained from inverting the synthetigaral data (black) and the results
after adding intensity deviations in the spectrum (green).
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Figure 3.12: Hects of small deviations in the spectral intensity of a sghthspectrum.
Left top panel: synthetic spectrum (black) and a subtrgdlid-K spectral intensity devi-
ation over the wings (red). Left bottom panel: zoomed-irt pfathe synthetic spectrum
(black) and applied deviation of the spectral intensity)reThe right panel shows the
retrieved profile obtained from inverting the synthetigaral data (black) and the results
after adding intensity deviations in the spectrum (green).
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Figure 3.13: Hects of small deviations in the spectral intensity of a sghthspectrum.
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the results after adding intensity deviations in the speatfgreen).
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4 On the high accuracy of measured
spectra

The previous chapter demonstrates the importance of howratety the spectral line is
detected. Consequently, it was observed from the numenaysis that small devia-
tions produced by nonlinearity (e.g., in the microwave desiwhich compose the het-
erodyne instrument) could produce erratic values in theesl spectra. Furthermore,
simulations demonstrated that such deviations would &ad to incorrect values in the
retrieved vertical profile of planetary atmospheres. Thigpter focuses on the develop-
ment of low-uncertainty measurement techniques whichitaie the analysis of linearity
along the microwave devices’ dynamic range. In Sectionithfiprtant concepts involv-
ing microwave linearity are introduced. In Section 4.2,emmpental tests in atmospheric
observations show thefects produced by nonlinear behavior in a backend instrument
Section 4.3 describes two novel linearity measurementrerpats and their results. Fi-
nally, the importance of these experiments for the devetoyrof future spectrometers is
discussed in Section 4.4.

4.1 Linearity

Linearity is the behavior in which the output signal stréngaries in direct proportion
to the input signal power across a specified operating rahgealevice. As theoretically
expected, a perfect linear device does not introduce arty dirsignal distortion, which
for practical cases, e.g. due to gain fluctuation, might ivehygs be true.

Some active devices, such as microwave amplifiers, arealyiconsidered to be
perfectly linear within well-defined operating ranges. kans that a 1 dB increase in
the input results in exactly 1 dB increase in the output pdesl. As previously stated,
this theoretical assumption of linearity is only an appneaiion in practice, and thus,
if such an assumption is overlooked, these devices may Ippmsible for phenomena
which degrade the overall system performance.

On the one hand, nonlinearity in solid-state devices is Wmdiwn, but on the other
hand, little is mentioned about nonlinearity in passive ponents which are expected
to be linear under virtually all conditions. For instancesgige components, such as re-
sistors, capacitors and inductors, may evidence nonliresggonses on the extremes of
their operating regimes (e.g., as a consequence of highdreigs, voltages, or currents).
Even RF connectors create intermodulation distortion &t bigwver or frequency levels,
where distortion is caused by the nonlinear resistanceeotdimtacts between dissimilar
metals in their construction. Occasionally, nonlineantgy be referred aguasilinear-
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4 On the high accuracy of measured spectra

ity in case these nonlinearities are weak enough to contributeetdeterioration of the
system performance. Such concept does not imply that thinearities themselves are
negligible, they may produce other kinds of inconvenier{tésas, 2003).

In some devices, nonlinearity is considered to be an adeffset; however, other
components like frequency multipliers exploit the nondiriges in their circuit’'s ele-
ments. Not surprisingly, in these devices is usually preféto maximize (in some sense)
such dfect of nonlinearity, and even to minimize théeets of linearity.

The power-level (or amplitude) nonlinearity should not mnfased with the fre-
guency manipulation created in non-linear devices. As amgie, the function of an
RF mixer (a typical non-linear device) is to translate an tngignal with a given fre-
quency into a higher (or lower) frequency. However, if sucixanis said to provide
linear operation over a specified operating range, thisieaghat the output amplitude
response will directly follow the input signal strength.

In certain specific applications, it is important how clgstde output of a linear de-
vice follows the input signal, the so-called direct propmrt This is required by systems
which consider linearity as a key function due to high priecisvhile detecting specific
signals. In this case, such requirement is demonstrateddnyioming that the received
signals are of exceedingly low power, and so the heterodysteisis have to provide both
large gains and a highly linear response. Consequently, dasunement of such linear-
ity characteristics requires low uncertainty where the aednof high accuracy usually
outreaches those ones on standard measurement appkcation

4.2 Intercomparisons

In the previous Chapter (see Section 3.3), it was theorgtidamonstrated how small de-
viations on the power density of the spectra (e.g., prodbgetbnlinearity) may produce
significant changes in the retrieved vertical profile of ¢rgases. However, in practice,
small nonlinearities are flicult to evidence on a singular backend instrument during its
normal operation (because there is no way to separatelyndie& whether an instru-
ment’s response is nonlinear). A way to verify its linear igen could be conducted
by comparison with other spectrometers, which may be baseithe same or another
operation principle.

As mentioned in Chapter 1, the observed atmospheric signdieblgeterodyne fron-
tend can be split up and, therefore, analyzed by severalrspaeters. For such purpose,
intercomparison tests have been performed over the lasiéas in order to analyze the
performance and possible improvement of CTSs. These expetsnare implemented
on a 142-GHz ozone radiometer with a receiver temperdigre 500 K, a 78 K liquid-
nitrogen cold load and a hot load at 300 K, ile. = 578 K andTy = 800 K respectively.
In this case, two CTSs’ responses are compared: a 220-MHxhdhdSOFIA-GREAT
CTS and the 400-MHz-bandwidth CTS (Paganini and Hartogh, PbB@@letecting the
142.175-GHz rotational transition of ozone (which is imtggd over several days) at MPS
(51.39 N, 10.13 E). Therefore, the concept is to observe and compare thextmeal
performance of both spectrometers and evaluate their veprents after dierent exper-
imentations. Since both spectrometers have the same IEfigouency (i.e., 2.1 GHz),
the signal just needs to be split by means of a power splitt¢he required frequency
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range. In Fig. 4.1, dierences can be seen between the two CTS-backend systems on fou
different dates during November 2006.

On a similar experiment, Muller et al. (2006) reported ondbmparison of measure-
ments using Fast Fourier Transform Spectrometers and Az@stical Spectrometers
on groundbased observations. Muller et al. (2006) also woatl discrepancies amongst
the spectrometers while detecting the same trace gas iligbardowever, this report
has been limited to suggest that such deviations are prddogeinwanted frequency
components added during the down-conversion mixing psocethe frontend.

Summarizing, such éfierences amongst spectrometers’ responses would lead to dis
crepant results while analyzing the data and, thereforékaliy physical hypotheses.
Generally, thesefBects are overlooked during observations since the datadrdynone
particular spectrometer are taken into account neglettiagnformation provided by the
others. As stated earlier, sucttfdrences are believed to be introduced by nonlinearities
in the heterodyne system. Thus, the need to detect, studglianidate theseféects when
possible.
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Figure 4.1: Nonlinear behavior observed during intercamgpa tests during September-
November 2006. Ozone spectra detected by a 220-MHz bart@OFIA-GREAT

CTS and a 400-MHz-bandwidth CTS using the 142-GHz ozone ragtemat MPS in
Katlenburg-Lindau, Germany.



4 On the high accuracy of measured spectra

4.3 Linearity measurements

In order to precisely measure the temperature of certaiectld signal sources, such
as rotational transitions in planetary or cometary atmesgs) a microwave radiometer
relies on the power linearity of microwave components wiiompose the heterodyne
system (see Reinhardt et al., 1995, Murk et al., 2005). Horvéve reliability on these
devices could beféected by nonlinear behavior.

The measurement of linearity in devices is performed by ofrsg how linearly the
device’s output tracks power-level changes in the devicgat when producing power-
attenuation steps over an injected noise signal. On a tylmesar device, the changes
in the output should exactly follow the variation in the inmignal. This power-level
variation is generated by the so-called repeatable stepuator which produces a range
of attenuation steps (Holland and Howes, 2002). As preWaliscussed in Section 2.4.5,
linearity is usually measured in terms of a deviation fromd®al straight line. Wherein
the deviation from this straight line is typically obtainkey a least-squares fit of the data.

The research on microwave measurements of nonlinearitypeaseparated at least
in two branches: first, the characterization of microwavaas, such as amplifiers and
mixers, by means of mathematical models; and second, theureaent instrument it-
self, i.e., the experimental test setup. In the first cagbeibehavior is weakly nonlinear,
it is possible to perform nonlinear analysis and modelingRBfdevices by power-series
or by \Volterra-series expansions (for details, see Bednamia Rice, 1971, Borremans et
al., 2007). The last allows a more detailed and accurateactezization of device char-
acteristics by describing each nonlinearity by a powersampresentation to reproduce
simple components. Moreover, to gain insight into nonlifezhavior, some theoretical
techniques involving combined multisines have been agptidocate the main nonlinear
components both for weakly and strongly nonlinear behaiBarremans et al., 2007).
Nevertheless, measurements of each relevant parameteth{e kernels of the Volterra-
series) can be time consuming and thus exceeding measureapeatbilities. Some other
approaches involving other kind of mathematical modelsusexl to describe amplitude
and phase nonlinearities. Based on these, comparison widriemxental results by tfer-
ent methods such as single-tone, two-tone, three-tone @isd oading tests have been
performed by Heiter (1973), Reinhardt et al. (1995), Beraadi Marozsak (2006). In re-
lated fields, other measurements which address the impertsfraccuracy in microwave
systems, such as attenuation standards (see Widarta20@8,, lida et al., 2006) or mi-
crowave devices (see Holland and Howes, 2002), have alsodmeloped. This study
focuses mainly in the second field, i.e. the experimentaldesip to detect nonlinear
behavior.

Traditional methods for linearity measurements, in simajaplications, are known to
hardly achieve accuracy better than 1 to 2% due to uncedaimitroduced in the test
setup. Based on these, similar techniques were applied &r taneasure regions where
the instrument behaved linearly (see Section 2.4.5). Ii€th®, such ranges were attained
by injecting a noise source at the input and, by producingalée 1-dB step attenuation
in a 60-dB dynamic range, procure deviationg0f1 and+1 dB after performing a linear
fit of the spectrometer’s response (Paganini and Hartodhf, 2dllanueva et al., 2006a).
Nevertheless, the 1 to 2% uncertainties forbid to determinether these éierences in
the power spectral density are a consequence of nonlipearit
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4.3 Linearity measurements

As a rule of thumb, while studying nonlinearities, the expent setup should mimic
the real operational conditions over which the device utegr(DUT) is usually endeav-
ored; for instance, while selecting a type of excitatiomaig

Previously in Chapter 3, a numerical method demonstratesighéicance of possible
small nonlinearities féecting heterodyne systems and, thereafter, probablegdinees
from the proper values were quantized. Upon these and thelsamaeviations on the
measured power spectral density exist (see Section 42§ Hrises the question on how
accurately a linearity estimation method could be implet@&n Here is the breakpoint
where, like as also mentioned in the previous chapter, aartainty below 0.1% in the
measurement setup is mostly required. In order to do thatetbxist three important
constraints: the experimental setup should measure a)tbgerhole frequency range
in which the device is intended to operate; b) with low ureietiy (preferably, less than
0.1%); and c) by feeding a noise-like input over a wide dyrar@nge (at least, more than
40 dB).

4.3.1 A 3-dimensional analysis method

As stated earlier, a traditional method to calculate litgaf a certain device under test
(e.g. amplifiers or mixers) was conducted by using a noiseceoand step attenuator
(Section 2.4.5). Motivated by the discussion above, in $eistion a novel 3D analysis
is presented in order to identify nonlinearities in micrewaevices (see Paganini et al.,
2007).

The measurement test setup, defined in the following desmmips composed by a
3.5-GHz bandwidth noise source§ dBm power level output) as stimulus signal; three
programmable high-repeatability step attenuators (SAtp RSP Rhode & Schwarz
(SAtt1 and 3, see Table 4.1) plus one Agilent 11713A (SAte2, Rable 4.2); and a Rhode
& Schwarz (hereafter R&S) FSP30 spectrum analyzer (Tablevhih can measure the
absolute power density at an adjustable center frequergtypandwidth (Bertocco and
Sona, 2004). These devices were commanded via GPIB ingsriacorder to achieve
fast, accurate and automatic measurements (Fig. 4.2).

Following on, a 3-dimensional plot can obtained thanks oghbssibility to change
central frequencies and bandwidths in the spectrum analyizes plot is composed by
three variables: a) input power level, b) output power legal c) frequency domain in
the frequency domain. The idea is to measure the power gextstibsequent, small fre-
guency intervals (e.g. a 200-MHz frequency interval in altof 3.5 GHz). Its advantage
relies on the fact that spuriotm®n-linear regions can be separately determinated. Usu-
ally, a power meter measures power levels on the complejedrecy range, i.e. without
discriminating frequency regions. Hence, this methéiérs the chance to extend and
complement the identification of nonlinearities not polysdtserved in simple 2D plots.

In principle, this method involves aftierential approach to improve the accuracy of
the linearity measurement. Two step attenuators are usad@n to determine the linear
dynamic range of the DUT. This method steps the first stepaditer (SAtt 1) in a 60-dB
range from 0 to 60 in 1-dB steps, during each of these singfsst second step attenuator
(SAtt 2) steps from O to 1 dB; i.e., twice the data for each steping from SAtt 1. Behind
the DUT, a third step attenuator (SAtt 3) produces 1-dB stegmges from 60 to 0 dB. The
last ensures that the spectrum analyzer operates overtalmasame measuring range in

81



4 On the high accuracy of measured spectra

SAtt 1 SAtt 2
0-60 dB 0-1dB
Noise source —» @ > @
h
DUT
pJ
SAtt 3 Spectrum
60-0 dB *  analyzer

Figure 4.2: 3-dimensional measurement test setup. Thibadetteps the first step at-
tenuator (SAtt 1) in a 60-dB range from O to 60 in 1dB-stepsimdueach of this single

steps a second step attenuator (SAtt 2) steps from 0 to 1 dBhaadbtaining twice the

data for each step coming from SAtt 1. Behind the DUT, a thieg stttenuator (SAtt 3)

produces 1dB-step changes from 60 to O dB.

Table 4.1: Specifications for the R&S RSP step attenuators
Frequency range 0to 2.7 GHz
Attenuation range 0to0 139.9dB
Smallest step (from 1 dB) 0.1dB
Characteristic impedance 5D
Attenuation error K 2 GHz < + (0.15 dB+ 1% of setting)
Power-handling capacity 1w
Lifetime 10 switching operations

order to minimize its uncertainties. While the step size @rethe best step attenuators
scatters from step to step over their dynamic range, whidltates the main reason of
the 1-2% uncertainty and so applies to SAtt 1 and 3, the spadiSAtt 2 is assumed
to stay constant over at least several thousand steps. fétesrthis clearly indicates that
changes in the measured level ratio must be caused by nantias of the DUT.

Table 4.2: Specifications for the Agilent 11713A84904K)

Frequency range 0to 26.5 GHz
Attenuation range Oto11dB
Smallest step 1dB

Insertion loss at 0 dB 0.8 dB 0.04 dBGHz

Characteristic impedance 5D
Attenuation errork 2GHz <+ 0.16dB

Repeatability life 0.03dB
Power-handling capacity 1w
Lifetime 5 x 1@ switching operations
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4.3 Linearity measurements

Table 4.3: Specifications for the R&S FSP30 spectrum analyzer
Frequency range 9 kHz (20 Hz) to 30 GHz
RF Performance 1-dB-compression point 0 dBm
Measurement uncertainty 0.5 dB total level uncertaintyaup.6 GHz
< 0.2 dB linearity error down to -70 dB
Measurement speed 2.5 ms sweep time in frequency domain
1 us sweep time in time domain
up to 70 remote measureme/stgia GPIB
Input impedance 50

Table 4.4: Methods comparison: measurement-uncertaahtylation

Power range -60to-50dBm -50t0-10dBm -10to 0 dBm
3D differential method 1.5% 0.3% 1%
Traditional method 9% 2.2% 3%

In order to compare the performance of these methods, Fi§.ddpicts the total
standard uncertainty (type A) according to ISO standareks Bich et al., 2006, Glesser,
1998) over the whole dynamic range of the test setups. Inettasnple, two cases are
compared: a) the traditional method and b) the novel 3D aimlyAs a result, an im-
provement in accuracy can be observed by comparing bothtantdy values (from the
traditional method and the new approach). Moreover, talfléntlicates an accuracy of
better than 1%, for the 3D method, in a 40 dB range.

Power Linearity - Traditional Method Power Linearity - 3D Differential method

uncertainty = 0.31251

—uncertainty = 0.039633
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Figure 4.3: Methods comparison by calculating the standaagrtainty over the whole
dynamic range of the test setup®ft: Traditional methodRight: 3D differential method.
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Figure 4.4: The 3D analysis was applied to an RF ZFM-4212 miegre an external
2.5-GHz LO signal was injectedLeft: the answer given by the IF port of the mixer.
Right: the applied dterential method can be seen as a contour plot where valusstclo
"1’ indicate linear behavior.

4.3.1.1 Examples

Different microwave devices were tested using the 3D analygtsotheFor instance, Fig.
4.4 shows an RF ZFM-4212 mixer in which an external 2.5-GHzdBm) LO signal was
injected. The answer given by the IF port of the mixer can beeoled on the left plot.
On the other hand, the appliedidrential method is plotted as a contour plot on the right
side where values close to '1’ indicate linear behaviorldwahg, the examination shows
further examples of RF mixers (see Figs. 4.4-4.6) and RF amdli{in Figs. 4.7-4.8).
For further details about the DUT’s characteristics, ttaeles is referred to Appendix D.

4.3.1.2 Improvements provided by this method

This method facilitates the analysis of the linearity reg®@on microwave devices, such
as complete RF stages in the CTS. For instance, Fig. 4.9 shewatlanalysis before
the down-conversion mixing stage where the atmospheriaig mixed with the chirp
signal. Thereatfter, if nonlinearity has been identifiedrapecific frequency regions, the
idea is to study possible mechanisms to minimize the nounred behavior.

Usually, a typical mixer’s response implies two nonlineagions. In fact, these re-
gions can be observed in the left plot of Fig. 4.4. Firstlypat power input levels where
the nonlinearity is produced by the inherent noise of thaagevand secondly, at higher
levels as a result of the 1-dB compression point. At 2.5 Ghie feed-through in the IF
port entails another source of nonlinearity (the feed tghois specifically the forward
signal leakage to the IF port, in this case, as a consequdrnedow LO-IF isolation
characteristic); however, the IF port is not intended torafeein this range (normally, the
IF-port response is below this frequency). Surprisingkina of intermodulation product,
observed in lower frequencies@.7 GHz), suggests nonlinear responses for small power
input levels at the RF port (up to -40 dBm). It should be stresisatisuch anomaly (not
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Figure 4.5: 3D analysis method applied to an RF ZFM-15 mixae diferential method
is displayed a contour plot (values close to "1’ indicate&inbehavior).
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Figure 4.6: 3D analysis method applied to an RF MCA-35LH mixEne diferential
method is displayed a contour plot (values close to "1’ iatBdinear behavior).
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Frequency [GHz]

Power input [dBm]

Figure 4.7: 3D analysis method applied to an RF ABA-53563 drapl The diferential
method is displayed a contour plot (values close to "1’ iatkdinear behavior).
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Figure 4.8: 3D analysis method applied to an RF MGA-82563 dieplThe dttferential
method is displayed a contour plot (values close to "1’ iatkdinear behavior).
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Frequency [GHz]
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Figure 4.9: 3D analysis method applied to the spectronseitgout stage (input frequency
range: 1.9-2.3 GHz) before the down-conversion stage. Tifierential method is dis-
played a contour plot (values close to '1’ indicate lineand@gor).

identified before) may lower the spectrometer’s perforneasioce the measured weak
atmospheric signals usually lie within this region.

The further investigation aimed to determine whether teisdvior on the mixer’s re-
sponse was alsoffacting the measured signal in the spectrometer system. der ¢o
answer the previously stated, the 3-dimensional analyassapplied in the main mixing
stage of the 400-MHz-bandwidth CTS, i.e., where a ZFM-4222=mivas installed (Fig.
4.10). As mentioned before, the task of this stage is to domnvert the input signal
(1.9-2.3 GHz) by modulating it with a chirp signal of 0.8 GHartalwidth into the 0.6-1.4
GHz frequency range (Paganini and Hartogh, 2006). As atreswéxpected nonlinearity
was detectedfiecting the 0.8-1.2 GHz range. The detection of this problenh distin-
guishable before with traditional techniques, allowedmnisimization by both reducing
the power level of the chirp signal acting as LO and slightigreasing the amplification
gain of the atmospheric input signal (see Paganini et a7 RNext, Fig. 4.11 shows the
achieved improvements in the;@pectra detected in the ozone radiometer. To summa-
rize, the diferences among the two spectrometers have been minimizéxa dovter left
wing, however, some discrepancies are still observed origheside.

4.3.2 A novel high-accuracy method

In the last section, a first approach was described using anadlyss method. Even
though the 3D analysis is a potential tool providing freqryeselective measurements to
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Frequency [GHz]
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Figure 4.10: 3D analysis over a mixing stage in the 400-MHzdwadth CTS using the
ZFM-4212 mixer. The dferential method is displayed a contour plot (values closg'to
indicate linear behavior).

search particularly abnormal behaviors in microwave d&sjids stability is still not good
enough to detect nonlinearities below the 0.1% limit in a BOrange. In the following,
an improved experiment, based also onféedential approach, is developed under such
constraint.

According to Fig. 4.12, the measurement of linear respongbe DUT is imple-
mented by a noise source (with dBm power-level output and a maximum operating fre-
guency of 3.5 GHz), which provides the excitation noise aigand three programmable
high-repeatability step attenuators, namely, two AgilEhT13A (SAtt 1 and 2) plus one
RSP R&S (SAtt 3). Additionally, a R&S NRP power meter with NRP-Z2hsors is used
as detector to measure the power output. The advantageslofistector are translated
into high speed, low measurement uncertainty and highiggpoecmeasurements (see Ta-
ble 4.5). The detector’s integration time is 300 ms for edep,svhereby the gain of the
complete setup needs to be stable over this timescale, angthtble measurement run
takes 10 minutes to be completed.

In this test setup, SAtt 1 is generating 1-dB steps in a tataje from O to 60 dB,
meanwhile on each single step from SAttl, SAtt 2 produce aimainattenuation step
from O to 1 dB which signifies the base for thetdrential approach. Even though the
power meter has a 60-dB dynamic range (according to its Bgetoons), it was found
that its lowest uncertainty was obtained for measured gateeeding -30 dBm. Conse-
qguently, SAtt 3 ensures that the detector measures overpswesr range.

The overall test-setup accuracy was noticed toftected by instabilities of the second
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Figure 4.11: Achieved improvements in the §pectra, detected in the ozone radiometer,
after using the 3D analysis method. Th&eliences among the two spectrometers have
been minimized on the lower left wing; however, some disanejes are still observed on
the right side.
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Figure 4.12: High-accuracy method using thfeatiential approach: a) Noise sourees(
dBm power-level output, in a frequency up to 3.5 GHz). b) Thpesgrammable high-
repeatability step attenuators (SAtt), two Agilent 1171&%tt 1 and 2) plus one RSP
R&S (SAtt 3), provide the attenuation steps. ¢) A R&S NRP powetem&ith NRP-Z21
sensors are used as detector. GPIB interfaces are used neecwhthese devices.

GPIB

step attenuator, i.e., the one in charge of performing tiieréntial step of 1 dB. For this
experiment, the Agilent 11713A showed a better stabilignpared with the RSP R&S
step attenuator.
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Table 4.5: Specifications for the R&S NRP-Z21 power meter@@o 25°C)

Frequency range 10 MHz to 18 GHz
Level range -67 dBm te-23 dBm
Measurement uncertainty 1.5% (0.58 dB absolute, 0.022 @@ve)
Measurement speed 1500 measurenjeifisffered mode)
Input impedance S0
3-day analysis (integration time=300ms)
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Figure 4.13: Temperature variations on a 3-day-long amalysder laboratory conditions
at MPS.

4.3.2.1 Gain fluctuations

Possible gain fluctuation produced by temperature vanatase of especial importance.
They were studied on a 3-day-long analysis test under latmgraonditions at MPS (Fig.
4.13). As aresult, it was observed a gain-fluctuation depecel with temperature, how-
ever, the divergence over the 10-minute measurement wetedkean acceptable mini-
mum. Despite of this, because of the high sensibility of tag setup, the temperature
variations are monitored and evaluated on every measutgoseng a PT100 sensor).
For uncertainty reduction and better performance, a zgrofnthe power meter is
performed at the start of each measurement. In order to dptligacomplete test setup
Is programmed in a high impedance state; i.e., the stepuatters are set with a high
resistive value in order to avoid the influence of the noise@® Apart from keeping the
thermal balance, this has the advantage that the noisesnosed on the test signal can
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be detected on zeroing and, thus, does not impair the measateesults.

Special care has to be taken that the measurements ardfected by secondary
effects produced in the test-setup chain, such as reflectiosatoration levels in the
amplification stages. This is done by both keeping connestas short as possible and
strategically adding high isolation on critical locatiomkich also ensures that thé&ects
of mismatch, produced by flierences in the match while switching the step attenuators,
are minimized. Microwave-leakagéects on the chain are also avoided by using coaxial,
semi-rigid cables (Sucoflex technology) qualified for higlegision systems up to 18
GHz frequency, routine inspection and cleaning, and by ikgegable lengths as short as
possible.
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Figure 4.14: The test setup achieves a total level testingerdrom -60.3 dBm to -0.3
dBm, i.e. a 60-dB dynamic range applied to the DUT, and an @gtstandard uncertainty
equal to 0.00077 dB (0.02%0\pper left: power-level output vs. power-level input of the
DUT (black and blue plots represent thdtdiential 1-dB step).Bottom left: sensed
temperatureUpper and down right (zoomedgalculated dierential factor.

The test setup provides a total input-power level range #6®3 dBm to -0.3 dBm,
l.e. a 60-dB dynamic range applied to the DUT, with an optistahdard uncertainty
equal to 0.00077 dB (0.02%) as displayed in Fig. 4.14. Tloeeefthe objective behind
this method is to compare the response provided by a DUT @sielm active device) and
observe deviations from the ’ideal’ linear behavior pr@ddy the test setup. In other
words, since it is clear that this test setup has a high lityeaver the 60-dB dynamic
range, deviations from such ideal linearity are assumee forbduced by the DUT.
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4.3.2.2 Measurement results

Several microwave devices were tested using this methodder o check and study
possible nonlinear behavior not detected before by t@thtiprocedures. Responses pro-
vided by four diferent broadband RF amplifiers are observed in Figs. 4.15-fh&8n-
while the answers given by three typically used RF mixersrafgags. 4.19-4.21.

Each figure is subdivided in four plots: in the upper left is fower-level output vs.
power-level input of the DUT (the black and blue plots reprashe diferential 1-dB
step); on the right, upper and lower (zoomed), it can be deercdlculated dierential
factor; and on the lower left is the sensed temperature guhia 10-min measurement
duration. Two colored lines are shown on the right side plibts red line (tagged ’lin-
earity’) indicates the 'ideal’ linearity (with 0.02% undainty) given by the test setup as
that calculated in Fig. 4.14; on the other hand, the blue (iagged 'DUT’) represents
the diferential factor calculated from the DUT’s response. Acodly, it is possible to
determine how nonlinear the DUT'’s response is by comparoth bnes (red and blue
lines), and thus, derive conclusions on its linear behaamat overall &iciency.

While observing these figures, it can be established that tieuat of tested mi-
crowave devices achieving a high-linear response is lamf®@r instance, the ABA-54564
and ABA-53564 broadband amplifiers show a good responseeomitidle power-level
input ranges, in opposite to low and high power regions. Haurhore, some strange be-
haviors are noticed in Fig. 4.15 and Fig. 4.18. On the first anéABA-51564 broadband
amplifier, it is observed a kind of dip at -20.3 dBm; whereashmndther one, the MSA-
0735 amplifier’s linear response never equals that of thealidinearity level. Although
interesting, it is beyond the scope of this work to study thgsical reasons behind these
phenomena (a theoretical study of nonlinear behavior imoniave devices can be found
in Maas, 2003). Following, the answers provided by mixeesratatively linear evidenc-
ing small oscillation over the ideal response.

Hence, through this method, it is possible to identify arslidguish regions where a
highly linear amplitude response is expected on microwawéces or even detect defec-
tive devices indicated by atypical responses.

4.3.2.3 Methodology applied to CTSs

Linearity of better than 0.1% can be singularly achieved caye microwave devices in
very well-defined power regions. Consequently, the conoelpiniol this method is to, after
each device was singularly revised, apply this high-aayui@ol to active and passive de-
vices (such as mixers), or RF stages comprising the CTS andmomfiether the linearity
requirement is accomplished. Therfore, singular comptsrene especially selected from
several devices of the same type, provided that the besrlimsponse is attained for
their required functional purpose. If properly chosen, mplete arrangement conformed
by several microwave devices might also attain such libeaegquirement thanks to this
method. In case of jittering (e.g. in mixers), the composeanre selected such that the
overall response keeps as linear as possible within theddghracy requirement.

As previously mentioned, the CTS is composed by an analog(paet Section 2.3)
containing several microwave devices, yet some cruciabnsgare of especial impor-
tance. In here, it is generally desired that such regiongigegcan amplitude response as
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Figure 4.15: High-accuracy method applied to an RF ABA-51&@®lifier. Upper left:

power-level output vs. power-level input of the DUT (blacidablue plots represent the
differential 1-dB step)Bottom left:sensed temperaturdpper and down right (zoomed):
calculated dterential factor.
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linear as possible, in particular the ones after the mixirag@ss where the incoming at-
mospheric signal is down-converted by mixing it with therptgignal. These regions are
highlighted in Fig. 4.22 and are named as 'zones’. As a rediffierent zones were tested
as a means to find out whether the linearity of singular coraptswas preserved in case
that other devices are placed together while assembling&jestn the CTS (Figs. 4.23
and 4.24). Additionally, these figures suggest that a prbpearity is achieved for an
input power level equal to -30 dBm.

This methodology is, therefore, a crucial issue when désigepectrometers with
the purpose of finding the best arrangement (for instan@eg @scomponent in a certain
examined stage which behaves more linearly than othersyekkr, the more assembled
components, the more complicated this task becomes. Tgests that the joint com-
plexity turns to be larger; e.g., because dfelient power level ranges, compression and
saturation points, and noise-floor limits constrained leydbmponents’ requirements. In
spite of that, this may lead to a compromise situation in Whiee associated linearity is
kept as close as possible to an optimal value demarked bydéeal” linearity (the red
line).

4.3.2.4 Improvements

The low uncertainty of this method provides a unique oppotyuto carefully select com-
ponents which ficiently attain the expected responses focusing mainly enlitiearity
issue. Thanks to its high accuracy, certain peculiaritiesamwoticed in some broadband
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Figure 4.23: High-accuracy method applied over zones 1dzart of 3.
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Figure 4.24: High-accuracy method applied over zone 4.
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4.4 The importance for future developments

amplifiers, e.g. the ABA51563 and MSA-0735. As previouslgatyed by the 3D anal-
ysis, degradation was confirmed in the linearity charastierat low mixer’s input levels
above the inherent noise-floor limit.

Through a better and more precise understanding in the lhaivmicrowave de-
vices, it was possible to exactly define the correspondenitipower-level ranges which
were best for an optimal linear response in the 400-MHz badfttWCTS. In that case,
possible elements which essentially contributed to theadveystem noise (because of
added spurious produced in nonlinear regions) might haee beoided. Likely, it was
feasible to compare the linearity response of certain zombsth branches of the CTS,
wherein diferences amongst them might have indicated not only a dantageponent,
but also unexpected error sources produced by human eudnsas incorrectly labeled
amplifiers.

For the main mixing stage (i.e. where the incoming atmosplsgnal is down-
converted), three eierent RF mixers were evaluated to account for their respoEsesn
though the MCA-35LH and ZFM-4212 RF mixers are the most sugtabkes according to
specifications provided by the manufacturer, it is suggetite RF ZFM-15 mixer since
the observed response, by both analysis methods, evidarmeiter performance.

According to the analysis performed in thdtfdrent 'zones’, a relative good linear-
ity was achieved for input power levels from -30 dBm (low lijnip to -10 dBm (high
limit). During this investigation, however, lower values the low limit were not possi-
ble. Consequently, it is suggested further investigatiomprobably a diferent design, to
accomplish lower values.

Afterwards, a comparison test was performed between theMHD bandwidth CTS
and the SOFIA-GREAT CTS in the ozone radiometer (Fig. 4.25).inQwo a better
tuning and designféort, the achieved improvement is translated into smalleratiens
in the responses of both spectrometers.

4.4 The importance for future developments

In this Chapter, two novel experimental setups were destribbese methods are suit-
able for the detection and analysis of possible nonlinebawer in singular microwave
devices or even an arrangement of them, such as RF stages in. 8&3¢#l on a dier-
ential approach, these novel methods eliminate uncedaiirttroduced in the test-setup
chain, such as step attenuators, noise sources and detetédnilities, which set the fa-
cility to investigate the device under test.

It is clear that the observation of linearity in microwavevides using both methods,
l.e. the frequency-discrimination capability of the 3Dabysis method plus the low un-
certainty (less than 0.1%tered by the latter high-accuracy method, provideféective
analysis in the identification of nonlinear processes. fMimaitations may lie in the upper
frequency limits established by the components conforrthiegexperimental setup, such
as the noise source, in case of analysis in upcoming speeteoislevelopments involving
higher frequency regimes.

The chance to selectively test single component devicdserCT'S with high accu-
racy and detail proved to be a significant improvement dudegjgn of chirp transform
spectrometers. Where, by means of a better knowledge in spemse of microwave de-
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Figure 4.25: In May 2007, the 400-MHz-BW CTS and the SOFIA-GREATS were
tested together in the Ozone Radiometer in order to obsegvpragress. The achieved
improvement is smaller deviation in the responses of batictspmeters.

vices, it is possible to rearrange RF stages in order to gehtst out of them in terms of
linearity. In other words, it is feasible to avoid degradatin the linearity characteristic
produced by unexpected error sources not possible to glissih before (due to the low
sensitivity of traditional methods).

To summarize, thanks to a better design allowed by theseaugtiexperimental re-
sults in the ozone-radiometer test facility at MPS assdtiedmprovements in the 400-
MHz-BW CTS'’s response. Therefore, it is confirmed that the alVeleviations intro-
duced by nonlinearity in RF stages have been decreased amththperformance of the
backend instrument has been improved.
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5 Concluding remarks

In this dissertation, the complete description, develaopmaad characterization of a new
400-MHz bandwidth chirp transform spectrometer (CTS) witld kHz spectral resolu-
tion were explained. The newly developed 400-MHz bandw@ifls has the advantage
of broader bandwidth analysis. Moreover, the novel teanesgapplied to digitally cre-
ate the chirp signal and the new mixing concept (where thgpdignal is frequency
up-converted using RF mixers and later doubled in the RF stgje¢ved an 800-MHz
bandwidth plus an improvement in the signal-to-noise rg&NR) up to 50 dB.

The CTS was applied in atmospheric science by detecting tBel718-GHz rota-
tional transition of ozone in the Earth’s atmosphere. Initad results were shown
from astronomical observations at the HHSMT performedrdptine observing run of the
73RASchwassmann-Wachmann 3 comet in May 2006, when it had gesi@pproach to
the Earth.

The dfects arising in spectra, from deviations in the spectroriseideal linear dy-
namic range, were accounted for using numerical calcuiatidn addition, simulations
showed how such deviations in the spectra might producefisigmt changes in the re-
trieved vertical profile of trace gases. It was stressed #fidough the numerical analysis
and simulations were focused on the Earth’s atmospherh,aumvestigation may also
apply to the atmospheres of other planets, such as Venus ansl Mhe specific re-
trieval algorithm, used to derive vertical profiles from ssion spectra (measured by a
microwave system), is sensitive to instrumental noise anat® It is clear the impor-
tance of a high power spectral density accuracy, since tliera#on process considers
the receiver as Bnear system. Consequently, systematic errors in the line stndegtd
to scaling errors on the profile. If such errors are overesh not all the information
can be retrieved from the measurement; if those errors aterastimated, noise may be
misinterpreted as spectral features and would contriquigaus signals to the retrieved
profile. Even though many systematic errors are correcteithdogalibration algorithm,
scaling uncertainties can be expected to arise frdiferint sources such as the sky win-
dows, or even the reflectivity of the cold load or the singteebiand filter. These phenom-
ena can produce small undesirdtkets such as standing waves, baseline tilt or baseline
ripples. The &ects of possible amplitude deviations in the power spedeakity, for
instance due to nonlinearity, were demonstrated in Se&@i8n As a result, this inves-
tigation suggested that deviations at the line center obttane’s spectral information
may produce erratic results in the lower mesosphere and g¢osphere; meanwhile
deviations in the wings indicated aberration in the loweatssphere of the Earth’s atmo-
sphere. Therefore, smalffects of nonlinearity in the spectra, as those created by powe
amplitude deviations, may lead to erratic results in theeetd volume mixing ratio;
for instance, while detecting some molecular species imtire and submm-wavelength
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range in planetary atmospheres.

The current development of new detectors in heterodyndrgseopy (e.g., SIS tech-
nology) increasingly involves lower radiometric noise alhimeans that all other instru-
mental uncertainties must be reduced below this noise Ievaider to keep the overall
system’s precision. Not surprisingly, this implies thattstof-the-art detectors not only
are more sensitive to atmospheric signals (due to low raglioennoise), but also to er-
ratic behavior which thus denotes major deviations fromua tsrightness temperature
value. These facts lead to the need for detecting nonlingacts with low uncertainty
(e.g., less than 0.1%) in order to identify and eliminate pogsible kind of instrumental
error sources in backend systems.

As stated earlier, nonlinearities may exist in the comphetierodyne system, i.e., the
frontend and backend. After providing examples where mealiity was evidenced in
the measured spectra of heterodyne systems, two noveliegres were developed in
order to analyze the nonlinear behavior of the backend gpeeter. Even though the
examination of instabilities in the frontend system liessale the scope of this study, it is
strongly suggested in future investigations to accounptmsible experimental methods
in order to analyze the frontend part as well. In the case okdyads, these two meth-
ods were suitable for detection and analysis of possibldimear behavior in singular
microwave devices or even an arrangement of them, such asaBéssn a CTS. Based
on a diferential approach, these novel experiments eliminatedrtainties introduced
in the test-setup chain; such as step attenuators, noiseesoand detector instabilities;
which set the facility to investigate the device under téstvas stated that the observa-
tion of linearity in microwave devices using the frequenligerimination capability of
the 3D-tool method plus the low uncertainty (less than 0.feayided by the latter high-
accuracy method complemented each other and thus provwdeteative solution in the
identification of nonlinear processes.

The chance to selectively test single component devicdsaerCiT'S with high accu-
racy and detail proved to be a significant improvement dudiesjgn of chirp transform
spectrometers. By means of a better knowledge about thenespd microwave devices,
it was possible to rearrange RF stages in order to get the mbef them in terms of lin-
earity. In other words, it was feasible to avoid degradatimothe linearity characteristic
produced by unexpected error sources possibly not disshgd before (due to the low
sensitivity of traditional methods).

The limitations of these methods lie primarily in the uppeguency limit imposed
by the design of both experiments. This is currently 3.5 GHid was suitable to fully
explore the spectrometer in this thesis. Furthermoreetbegeriments will also be useful
for a full analysis of future spectrometers provided thelyileit a frequency of less than
3.5 GHz (i.e. in the upper frequency regime of their intecmahponents). In future spec-
trometer designs where the frequency exceeds 3.5 GHz, élxpseiments are still useful
for providing a partial analysis, however, new experimenitsneed to be developed in
order to explore frequencies beyond this limit.

Last but not least, experimental results in the ozone-radier test facility at MPS
asserted the improvements in the 400-MHz-BW CTS responsearé t was confirmed
that the overall deviations introduced by nonlinearity hie spectrometer had been de-
creased and thus the performance of the backend instruradrtden improved.
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A Recelver calibration

According to Chapter 1, a calibration process is needed iardadestablish the relation
between the observed noise power and its correspondingetatape. Considering the re-
ceiver as dinear power measuring device, one can resolve both the antenmqeetatare,
Ta, and receiver temperatur€g, in the following manner.

A.1 Determination of the antenna temperature,Ta

As previously mentioned, the calibration process can bdemented by observing two
blackbody emitters at two flerent temperatures, the so-called Figtand coldTc matched
resistive loads. Recalling Fig. 1.2, which displays thedimeesponse of the receiver, it

follows the relation:
Ta—-Tc  Pa—Pc

= A.l
Th—-Tc Pu-Pc’ (A1)
which yieldsT,, defined as
Pa—P
Ta= —2—S(Th - Te) + Tc, (A.2)
Py — Pc

where P, is the power density of the observed objected (atmosgsiene Py is the
power density of the hot load: is the power density of the cold load (represented in
countgcycle),

A.2 Determination of the receiver temperature, T

In the absence of an input signal (or external noise soutlteyeceiver system produces
an output signal corresponding to its internal noise teaipee. This internal noise tem-
perature is originated by the components of the receivechuizidiate at their own temper-
ature. The net sum of these temperatures forms the receivgreraturdg. Therefore,
Tgr can be deduced from Eq. A.2 by considerig= 0, so that:

T Ty =To)+ To (A3
= %‘f)l(n. ~Te) +Tc (A.4)
= %—(TH —Tec) + Te, (A.5)
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A Receiver calibration

wherey = 5 is the so-called y-factor’.

It follows Tu+Te+yTe—T
Tp=———S 2 ¢ € A.6
R y_ 1 ( )
Thus, the antenna temperature, as observed in Fig. 1.Zjnedas
Ty —yTc
Trl = ————. A7
[TrI y-1 (A7)

According to Rohlfs and Wilson (2004]x is similarly deduced by considering the
receiver output while observing the matched resistivedatdemperaturesy (hot) and
Tc (cold) as:

Pu=(Tu +Tr) G, (A.8)

Pc = (Tc +TR) G, (A.9)

whereG is the internal gain of the receiver system.
Following, the y-factor is

_ PH _ TH + TR
Y e T Te+ TR (A.10)
Arithmetically,
YTr+YTc =Ty + Tr (A.11)
YTr=Tr=Th -YyTc (A.12)
Tr(y—1)=Tn - yTc, (A.13)
which finally leads to:
~ Tu-yTc
Tr= y—1 ' (A.14)

as derived in Eqg. A.7.
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B Circuit diagrams

This Appendix is devoted to detailed diagrams involved i development of the 400-
MHz bandwidth CTS. Namely, Fig. B.1 contains the completeesystiiagram of the
current CTS. Furthermore, Table B.1 provides important cltarstics of RF compo-
nents composing this spectrometer.
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Figure B.1: System diagram of the 400-MHz BW CTS.
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Table B.1: RF components in the 400-MHz BW CTS

Component BW fo/rr fie Gain Conversion Loss P1dB Manufacturer
[GHZz] [MHZ] [MHZz] [dB] [dB] [dBm]
ABA-52563 DC-3.5 - - 215 3.3 9.8 Agilent
ABA-53563 DC-3.5 - - 21.5 3.5 12.7 Agilent
MGA-82563 0.1-6 - - 13.2 2.2 17.3 HP
HMC187MS8 0.85-2 - - 15dB - Hittite
(Frequency Doubléx InputDriveLevel= 10-20dBm
Bandpass Filter 1.35-1.75 - - - 0.9 - MPS
Bandpass Filter 1.9-2.3 - - - 0.9 - MPS
Bandpass Filter 2.7-35 - - - 1.9 - MPS
SLP Filters DC-1.65 - - 0.9 13 Mini-Circuits
ZFSC-2-2500 0.01-2.5 - - - 1.4 - Mini-Circuits
SAW (max inp -10 dBm) 0.8-1.2 - - 45 - -
ZASWA-2-50DR DC-5 - - 3 0 Mini-Circuits
ZLW-5 (LO Power+7 dBm) - 5-1500 10-600 8.5 1 Mini-Circuits
ZFM-15 (LO Power+10 dBm) - 10-3000 10-800 - 8.5 5 Mini-Circuits
ZFM-4212(LO Power+7 dBm) - 2000-4200 DC-13000 - 8.5 1 Mini-Circuits
ZX05-25MH (LO Power+13 dBm) - 5-2500 5-1500 - 9.8 9 Mini-Circuits
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C Observations and data reduction

In this Appendix, some details are provided about the olagienv campaign of 73P on
May, 2006 and its data reduction. For further details absttbaomical observations and
calibration, the reader is referred to Rohlfs and Wilson @0Butner and Ulich (1981),
Mauersberger et al. (1989), Wang et al. (1994) and the Aa&adio Observatory’s doc-
umentation (httg/kpl2m.as.arizona.eftlocumentation.htm).

C.1 Calibration and telescope fficiency

In the millimeter and submillimeter wavelength range, ttra@sphere has a large influ-
ence and can change rapidly, and thus corrections must tpeeindy performed. That
means calibration of antenna temperatdrg) to source brightness temperature as mea-
sured by the main éiraction beam of the telescopé&,.{,). Here, telescopeficiencies
are normally calculated using a measurement of the contirurightness of a planet (for
Nmb) OF the Moon (forgsss). Ty IS defined as

Tob = —- T3, (C.1)
Imb
wheren, is the forward éiciency ¢ = 0.94). The main beamfigciencyn is defined as:

TMmb = MM ss (C.2)

wheren;ssis the forward scattering and spilloveftieiency, andyy, is the corrected main
beam diciency and is given by

*
* TR

= C.3
T (Tr - Tbg)']cmb ( )

Definitions:

Tr = Source radiation temperature.

Thy = Brightness temperature of the cosmic background radiafidhk).

T = Observed source antenna temperature corrected for aterspltenuation, ra-
diative loss, and rearward and forward scattering andoveitt

_Ta

Th = (C.4)

Ntss
Nemb = Source coupling between a disk source like the planets aradiasian telescope
beam, which is given by:
0 2
Nemp=1— exp{— In(2)(9—z) ] , (C.5)
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C Observations and data reduction

whereds is the source size argij the beam size.
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Table C.1: Some useful physical constants and quantities

Symbol Quantity Value

C Velocity of light 2.998x16m st

h Planck’s constant 6.626 x 18 J s

k Boltzmann’s constant  1.380 x 1 J K™!

o Stefan’s constant 5.660 x TO0W m2 K
e Electronic charge 1.602 x 1¥ Coulomb
AU (Astronomical Unit) Earth to Sun 149.6 x P&km

Rum Earth to Moon 384,000 km

Re Earth radius 6371 km

R Solar radius 696,000 km

Lo Solar luminosity 3.83x 1 W

M, Solar mass 1.989 x #0kg

b 3.14159

e Base of natural logs  2.71828
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Table C.2: Operator’s log file. Map of the HCN(3-2) emissiorlof 73P-B

Scan Source LST uT RA Dec Az El AAz AEl Mode Freq
[h:m:g "] (1 171 111 [ [GHZ]

1039 73P-BSchw 08:06:00 PM 12:05:00 PM 20:03:39.10 37:44:31.90 35859 7 -5 PS  265.89
1040 73P-BSchw 08:16:00 PM 12:15:00 PM 20:03:52.30 37:43:44.20 33854 7 -5 PS  265.89
1041 73P-BSchw 08:26:00 PM 12:25:00 PM 20:04:05.20 37:42:57.30 324834 7 -5 PSM 265.89
1042 73P-BSchw 08:32:00 PM 12:31:00 PM 20:04:14.50 37:42:23.40 31®Z4 7 -5 PSM 265.89
1043 73P-BSchw 08:39:00 PM 12:38:00 PM 20:04:24.00 37:41:48.60 31@863 7 -5 PSM 265.89
1044 73P-BSchw 08:46:00 PM 12:45:.00 PM 20:04:32.90 37:41:16.10 30®3.2 7 -5 PSM 265.89
1045 73P-BSchw 08:53:00 PM 12:52:00 PM 20:04:41.90 37:40:42.80 3027 7 -5 PSM 265.89
1046 73P-BSchw 08:59:00 PM 12:58:00 PM 20:04:50.30 37:40:12.00 30049 7 -5 PSM 265.89
1047 73P-BSchw 09:05:00 PM 01:04:00 PM 20:04:59.00 37:39:39.70 29988 7 -5 PSM 265.89
1048 73P-BSchw 09:11:00 PM 01:10:00 PM 20:05:07.10 37:39:09.50 2968.7 7 -5 PSM 265.89
1049 73P-BSchw 09:17:00 PM 01:16:00 PM 20:05:15.60 37:38:37.70 29555 7 -5 PSM 265.89
1050 73P-BSchw 09:23:00 PM 01:22:00 PM 20:05:23.60 37:38:08.00 29434 7 -5 PSM 265.89
1051 73P-BSchw 09:30:00 PM 01:28:00 PM 20:05:32.00 37:37:36.50 29382 7 -5 PSM 265.89
1052 73P-BSchw 09:35:00 PM 01:34:00 PM 20:05:39.80 37:37:07.20 29791 7 -5 PSM 265.89
1053 73P-BSchw 09:41:00 PM 01:40:00 PM 20:05:48.10 37:36:36.00 29839 7 -5 PSM 265.89
1054 73P-BSchw 09:47:00 PM 01:46:00 PM 20:05:55.80 37:36:06.80 29588 7 -5 PSM 265.89
1055 73P-BSchw 09:54:00 PM 01:53:00 PM 20:06:05.80 37:35:29.00 29B44 7 -5 PSM 265.89
1056 73P-BSchw 10:00:00 PM 01:59:00 PM 20:06:13.50 37:35:00.00 29823 7 -5 PSM 265.89
1057 73P-BSchw 10:06:00 PM 02:05:00 PM 20:06:21.60 37:34:29.20 291.2657 -5 PSM 265.89
1058 73P-BSchw 10:12:00 PM 02:10:00 PM 20:06:29.20 37:34:00.20 29®81 7 -5 PSM 265.89
1059 73P-BSchw 10:17:00 PM 02:16:00 PM 20:06:37.20 37:33:29.60 29063 7 -5 PSM 265.89
1060 73P-BSchw 10:23:00 PM 02:22:00 PM 20:06:44.80 37:33:00.80 29®Y.9 7 -5 PSM 265.89
1061 73P-BSchw 10:29:00 PM 02:28:00 PM 20:06:52.70 37:32:30.30 29®0.8 7 -5 PSM 265.89
1062 73P-BSchw 10:34:00 PM 02:33:00 PM 20:07:00.20 37:32:01.70 29®&9.7 7 -5 PSM 265.89
1063 73P-BSchw 10:40:00 PM 02:39:00 PM 20:07:08.10 37:31:31.10 29®8.6 7 -5 PSM 265.89
1064 73P-BSchw 10:46:00 PM 02:44:00 PM 20:07:15.50 37:31:02.70 29GB5 7 -5 PSM 265.89
1065 73P-BSchw 10:51:00 PM 02:50:00 PM 20:07:23.40 37:30:32.20 29®G6.4 7 -5 PSM 265.89
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Table C.3: Operator’s log file. Map of the HCN(3-2) emissiorlof 73P-C

Scan Source LST uT RA Dec Az El AAz AElI Mode Freq
[h:m: ] "] (1 111 "1 [ [GHZ]

1005 73P-¢Schw 05:04:00 PM 09:03:00 AM 20:46:03.60 26:38:54.90 82.711.94 5 -2 PS  265.89
1006 73P-¢Schw 05:11:00 PM 09:10:00 AM 20:46:11.00 26:38:15.20 83.43.34 5 -2 PS  265.89
1007 73P-CSchw 05:18:00 PM 09:17:00 AM 20:46:18.70 26:37:34.60 84.24.84 5 -2 PSM 265.89
1007 73P-¢Schw 05:20:00 PM 09:19:00 AM 20:46:20.90 26:37:23.00 84.%.24 5 -2 PSM 265.89
1008 73P-¢Schw 05:25:00 PM 09:25:00 AM 20:46:26.60 26:36:52.70 85.16.34 5 -2 PSM 265.89
1009 73P-¢Schw 05:31:00 PM 09:30:00 AM 20:46:32.70 26:36:20.20 85.87.44 5 -2 PSM 265.89
1010 73P-¢Schw 05:36:00 PM 09:36:00 AM 20:46:38.40 26:35:49.90 86.8.54 5 -2 PSM 265.89
1011 73P-¢Schw 05:42:00 PM 09:41:00 AM 20:46:44.50 26:35:17.30 87.19.74 5 -2 PSM 265.89
1012 73P-CSchw 05:47:00 PM 09:47:00 AM 20:46:50.20 26:34:46.60 87.0.85 5 -2 PSM 265.89
1013 73P-¢Schw 05:53:00 PM 09:52:00 AM 20:46:56.40 26:34:13.70 8852 55 -2  PSM 265.89
1014 73P-CSchw 05:58:00 PM 09:58:00 AM 20:47:02.10 26:33:42.80 89.13.15 5 -2 PSM 265.89
1015 73P-CSchw 06:04:00 PM 10:03:00 AM 20:47:08.30 26:33:09.60 89.%4.35 5 -2 PSM 265.89
1016 73P-¢Schw 06:09:00 PM 10:09:00 AM 20:47:14.10 26:32:38.40 90.66.45 5 -2 PSM 265.89
1017 73P-¢Schw 06:15:00 PM 10:15:00 AM 20:47:20.30 26:32:05.10 91.%.65 5 -2 PSM 265.89
1018 73P-¢Schw 06:21:00 PM 10:20:00 AM 20:47:26.10 26:31:33.70 92.3.75 5 -2 PSM 265.89
1019 73P-¢Schw 06:27:00 PM 10:26:00 AM 20:47:32.30 26:31:00.00 93.18.95 5 -2 PSM 265.89
1019 73P-¢Schw 06:31:00 PM 10:31:00 AM 20:47:37.30 26:30:33.00 93.9.95 5 -2 PSM 265.89
1020 73P-¢Schw 06:37:00 PM 10:36:00 AM 20:47:43.10 26:30:01.20 9481 6 5 -2 PSM 265.89
1021 73P-CSchw 06:43:00 PM 10:42:00 AM 20:47:49.40 26:29:27.20 95.82.26 5 -2 PSM 265.89
1022 73P-CSchw 06:48:00 PM 10:47:00 AM 20:47:55.30 26:28:55.10 96.73.36 5 -2 PSM 265.89
1023 73P-¢Schw 06:54:00 PM 10:53:00 AM 20:48:01.60 26:28:20.60 97.%4.56 5 -2 PSM 265.89
1024 73P-¢Schw 07:00:00 PM 10:59:00 AM 20:48:07.50 26:27:48.20 99 765.5 -2 PSM 265.89
1025 73P-¢Schw 07:06:00 PM 11:05:00 AM 20:48:13.90 26:27:13.20 100689 5 -2 PSM 265.89
1026 73P-¢Schw 07:11:00 PM 11:10:00 AM 20:48:19.90 26:26:40.30 10168.1 5 -2 PSM 265.89
1027 73P-¢Schw 07:17:00 PM 11:17:00 AM 20:48:26.40 26:26:04.90 103%9.3 5 -2  PSM 265.89
1028 73P-¢Schw 07:23:00 PM 11:22:00 AM 20:48:32.40 26:25:31.60 104/6.4 5 -2 PSM 265.89
1029 73P-¢Schw 07:29:00 PM 11:28:00 AM 20:48:38.90 26:24:55.70 106/4.7 5 -2 PSM 265.89
1030 73P-¢Schw 07:35:00 PM 11:34:00 AM 20:48:45.10 26:24:21.70 10828 5 -2 PSM 265.89
1031 73P-¢Schw 07:41:00 PM 11:40:00 AM 20:48:51.70 26:23:45.30 110.74 5 -2 PSM 265.89
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D Detalls of devices under test

The following tables contain some useful information alibetdevices under test which
were used in the 3D-analysis and high-accuracy methodsseTinelude, in case of am-
plifiers: the operating frequency, power gain, power gaiméas, noise figure, output
power at 1-dB gain compression, output third order intergeint, device voltage and
current, and the manufacturer. In case of mixersyRPoperating frequency, IF operat-

ing frequency, output power at 1-dB gain compression, asme loss, LO-RF isolation,
LO-IF isolation, and finally, the manufacturer.
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Table D.1: Devices under test: Amplifiers

Symbol Unit ABA-51563 ABA-52563 ABA-53563 ABA-54563 MSA/35 MGA-82563

Operating Frequency f GHz DC~3.5 DC~ 3.5 DC~ 3.5 DC~ 3.4 DC~ 2.4 0.1-6
Power Gairn(|s,?) Gp dB 21.5 215 215 23.0 135 13.2
Power Gain Flatnegs.1-3.5GHz) AGp dB 1.3 2.0 2.7 3.0 0.6 0.35
Noise Figure NF dB 3.7 3.3 3.5 4.4 4.5 2.2
Output Power at 1 dB

Gain Compression P1dB dBm 1.8 9.8 12.7 16.1 5.5 17.3
Output Third Order

Intercept Point OIP3 dBm 11.4 19.9 22.9 27.8 19.0 31.0
Device \Woltage \VZ V 5 5 5 5 4 3
Device Current lec mA 18 35 46 79 60 84
Manufacturer Agilent Agilent Agilent Agilent HP HP

Table D.2: Devices under test: Mixers
Symbol  Unit ZFM-15 ZFM-4212 MCA-35LH

LO/RF Operating Frequency flLo/fre MHz 10-3000 2000-4200 500-3500
IF Operating Frequency fir MHz 10-800 DC-1300 10-1500
LO Power PLo dBm 10 7 10
Output Power at 1 dB Gain CompressionP1dB  dBm 5 1 6
Conversion Loss CL dB 6.13 5.44 6.9
LO-RF Isolation L-R dB 35 25 29
LO-IF Isolation L-1 dB 30 18 26

Manufacturer Mini-Circuits  Mini-Circuits Mini-Circuits
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