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Summary

In this thesis, three-dimensional numerical simulations were carried out in or-
der to study the interaction between convective flows and magnetic fields in the
photosphere of the Sun.

• An already existing MHD code was modified and extended in order to
adapt it to the requirements of realistic solar simulations. A radiative
transfer module was developed, which solves the radiative transfer equa-
tion under the assumption of local thermal equilibrium and accounts for
the frequency dependence by means of opacity binning. Further modifi-
cations were made regarding the inclusion of partial ionization effects, the
development of an open lower boundary condition, and the stabilization of
the numerical scheme in simulations of strongly stratified media using the
concept of hyperdiffusivities.

• Tests of the opacity-binning method used to approximate the frequency
dependence of the radiative transfer were carried out, which assessed the
quality of the approximation in realistic situations and confirmed the ap-
plicability of the method in multidimensional simulations.

• The simulation of a typical solar “plage” region with an average magnetic
field strength of 200 Gauss in a box extending 6 Mm in both horizontal and
1.4 Mm in the vertical direction shows the amplification of a homogeneous
initial field and the formation of a magnetic network embedded in the net-
work of intergranular downflows. The magnetic field forms thin, sheet-like
structures as well as micropores with diameters up to 1000 km and maxi-
mum field strengths around 2000 Gauss. Morphology, time evolution, and
statistical properties of magnetic structures are analyzed and the relation
between field strength and brightness of magnetic features is studied.

• A comparison of simulations using the frequency dependent (“non-grey”)
radiative transfer with “grey” simulations shows that the non-grey effects
lead to a significant reduction of temperature fluctuations in the upper pho-
tosphere and enhance the heating of magnetic elements due to the increased
absorption of “hot” radiation.
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Chapter 1

Introduction

The term “magneto-convection” is commonly used to describe physical processes
resulting from the interaction of convective flows with a magnetic field in an elec-
trically well-conducting fluid. In the solar photosphere and convection zone, the
low values of viscosity and magnetic diffusivity lead to high (hydrodynamic and
magnetic) Reynolds numbers and give rise to highly nonlinear dynamics and the
formation of structures and patterns on a large range of length- and timescales.
The hierarchy of magnetic structures in the photosphere ranges from sunspots
with umbral field strenghts around 3000 G, diameters of up to 30000 km and
lifetimes of weeks, to small-scale magnetic elements in the magnetic network of
the “quiet Sun” with sizes smaller than 100 km and field strengths around 1500
G, which evolve on the timescale of a few minutes. From the point of view
of theoretical magneto-convection, the relevant processes connected with these
structures include, among others, the spatial distribution of magnetic field and
formation of intermittent structures by means of flux expulsion, the generation
of magnetic flux by turbulent fast-dynamo action, the supression of convective
energy transport by magnetic fields, and the dynamics of wave excitation, insta-
bilities and magnetic reconnection.

Based on the seminal studies of linear stability of thermal magneto-convection
by Chandrasekhar (1961), two branches of numerical research in the field of solar
magneto-convection have developed. The first branch, using highly idealized
models which do not aim at an approximation of solar conditions, was developed
out of sheer necessity, since the limitation of computing power at that time made
a simplification of models mandatory. With the advent of ever more powerful
computers in the 1980s, a second line of research emerged, which attempts to
model the physical processes on the Sun as realistically as possible. Despite of
the progress made in the field of realistic simulations, idealized studies have,
until the present day, not lost their relevance. While they cannot be compared
directly to observations, they allow to isolate certain physical processes and are
amenable to analytical tools like linear stability analysis and bifurcation theory,
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4 CHAPTER 1. INTRODUCTION

thus providing valuable insight into the underlying physical mechanisms.

The application of the theory of magneto-convection on solar phenomena was pi-
oneered by Parker (1963), who pointed out that the observed supergranular net-
work of magnetic fields can be understood in terms of magnetic flux transported
into the the downflow lanes of a cellular flow pattern. The first time-dependent
numerical simulation of magneto-convection was carried out by Weiss (1966). His
purely kinematic model (neglecting the backreaction of the Lorentz force on the
fluid) showed how horizontal flows concentrate a vertical field in the up- and
downflow regions of a prescribed cellular flow field. The system reaches a steady
state which is characterized by the balance between advection and diffusion.

Galloway et al. (1977) extended the studies to the dynamical regime. Their
axisymmetric simulations of thermal convection in the (quasi-incompressible)
Boussinesq approximation showed that the magnetic field forms a flux tube in
the downflow region near the symmetry axis. The Lorentz force suppresses the
fluid motions the flux tube, resulting in a separation of strong fields and motions.

Hurlburt & Toomre (1988) took into account the effects of compressibility. Us-
ing a two-dimensional Cartesian box, they simulated the flux-expulsion process
in a stratified medium extending over a few pressure scale heights. Since hot
upwellings expand while the cooler and denser falling material contracts, the in-
clusion of compressibility breaks the symmetry between up- and downflows. The
pressure maxima occuring both over up- and downflows are associated with an
increase in density, which works against buoyancy in upflows (“buoyancy break-
ing”) and cooperates in downflows, thus enhancing the asymmetry. Since the
vertical magnetic field residing in downflow regions suppresses horizontal mo-
tions while leaving vertical velocities unaffected, the upper part of a flux sheet
becomes partially evacuated during its formation, and the compression by the
external pressure forces further increases the field strength.

In a more recent study, Tao et al. (1998) considered strongly nonlinear com-
pressible magneto-convection (with a Rayleigh number of Ra = 105) in a wide
three-dimensional simulation box. They find a separation in two “phases”: most
of the magnetic flux gathers to form regions of strong field interspersed with weak
small-scale motions in the form of small convective plumes. The remaining part
of the box is occupied by weakly magnetized, extended upflow plumes separated
by narrow downflow lanes, a situation not unlike the difference in appearance of
granular patterns in “quiet Sun” and “plage” regions.

Cattaneo et al. (2003) conducted an extensive parameter study of three-
dimensional thermal magneto-convection in the Boussinesq approximation. The
simulations were carried out in the turbulent regime with high Rayleigh numbers
(Ra = 5 · 105), requiring a correspondingly high grid resolution of 512× 512× 97.
Depending on the amount of magnetic flux imposed, the solutions show a large
variety of magnetic structures and flow patterns, from the dynamo regime (zero
mean field) with small-scale field concentrations formed in the downflow network
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as the result of turbulent fast-dynamo action, to magnetically dominated convec-
tion in the strong-field regime. For a comprehensive overview over the field of
idealized simulations, the reader is referred to the reviews by Proctor & Weiss
(1982), Proctor (1992) and Weiss (1997).

In contrast to these idealized simulations, “realistic” simulations include elaborate
physics like radiative transfer, partial ionization, and “open” boundary conditions
in order to approximate the real Sun. The analysis of such simulations with
tools for spectral line and polarization diagnostics allows us to directly relate the
results to observations. In one respect, however, all “realistic” simulations fail
to model the solar conditions. As a consequence of the low values of the actual
diffusivities, it is impossible to resolve the diffusive length scales (of the order
of centimeters for the viscous scale) and, at the same time, capture the spatial
extent of the structures of interest (several megameters). For this reason, all
realistic simulations are effectively large-eddy simulations, which, in one way or
the other, parametrize the effects of the sub-grid scales, hopefully providing a
realistic description of their influence on the resolved scales.

The earliest realistic 3D simulations were carried out by Nordlund (1983), who
imposed an external magnetic field on a three-dimensional simulation of solar
granulation, including non-grey radiative transfer, the anelastic approximation
and a rather low horizontal resolution of 250 km. This simulation illustrated the
tendency of magnetic field to be swept into the intergranular downflow lanes,
where it is constantly redistributed.
Fully compressible simulations by Nordlund & Stein (1990) with improved hor-
izontal resolution of 50 km showed that a strong field (500 G on average) has
a stabilizing effect on the downflow network, which tends to fragment and form
isolated downdrafts in the absence of fields. Bercik et al. (1998) extended this
study by varying both the strength and the orientation of the imposed magnetic
field. They find a transition from normal granulation to “abnormal” granulation
with pore-like structures. In a more recent simulation with a rather coarse hori-
zontal resolution of 100 km, Stein et al. (2002) studied the details of micropore
formation. The results show, how micropores are formed at downflow vertices as
a result of magnetic flux converging on a shrinking granule.
The process of convective intensification of magnetic field was studied in more
detail by Grossmann-Doerth et al. (1998), who found clear signatures of the
“convective collapse” process (e.g. Parker 1978, Spruit 1979) in two-dimensional
high-resolution simulations including radiative transfer. The growing magnetic
field supresses the lateral convective influx of energy into the flux sheet; as a
result, the radiative cooling cannot be balanced and the ensuing enhancement
of superadiabaticity drives a strong downflow, which leads to partial evacuation
and field amplification.

While the studies mentioned so far investigated the formation of magnetic struc-
tures and the process of field intensification, other simulations focused on the
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structure and dynamics of already formed magnetic elements. Deinzer et al.
(1984a,b) carried out two-dimensional simulations of flux sheets, using an adap-
tive mesh in order to resolve steep gradients at the sheet’s edges, with radiation
in the diffusion approximation. The results show that the interior of the sheet is
heated by inflow of radiation from the hot walls, while the cooling immediately
outside drives a baroclinic flow in form of a strong downflow jet.
Knölker & Schüssler (1988) varied the width of the sheets and found that the
brightness (vertical emergent intensity) of magnetic elements decreases with in-
creasing size; structures larger than 500 km appear darker than the average in-
tensity, the intensity emerging along oblique rays is, however, increased.
Employing tools for spectral and polarization diagnostics, Knölker et al. (1991)
and Grossmann-Doerth et al. (1994) used two-dimensional simulations with full
(grey) radiative transfer as the basis for calculating synthetic line profiles of
polarized light (“Stokes-V profiles”). They found that observed Stokes-V profiles
of plage and network fields, which show a distinct area asymmetry in combination
with a negligible zero-crossing Doppler shift, can be explained in terms of a static
magnetic element, which expands with height and is surrounded by nonmagnetic
downflows (“canopy effect”). Their simulation results also illustrated the effect
of radiative illumination of the sheet’s interior by absorption of “hot” radiation
from the bottom and walls.
Two-dimensional high-resolution simulations by Steiner et al. (1998) revealed
details of the complex interaction of a flux sheet with its surroundings. The
stochastic forces exerted by the convective motions can induce a strong horizontal
swaying and bending of the sheet; occasional compressions of the sheet lead to
upflows inside, which can steepen to form shocks with a characteristic signature
in synthesized Stokes-V profiles.
Using a different two-dimensional code, Gadun et al. (2001) carried out sim-
ulations with an initial field of mixed polarity. The results show a permanent
transformation of strong vertical into weak horizontal field and vice versa. The
authors relate this process of flux “recycling” to observed emergence rates of
small-scale flux in the quiet Sun.

The work presented here follows the line of realistic modelling. The main goal
of this PhD project was to develop a three-dimensional MHD simulation code
for applications in the solar photosphere and convection zone, which meets the
requirements of realistic simulations and is designed for use on parallel computers.
Building on an existing MHD code developed at the University of Chicago, several
extensions and modifications were added to adapt the code to the conditions of
the solar photosphere. The most important modification was the development
of a radiative transfer module which calculates the heating and cooling of the
plasma due to the interaction with radiation. An accurate modelling of this
energy exchange is of crucial importance in the photospheric layers, where the
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transition from convective to radiative energy transport takes places. Emphasis
was placed on an adequate representation of the frequency dependence of the
radiative transfer, in order to include the effects of spectral lines (“non-grey”
effects), which have important consequences for the temperature structure of the
upper photosphere.

Chapter 2 presents a brief overview over the basic physics of radiative magneto-
hydrodynamics and the system of equations solved by the code. In Chapter 3
the numerical methods employed by the MHD code are discussed. Chapter 4 is
devoted to the numerical treatment of the radiative transfer, with particular em-
phasis on the strategies to approximate the frequency dependence. Apart from a
description of the numerical methods, we present test calculations, which confirm
the applicability of the non-grey approximation in simulations. In Chapter 5, the
first simulation results obtained with the code are presented and the relevance of
the non-grey radiative transfer for the results is assessed.



Chapter 2

The equations of radiative

magnetohydrodynamics

2.1 Basic assumptions of magnetohydrodynam-

ics

The simplest way of describing a plasma and its interaction with electric and
magnetic fields is the magnetohydrodynamic approximation (MHD), which com-
bines the equations of hydrodynamics with the pre-Maxwell equations. Starting
from the Maxwell equations

∇×B =
4π

c
j +

1

c

∂E

∂t
(2.1)

∇× E = −
1

c

∂B

∂t
(2.2)

∇ · E = 4π% (2.3)

∇ ·B = 0 (2.4)

with the electric field E, the magnetic field B, current density j and electrical
charge density %, the following assumptions are made:

(a) The fluid motions are non-relativistic, i.e.

v

c
� 1 (2.5)

and under change of the reference frame E and B transform according to

8



2.1. BASIC ASSUMPTIONS OF MAGNETOHYDRODYNAMICS 9

E′ = E +
1

c
v ×B (2.6)

B′ = B−
1

c
v × E, (2.7)

where v is the relative velocity between the two frames of reference.

(b) Let L and T be typical spatial and temporal scales on which a quantity
changes; then

L/T

c
� 1 (2.8)

holds. This implies that all phase velocities are non-relativistic, hence elec-
tromagnetic waves do not occur in MHD.

(c) The plasma is assumed to be highly conducting and charge-neutral. In
plasmas charge separation is negligible as long as only spatial and tempo-
ral scales much larger than the Debye length λD = (kT/8πnee

2)1/2 and the
inverse plasma frequency ω−1

p = (me/4πe2ne)
1/2, respectively, are consid-

ered. For typical photospheric values T = 5 · 103 K and ne = 1014 cm−3

one has λD ' 10−4 cm and ω−1
p ' 10−11 s. Since the photospheric length-

and timescales of interest exceed these values by many orders of magnitude,
the assumption of charge-neutrality is justified. Owing to the high electri-
cal conductivity electric fields are negligible. Formally, this follows from an
order-of-magnitude estimate of Eq. (2.2), which governs the electric field in
the absence of free charges:

E

L
≈

B

cT
, (2.9)

hence
E

B
≈

L

cT
� 1 . (2.10)

In MHD, terms which are of second order in small quantities are neglected. From
Eq. (2.1) an estimate of the displacement current yields

∣

∣

∣Ė/c
∣

∣

∣

|∇×B|
≈

E/T

cB/L
≈

E

B

L

cT
≈

(

E

B

)2

� 1 . (2.11)

Dropping the displacement current, Ė/c, Eq. (2.1) becomes

∇×B =
4π

c
j . (2.12)

Likewise, the v × E term in Eq. (2.7) is dropped, as follows from
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|v × E|

c |B|
≈

v

c

E

B
� 1 . (2.13)

The transformation law Eq. (2.7) then reads

B′ = B . (2.14)

One further assumes that in the rest frame of the fluid (denoted by primed quan-
tities) Ohm’s law j′ = σE′ holds (σ is the electrical conductivity). From Eqs.
(2.12) and (2.14) one has

j′ = j, (2.15)

and with Eq. (2.6) Ohm’s law in a moving reference frame reads

j = σ(E +
1

c
v×B) . (2.16)

Taking the curl of Eq. (2.16), substituting j and ∇×E from Eqs. (2.12) and
(2.2), respectively, and defining the magnetic diffusivity η = c2/4πσ, one obtains
the induction equation

∂B

∂t
= ∇× (v ×B)−∇× (η∇×B), (2.17)

which governs the time evolution of the magnetic field for a given velocity field, v.
The first term on the r.h.s. describes the inductive effect of the velocity field, the
second term accounts for diffusion of magnetic field due to the finite conductivity
of the plasma. The order-of-magnitude estimate for the ratio of these terms is
called magnetic Reynolds number Rm:

|∇× (v ×B)|

|∇× (η∇×B)|
≈

V B/L

ηB/L2
= V L/η =: Rm (2.18)

Estimates for the photosphere and upper convection zone suggest magnetic
Reynolds numbers of the order of 103 − 106 (Stix 1989, p. 253), so the diffu-
sion term is almost negligible in these regions. In the high-Rm regime Alfven’s
theorem of flux-freezing applies (e.g. Choudhuri 1998, p. 282): magnetic field
lines are transported by the fluid as if frozen in and fluid motions relative to the
magnetic field are possible only along the direction of field lines.



2.2. THE MHD EQUATIONS 11

2.2 The MHD equations

According to the remarks made in the previous section, charge separation of the
plasma can be neglected in the present context, and since we are not interested
in the individual properties of the fluid’s different components, a 1-fluid model
is appropriate to describe the plasma. Consequently, the standard equations of
hydrodynamics, with magnetic force and energy terms added, together with the
induction equation for the magnetic field, constitute the complete set of MHD
equations, stated here for a system in an inertial frame of reference with a constant
gravitational acceleration:

The continuity equation

The continuity equation
∂%

∂t
+∇ · (%v) = 0 (2.19)

represents mass conservation.

The equation of motion

∂%v

∂t
+∇ ·

[

%vv +

(

p +
|B|2

8π

)

1−
BB

4π

]

= %g +∇ · τ . (2.20)

p is the gas pressure and g the gravitational acceleration. vv and BB are dyadic
products and 1 is the 3× 3 unit matrix. Here the magnetic force (Lorentz force)
has been split into the gradient of the magnetic pressure

pmag =
|B|2

8π
, (2.21)

and the term −∇·(BB/4π), which represents a tension along magnetic field lines.
The last term on the r.h.s. of Eq. (2.20) is the viscous force. For a compressible
gas, the components of the vicous stress tensor τ are given by

τij = µ

(

∂vi

∂xj

+
∂vj

∂xi

−
2

3
δij (∇ · v)

)

, i, j = 1, 2, 3 (2.22)

where µ is the dynamic viscosity. The importance of the viscous term is measured
by the Reynolds number, defined as the order-of-magnitude ratio of the advective
and viscous terms in Eq. (2.20):

Re :=
%V 2/L

µV/L2
=

%V L

µ
=

V L

ν
(2.23)

with the kinematic viscosity

ν :=
µ

%
. (2.24)
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Values for the Reynolds number in the solar photosphere have been estimated to
be of the order of Re ≈ 108 (e.g. Komm et al. 1991), so that viscous forces play
a negligible role.
Rotational terms can be ignored in the momentum balance despite the fact that
the Sun is a rotating system. This is justified since the effects of the Sun’s rotation
can be neglected on typical scales of solar granulation:

(i) the centrifugal acceleration Ω× (Ω×r) is several orders of magnitude smaller
than the gravitational acceleration in the photosphere:

|Ω× (Ω× r)|

|g|
≈

Ω2R�

g�
≈ 10−4 (2.25)

with Ω ' 3 · 10−6 s−1, R� ' 7 · 1010 cm and g� ' 2.74 · 104 cm s−2.

(ii) for the typical length scales and velocities of solar granulation, the advection
term in Eq. (2.20) is large compared to the Coriolis force term −2Ω × v. With
L ' 108 cm and V ' 105 cm s−1, the ratio of these two terms, the Rossby number
Ro, is

Ro :=
V 2/L

ΩV
=

V

ΩL
≈ 102 − 103 . (2.26)

The energy equation

∂e

∂t
+ ∇ ·

[

v

(

e + p +
|B|2

8π

)

−
1

4π
B(v ·B)

]

(2.27)

=
1

4π
∇ · (B× η∇×B) + ∇ · (v · τ) + ∇ · (K∇T )

+ %(g · v) + Qrad .

Here the energy balance is stated for the total energy density per volume, e, which
is the sum of internal, kinetic and magnetic energy densities: e = eint+ekin+emag.
T is the temperature and K the thermal conductivity. Qrad is the radiative source
term which accounts for heating and cooling due to the plasma’s interaction with
radiation. This term is discussed in detail in Sec. 2.4. Throughout the solar
convection zone and photosphere, heat transfer due to thermal conduction is by
far less efficient than both radiative heat transfer and convective energy transport.
The former follows from the fact that the mean free path of photons is much larger
than that of particles. The latter is expressed by the Péclet number, Pe, which
is defined as the product of the Prandtl number

Pr :=
cpµ

K
=

ν

κcd

(2.28)
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(κcd being the thermal diffusivity due to conduction) and the Reynolds number:

Pe := Pr ·Re =
ν

κcd

·
V L

ν
=

V L

κcd

(2.29)

Pe measures the ratio of convective and conductive energy transport. The
Prandtl number based on heat conduction is of the order of 10−3 (Choudhuri 1998,
p. 398, with cp ' 109 erg K−1g−1), and with Re ≈ 108 one obtains Pe ≈ 105, so
that conductive heat transfer is negligible.1

The equation of state

In order to close the system of MHD equations (2.17), (2.19), (2.20) and (2.27),
an equation of state which describes the relations between the thermodynamical
quantities of the fluid must be specified. Since the MHD equations have been
written with % and eint as the fundamental thermodynamical quantities whose
time development is explicitly described, one needs relations which specify the
other occurring thermodynamical quantities, namely T and p, as functions of %
and eint:

T = T (%, eint) (2.30)

and
p = p(%, eint) (2.31)

2.3 Determining the equation of state

At temperatures typically encountered in the photosphere and convection zone,
the solar plasma is partly ionized and the simple thermodynamical relations for an
ideal gas do not apply. As hydrodynamical calculations have shown, the changes
in the thermodynamical properties of the matter have considerable consequences
for the character of convection. In the upper convection zone, about 2/3 of
the enthalpy flux is transported by latent heat. Buoyancy driving is strongly
enhanced since partial ionization reduces the adiabatic gradient ∇ad, and the
increase in specific heat tends to suppress the radiative damping of temperature
fluctuations (Rast & Toomre 1993a,b, Rast et al. 1993).
In the following, a brief outline is given how temperature and pressure can be
derived from eint and %, if only the first ionization of a number of elements is
taken into account. For the simulations presented here, the eleven most abundant
elements in the solar photosphere were included. The internal energy per mass
unit εint = eint/% can be written as

εint =
3

2%
(ne + na) kT +

1

%

∑

n∗i χi, (2.32)

1 In the solar context the definition of the Prandtl number is often based on the thermal
diffusivity due to radiation. In this case estimates of Pr are much smaller and a typical value
for the photosphere is Pr ≈ 10−8 (Komm et al. 1991).
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AN Name νi χi [eV ]
1 H 0.934042096 13.600
2 He 0.064619943 24.580
6 C 0.000371849 11.256
7 N 0.000091278 14.529
8 O 0.000759218 13.614
12 Mg 0.000035511 7.644
11 Na 0.000001997 5.138
20 Ca 0.000002140 6.111
26 Fe 0.000039844 7.896
14 Si 0.000033141 8.149
13 Al 0.000002757 5.984

Table 2.1: Relative abundances and ionization energies of first ionization for the
eleven most abundant elements in the solar photosphere.

where the sum runs over the particle species (labeled with index i) , n∗i is the
number density of ionized particles of type i, and χi is the corresponding ioniza-
tion energy. na =

∑

ni is the number density of nuclei, ne the number density of
electrons. Defining the ionization degree, xi = n∗i /ni, and the relative abundance,
νi = ni/na, Eq. (2.32) can be rewritten as

εint =
3kT

2µam0

(

1 +
∑

xiνi

)

+
1

µam0

∑

xiνiχi, (2.33)

where µa is the mean molecular weight of the neutral gas (µa = 1.29 for solar
composition) and m0 is the atomic mass unit. The ionization degrees, xi, are
determined by the set of Saha equations

xi

1− xi

∑

xiνi =
ui1(T )

ui0(T )

µam0

%

2 (2πmekT )3/2

h3
exp (−χi/kT ) . (2.34)

The temperature dependence of the partition functions ui1, ui0 can be obtained
from the literature (e.g., Irwin 1981). For temperatures exceeding about 16000
K, the elements are almost fully ionized and the temperature dependence can
be neglected. In order to obtain the temperature from % and eint, the nonlinear
system of equations (2.33) and (2.34) needs to be solved iteratively. Once the
temperature is known, the gas pressure follows from

p = (ne + na) kT =
%

µam0

(

1 +
∑

xiνi

)

kT. (2.35)



2.4. THE RADIATIVE SOURCE TERM 15

dS

dω
Iν

µ

Figure 2.1: The unit vector µ

points to the direction of radia-
tion. The vector dS is perpendic-
ular to the area element.

2.4 The radiative source term

The photosphere is the region where most of the radiation leaves the Sun and
where radiation takes over from convection as the dominant energy transport
mechanism. The energy exchange between gas and radiation determines the
temperature structure of the photosphere and is responsible for the entropy drop
which acts as the main driver of convection. Therefore any realistic simulation
must include the radiative energy exchange rate, Qrad, as a source term in the
energy equation. Since the mean free path of photons goes to infinity as the
atmosphere becomes transparent in the photosphere, radiative transfer at this
height is essentially non-local, rendering the diffusion approximation of radiative
energy transport inadequate. Hence, starting point for determining Qrad is the
(time- and frequency-dependent) radiative transfer equation (RTE hereafter),

(

1

c

∂

∂t
+ µ · ∇

)

Iν = κν%(Sν − Iν) . (2.36)

The specific intensity Iν is defined such that the amount of energy dErad trans-
ported by radiation along direction µ in the frequency interval (ν, ν + dν) across
an area element dS into a solid angle dω in a time interval dt is

dErad = Iν(x,µ, t)(µ · dS) dω dν dt (2.37)

(see Fig. 2.1). Sν is the source function and κν is the opacity of the material.
Since the travel time of a photon through the photosphere is much shorter than
any other relevant timescale, the radiation field can be assumed to adjust instan-
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taneously to any change of the thermodynamical state of the gas, i.e. the time
derivative in Eq. 2.36 can be neglected and we obtain

µ · ∇Iν = κν%(Sν − Iν) . (2.38)

Defining the optical depth of a path element ds as

dτν := κν% ds , (2.39)

the RTE can be written in the form

dIν

dτν

= Sν − Iν . (2.40)

This equation has the (formal) solution

Iν(τν) = Iν(0) e−τν +

∫ τν

0

Sν(tν) e−(τν−tν) dtν . (2.41)

If one assumes that the matter is in local thermal equilibrium (LTE), the source
function is given by the Planck function

Sν = Bν . (2.42)

For the remaining part of this thesis we shall always assume LTE. The essential
premise of LTE is that elastic collisions between particles represent the dominant
interaction on a microscopic level. Then the velocity distribution of particles is
Maxwellian and the ionization states and population numbers of atomic, ionic,
and molecular energy levels are determined by Saha-Boltzmann statistics cor-
responding to the local temperature. Significant departures from LTE must be
expected in the upper photosphere, especially in strong lines where scattering
dominates over thermal emission and disturbs the detailed energy balance of
LTE. This effect can be neglected as long as these lines do not contribute sig-
nificantly to the total (frequency-integrated) energy exchange rate, Qrad. Since
in LTE the source function is independent of the radiation field, Eq. (2.41) can
be integrated in a straightforward manner. The numerical treatment of radia-
tive transfer discussed in Chapter 4 is based on this formal solution. Once the
radiation field is known, the radiative energy flux,

Fν =

∫

4π

Iν(µ) µ dω , (2.43)

and the average intensity,

Jν =
1

4π

∫

4π

Iν(µ) dω , (2.44)
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can be calculated. The radiative heating rate then follows either from

Qrad = −

∫

ν

(∇ · Fν) dν (2.45)

or from the equivalent expression

Qrad = 4πκ%

∫

ν

κν(Jν −Bν) dν . (2.46)



Chapter 3

The MHD code

This chapter discusses the numerical methods of the MHD code. The code used
here is based on a code for general MHD applications, which was developed by
T. Linde and A. Malagoli at the University of Chicago. This basic code solves
the MHD equations (2.17), (2.19), (2.20), and (2.27) without radiative source
term, assuming constant scalar diffusion coefficients µ, K, and η and using the
equation of state for an ideal gas. The numerical discretization and parallelization
of this code is described in sections 3.1 and 3.2. The code in its original form did
not meet the particular requirements of “realistic” solar simulations regarding
physical processes to be included, boundary conditions and numerical stability.
So one of the goals of this PhD project was to implement the modifications and
extensions necessary to make the basic code usable for applications in the solar
photosphere and convection zone:

(i) The most extensive addition was the development of a non-local and non-
grey radiative transfer module. While all other terms in the system of
MHD equations can be expressed locally by the physical quantities and
their derivatives, the radiative source term is essentially non-local and, ac-
cordingly, the numerical treatment is very different from that of the other
terms. In fact, the radiative transfer part of the code constitutes a largely
separate module. It is discussed in detail in Chapter 4.

(ii) The equation of state was replaced by a realistic one following the outline
in section 2.3. From a technical point of view this implies that conversions
between thermodynamical quantities are based on pre-compiled tables from
which the required quantities are interpolated during runtime of the code.
The tables used in the code were calculated by S. Shelyag (Max-Planck-
Institut für Aeronomie).

(iii) The strong stratification of the sun, especially in the photosphere, leads
to wave amplification and shock formation in the low-density upper pho-
tospheric layers, which any code designed to include these regions must

18
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handle. Initial tests of the code showed that numerical stability had to be
improved by introducing artificial diffusivities. These diffusivities are de-
signed to prevent the build-up of energy at small scales and thus suppress
spurious oscillations and “ringing” of shocks while leaving resolved strutures
unaffected. The details are discussed in section 3.3.

(iv) Since simulations of solar magneto-convection can only cover a small part of
the sun, the computational domain is not delimited by physical boundaries.
On the other hand, a unique numerical solution of the system of partial
differential equations requires the specification of boundary conditions at the
boundaries of the simulation box. An attempt to resolve this dilemma is the
concept of “open” boundary conditions which allow free in- and outflow of
material through the boundaries. Such an open boundary was implemented
for the bottom of the computational domain. In the simulations done here, it
is located in the upper convection zone where warm up- and cool downflows
account for most of the energy transported in and out of the simulated
domain. Therefore, any closed boundary condition at the bottom would
grossly distort the pattern of the velocity field and neglect the dominant
mechanism of energy transport. The detailed numerical implementation of
the boundary conditions is discussed in section 3.4.

The MHD code was tested with a series of standard test problems (e.g., Kelvin-
Helmholtz instability, Orszag-Tang vortex, Sod’s shocktube problem).

3.1 Spatial discretization and parallelization

The MHD code solves the system of MHD equations on a three-dimensional
equidistant cartesian grid. The spatial discretization of the equations is based on
the fourth-order centered-difference scheme on a 5-point stencil. Choosing i as
the index denoting the grid position along a particular spatial direction, the first
and second spatial derivatives of quantity u are given by

(

∂u

∂x

)

i

=
1

12∆x
(−ui+2 + 8ui+1 − 8ui−1 + ui−2) (3.1)

and
(

∂2u

∂x2

)

i

=
1

12∆x2
(−ui+2 + 16ui+1 − 30ui + 16ui−1 − ui−2), (3.2)

respectively.

For partial differential equations which correspond to a conservation law, i.e.
which are of the form

∂u

∂t
+

∂f(u)

∂x
= 0, (3.3)
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fi-1/2

i-2 i-1 i i+1 i+2

x x

fi+1/2

Figure 3.1: Left: 5-point stencil centered around grid cell i for the fourth order
scheme. The numerical flux f is defined on cell interfaces (marked by crosses).
Right: The 5×5 stencil for mixed 2nd derivatives. Cells with same color shading
have same weight. White cells do not contribute to the derivative.

with a flux function f(u), the centered difference scheme is equivalent to a finite
volume scheme in conservative form. A straightforward calculation shows that
the flux divergence ∂f(u)/∂x discretized according to Eq. 3.1 is identical to the
difference expression

(

∂f(u)

∂x

)

i

=
1

∆x
(fi+1/2 − fi−1/2) (3.4)

with the numerical flux

fi+1/2 =
7

12
(f(ui+1) + f(ui))−

1

12
(f(ui+2) + f(ui−1)) (3.5)

defined on the cell interfaces (see Fig. 3.1, left panel). Therefore, any quantitity
obeying a conservation law is exactly conserved numerically as long as the total
integrated flux at the domain boundaries vanishes.

In a multidimensional domain mixed derivatives are calculated by straight-
forward successive application of Eq. 3.1 in different coordinate directions. From
the linearity of Eq. 3.1 it follows that mixed derivatives commute, i.e.

∂

∂x
◦

∂

∂y
=

∂

∂y
◦

∂

∂x
. (3.6)

Fig. 3.1 (right panel) shows the 5× 5 stencil for mixed 2nd derivatives.

The code is parallelized using a domain decomposition scheme. The computa-
tional domain is divided into a three-dimensional array of rectangular subdo-
mains, each of which is assigned to a separate process on the computer. Paral-
lelization is done with MPI and follows the distributed memory concept, i.e. each
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C D

A B

C D

step 1 step 2

Figure 3.2: Two-step communication between four adjacent processes A to D
in two dimensions. Source regions are shaded in light colors, target regions in
dark colors.

process only possesses knowledge of the variables in its own subdomain. In order
to apply the 5-point stencil of the fourth-order scheme to grid cells bordering on
subdomain boundaries, knowledge of two layers of cells outside the subdomain is
required. Therefore each subdomain is coated with two layers of “ghost” cells on
each subdomain boundary. If it borders on a neighbouring domain, the required
information is communicated between the neighbours and stored in the ghost lay-
ers before the numerical derivatives are evaluated. If the subdomain boundary
coincides with a global boundary, the ghost cells are filled with values according
to the boundary conditions. The information exchange is done separately for
each coordinate direction (see Fig 3.2 for an illustration of the communication in
2 dimensions). Thus, corner values are sent to diagonal neighbours via successive
1D communication in all coordinate directions.

3.2 Temporal discretization

The numerical solution of the system is advanced in time using an explicit fourth-
order Runge-Kutta scheme. Defining U0 as the vector which describes the state
of the system for time t0, i.e.

U0 = (%, %v, e,B)(x, y, z, t0), (3.7)
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the system of partial equations can be written as

∂U

∂t
= R(U), (3.8)

where the vector R(U) contains the spatial derivatives and additional source
terms in the system of equations. Then the new state U1 for time t1 = t0 + ∆t
is calculated in four steps:

U 1
4

= U0 +
∆t

4
R(U0),

U 1
3

= U0 +
∆t

3
R(U 1

4
),

U 1
2

= U0 +
∆t

2
R(U 1

3
),

and finally

U1 = U0 + ∆tR(U 1
2
). (3.9)

The maximum allowed size of the timestep, ∆t, is usually given by a CFL-like
criterion, which ensures that in a single timestep, flow velocities and wave speeds
transport information across distances not larger than the mesh width. While it
is not possible to derive a stringent criterion for a system of nonlinear equations,
the analysis of linear advection-diffusion equations discretized with fourth-order
centered differences provides a modified CFL criterion (Hirsch 1988). This can
be used as a guideline for the system of MHD equations (2.17), (2.19), (2.20) and
(2.27), which is also of advective-diffusive type. The timestep criterion used in
our code reads

∆tmax = min(∆tad, ∆tdiff), (3.10)

with

∆tad =
8

3
·
min(ν, η, κ)

c2
tot

(3.11)

and

∆tdiff =
2

3

[

max(ν, η, κ) ·

(

1

∆x2
+

1

∆y2
+

1

∆z2

)]−1

. (3.12)

ctot is the total wave speed:

ctot = v + csound + cAlfvén. (3.13)
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x

y

Figure 3.3: The numerical stencil for the artificial diffusivities. Empty circles
indicate the staggered grid on which the hyperdiffusive coefficients are defined.
Left and middle panel: grid and stencil for the terms ∂x(ν∂xu) and ∂y(ν∂yu),
respectively. Right panel: stencil for the term ∂y(ν∂xu) with mixed derivatives.

3.3 Artificial diffusivities

The low viscosity and corresponding high Reynolds number in the solar convec-
tion zone lead to structure formation down to a diffusive length scale of the order
of centimeters. Since the computing power necessary to resolve these scales in a
numerical simulation exceeds the capacity of contemporary computers by many
orders of magnitude, all simulations of the solar photosphere and convection zone
are necessarily large-eddy simulations, which simulate flows on resolvable scales
and cut off the part of the energy spectrum which lies below the grid scale. In
order to balance the cascading of energy to small scales due to the nonlinearity
in the Navier-Stokes equations, any large-eddy simulation must provide for some
kind of numerical viscosity to prevent the build-up of energy at the grid scale.
From the numerical point of view, there are two approaches to achieve this: the
first one uses numerical schemes with an inherent numerical viscosity, which keeps
the solution stable (e.g. Riemann solvers). In this case, explicit viscous terms
are not necessary and pure advection equations are solved. The drawback of this
approach is that the implicit viscosity usually acts also on the resolved scales,
resulting in relatively low effective Reynolds numbers of the computed solution.
The other approach is based on numerical schemes which are highly non-diffusive
(like e.g. higher-order centered-difference schemes) and use explicit viscous terms
to dissipate energy at the grid scale. We follow the second approach and use the
methods described by Stein & Nordlund (1998) and Caunt & Korpi (2001) as a
guideline:

The diffusive terms in the momentum and energy equations are replaced by arti-
ficial equivalents; likewise, in the continuity equation an artificial diffusive term
is introduced, which has no physical counterpart. In the induction equation, we
retain the fourth-order centered-difference term with constant η and add artificial
diffusion only near the lower boundary of the computational domain, where we
found it necessary to stabilize the code.



24 CHAPTER 3. THE MHD CODE

For each physical quantity subject to diffusion and for each coordinate direction, a
separate diffusion coefficient, consisting of a shock-resolving and a hyperdiffusive
part, is defined:

νl(u) = νshk
l + νhyp

l (u). (3.14)

Here u stands for the quantity to be diffused and the index l indicates the coor-
dinate direction.

The shock-resolving part is designed to have significant values in those regions,
where converging flows with strong cell to cell velocity jumps lead to the build-up
of strong gradients in advected quantities. The rate at which gradients grow due
to converging flows is determined by the local value of the flow divergence. To
limit the strength of gradients, the shock diffusivity is taken proportional to the
absolute value of the divergence in regions of converging flow while it is set to
zero elsewhere:

νshk
l =

{

cshk ·∆x2
l · |∇ · v| ∇ · v < 0

0 ∇ · v ≥ 0
. (3.15)

cshk is a scaling factor of order unity and ∆xl is the grid spacing in direction
l. With the shock-diffusivity defined this way the timescale for the build-up of
gradients at the location of shocks is approximately balanced by the diffusion-
timescale across the mesh width ∆xl, which ensures that the solution remains
resolved at the shock. We included the shock diffusivity in the momentum and
energy equations. In the other equations it was not found to be necessary for
stability and therefore not included.

The hyperdiffusive part is defined on cell interfaces normal to the direction of
diffusion. The staggered grid used for hyperdiffusion is shown in Fig. 3.3. For a
physical quantity u and direction l it is given by

νhyp
l (u) = chyp · ctot ·∆xl ·

max3 ∆3
l u

max3 ∆1
l u

. (3.16)

Here chyp is a scaling factor of order unity, ctot is the sum of flow velocity, speed
of sound, and Alfvén velocity. At cell interface i + 1

2
between cells i and i + 1 (i

being the grid index of direction l), the expressions ∆3
l u and ∆1

l u are defined as
the third and first differences of u, respectively:

(∆3
l u)i+ 1

2
= |3(ui+1 − ui)− (ui+2 − ui−1)| (3.17)

and

(∆1
l u)i+ 1

2
= |ui+1 − ui|. (3.18)

max3 indicates that the maximum over three adjacent interfaces is taken. The
expression ∆3

l u/∆1
l u in Eq. 3.16, which is proportional to the ratio of third
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and first derivatives, detects small-scale fluctuations and makes sure that the
hyperdiffusion assumes significant values only where numerical noise on the grid
level needs to be dissipated while resolved structures remain largely unaffected.
Setting the coefficients of hyperdiffusion proportional to ctot ·∆xl results in diffu-
sive timescales across the mesh width ∆xl, that balance the timescale on which
noise on the grid scale grows as the result of the information exchange between
neighbouring grid cells.

With the artificial diffusion νl defined this way, the diffusive terms in the conti-
nuity and energy equations are given by

(

∂%

∂t

)

diff

=
∑

l

∂

∂xl

(

νl(%)
∂%

∂xl

)

(3.19)

and
(

∂e

∂t

)

diff

=
∑

l

∂

∂xl

(

%νl(T )
∂cpT

∂xl

)

, (3.20)

respectively. The diffusive terms for the vector quantities v and B have a more
complicated structure. In the momentum equations they are given by

(

∂%v

∂t

)

diff

= ∇ · τ , (3.21)

where τ is the symmetrized stress tensor

τkl =
1

2
%

(

νk(vl)
∂vl

∂xk

+ νl(vk)
∂vk

∂xl

)

. (3.22)

In the equation for the total energy, the dissipated energy is taken into account
by a viscous heating term

(

∂e

∂t

)

visc

= ∇ ·
(

v · τ
)

. (3.23)

The artifical diffusive term in the induction equation is given by

(

∂B

∂t

)

diff

= −∇× E . (3.24)

The vector quantity E is defined as

E =







νy(Bz)∂yBz − νz(By)∂zBy

νz(Bx)∂zBx − νx(Bz)∂xBz

νx(By)∂xBy − νy(Bx)∂yBx






. (3.25)
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The dissipated energy is accounted for in the energy balance and appears in the
energy equation as an Ohmic heating term:

(

∂e

∂t

)

ohm

=
1

4π
∇ · (B× E) . (3.26)

All artificial diffusion terms are discretized with second-order centered differences.
At grid point i, a diffusion term of the form ∂x(ν∂xu) is then calculated as

(

∂u

∂t

)

diff,i

=
1

∆x

(

νi+ 1
2
·
ui+1 − ui

∆x
− νi− 1

2
·
ui − ui−1

∆x

)

. (3.27)

In a term with mixed derivatives like ∂y(ν∂xu), the hyperdiffusion coefficient is
interpolated from cell interfaces onto cell centers. The inner part of such a term
is then discretized as

(

ν
∂u

∂x

)

i

=

(

νi+ 1
2

+ νi− 1
2

2

)

·

(

ui+1 − ui−1

2∆x

)

. (3.28)

All diffusive terms impose a timestep condition of the form

∆tν < cν ·
∆x2

ν
, (3.29)

which is based on the diffusion time across the mesh width, ∆x.

3.4 Boundary conditions

3.4.1 Upper boundary

The upper boundary of the computational domain is assumed to be closed, with
stress-free conditions for the horizontal velocity components. In our simulations,
the upper boundary is located in the upper photosphere near the temperature
minimum, where densities are very low. Therefore, one expects, that possible
inaccuracies in the modelling of the flow field in the uppermost layers of the
computational domain due to the unrealistic assumption of a closed box have
only a small influence on the deeper layers around τ = 1, which we are primarily
interested in. Physically, a closed boundary implies that the vertical convective
fluxes of mass, energy and horizontal momentum vanish on the boundary itself.
For this purpose, we set the vertical velocity and the vertical gradients of density
and energy to zero:

vz |top ≡ 0,
∂%

∂z

∣

∣

∣

∣

top

≡ 0,
∂ε

∂z

∣

∣

∣

∣

top

≡ 0. (3.30)
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The numerical implementation of these conditions reads

[vz]
gc
1,2 = −[vz]

dc
1,2, %gc

1,2 = %dc
1,2, εgc

1,2 = εdc
1,2, (3.31)

where the superscripts dc and gc refer to domain cells and ghost cells respectively
(see also Fig. 3.4). The stress free boundary conditions

∂vx

∂z

∣

∣

∣

∣

top

≡ 0,
∂vy

∂z

∣

∣

∣

∣

top

≡ 0 (3.32)

imply
[vx]

gc
1,2 = [vx]

dc
1,2, [vy]

gc
1,2 = [vy]

dc
1,2. (3.33)

As a comparison with Eq. (3.5) shows, with this choice of boundary conditions
the numerical fluxes corresponding to %vz, %εvz and %vx,yvz vanish on the interface
between ghost cells and domain cells, as required by the closed-box condition.
For the magnetic field we assume that the field lines are vertical at the boundary,
i.e.

Bx,y |top ≡ 0. (3.34)

By virtue of solenoidality of B, this implies

∂Bz

∂z

∣

∣

∣

∣

top

≡ 0. (3.35)

The corresponding conditions for the ghost cell values read

[Bz]
gc
1,2 = [Bz]

dc
1,2, [Bx,y]

gc
1,2 = −[Bx,y]

dc
1,2. (3.36)

With this boundary condition free footpoint movement of the field lines is allowed.

While the symmetric choice of ε is consistent with the small vertical temperature
gradients encountered in the upper photosphere, the symmetric conditons for %,
and hence, p, are certainly not realistic, since one expects a roughly exponential
density and pressure stratification in this region. In order to avoid unphysical
behaviour as a result of these assumptions, the vertical pressure gradient is treated
separately at the upper boundary. Straightforward application of the fourth-order
centered-difference stencil on the symmetric pressure values around the boundary
would lead to unrealistic values of (∇p)z in the first two layers of domain cells.
Therefore we replace it with the following first- and second-order expressions,
which do not make use of the ghost cell pressure values:

[

∂p

∂z

]dc

1

=
pdc

1 − pdc
2

∆z
;

[

∂p

∂z

]dc

2

=
pdc

1 − pdc
3

2∆z
(3.37)
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Figure 3.4: Left: A quantity is set to zero on the boundary by filling the
ghost cells with values antisymmetric with respect to the neighbouring domain
cell values. Right: zero-gradient conditions are realized by filling the ghost cells
symetrically.

3.4.2 Lower boundary

The lower boundary of the computational domain is located in the convectively
unstable upper layers of the convection zone, which are characterized by bulk fluid
motions. Ideally, an implementation of an open lower boundary should allow for
free motions across the boundary without interfering with the fluid. Some degree
of interference is unavoidable, though, since in principle any formulation of an
open boundary condition requires knowledge of the physical conditions outside
the domain, which is not available. The missing information has to be replaced
with reasonable assumptions regarding the physical properties of the fluid at the
boundary.

The first assumption we make is that the total pressure ptot = p + |B2|/8π is
constant across the lower boundary:

ptot |bot ≡ ptot,0 (3.38)

This is justified as long as fluid motions are slow compared to the speed of
magneto-acoustic waves1 cmag =

√

c2
Alfén + c2

sound, since in this case fluctuations in
ptot are balanced on a timescale smaller than the hydrodynamical timescale. For
the magnetic field the same conditions as for the upper boundary are specified
[see Eq. (3.36)]. Forcing the magnetic field lines to be vertical on the boundary
implies that no magnetic flux is advected into or out of the box by the convec-
tive flow. Equations (3.38) and (3.36) determine the local gas pressure at the
boundary:

p |bot = p0 = ptot,0 −
|B2|

8π

∣

∣

∣

∣

bot

, (3.39)

1This assumption is certainly valid for the slowly drifting upflows. Violations might occa-
sionally arise in isolated strong downflows.
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which, in turn, fixes the ghost cell values for p:

pgc
1,2 − p0 = p0 − pdc

1,2 (3.40)

Apart from these global conditions, regions with up- and downflows, respectively,

are treated separately.

Downflows

In boundary regions with vz < 0 the downflowing material should leave the box
uninhibited. We allow a smooth outflow by setting

∂vx

∂z

∣

∣

∣

∣

bot

=
∂vy

∂z

∣

∣

∣

∣

bot

=
∂vz

∂z

∣

∣

∣

∣

bot

≡ 0. (3.41)

In order to fix the energy values in the ghost cells, one needs to make an as-
sumption regarding the vertical structure of the flow near the boundary. Since
the radiative energy exchange and thermal diffusion are negligible at the depth
level of the bottom boundary, both upflows and downflows are assumed to be
isentropic, albeit with different values of the specific entropy. Consequently, one
has to find ghost cell values for the internal energy density per unit mass, ε, such
that

∂s

∂z

∣

∣

∣

∣

bot

≡ 0 (3.42)

is at least approximately fulfilled (s is the entropy density per unit mass). From
one-dimensional model atmospheres (e.g. Spruit 1974) one can derive a relation
of the form2

ε ∝ pξ (3.43)

with a value ξ ≈ 0.25 that corresponds to a depth of 800 − 1000 km in the
convection zone. Using this relation, the numerical equivalent of Eq. (3.42) is
given by

εgc
1,2 = εdc

1,2 ·

(

pgc
1,2

pdc
1,2

)0.25

. (3.44)

The ghost cell values for % are then interpolated from tables, viz.

%gc = %(εgc, pgc), (3.45)

2Formally, this follows from the adiabatic relation p ∝ %γ and the corresponding equation
for the energy density, ε ∝ %Γε−1, with a different adiabatic exponent Γε, which implies ξ =
(Γε−1)/γ. For a partly ionized gas, both γ and Γε are functions of the other thermodynamical
variables, so the choice of a fixed value for ξ is an approximation. Spruit (1974) gives a value
of γ ≈ 1.14 at a depth of 800 − 1000 km in his solar model. Γε is somewhat larger because of
the increase in latent heat under adiabatic compression. The choice of ξ = 0.25 corresponds to
Γε ≈ 1.3.
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while the internal energy density per volume, eint, is simply given by

egc
int = %gcεgc. (3.46)

Upflows

Owing to the strong stratification of the convection zone, upflows undergo a
strong adiabatic expansion, which tends to smooth out any fluctuation that may
have affected them during their rise. Therefore, one expects upflows entering the
computational domain to be more or less homogeneous. In our implementation,
the internal energy density (per mass) in upflows is assumed to be constant across
the lower boundary and set to a global value, ε0. Together with p0, this fixes the
entropy density, s0, at the bottom. Again assuming an adiabatic flow and using
the approximative relation (3.43), the ghost cells are filled with energy values
that correspond to s0:

εgc
1,2 = ε0 ·

(

pgc
1,2

p0

)0.25

. (3.47)

We require that all inflows be vertical with a smooth vertical profile of vz:

vx |bot = vy |bot ≡ 0,
∂vz

∂z

∣

∣

∣

∣

bot

≡ 0. (3.48)

The parameter ε0 determines the inflow of energy into the computational box
and can be used to control the net vertical energy flux through the domain.
We adjust the value of ε0 in time in order to make sure that the time-averaged
radiation flux density which leaves the box at the top is equal to the solar value
F� = 6.34 · 1010 erg s−1 cm−2. Since the rate at which energy is radiated does
not react instantaneously to changes in ε0, the correction is done on the Kelvin-
Helmholtz timescale τKH of the system, which corresponds to the timespan over
which the net energy transported through the domain equals the total energy
content of the system:

τKH =

∫

box
eint dV

∫

top
F� dx dy

. (3.49)

At each timestep, ε0 is corrected according to

ε0 → ε0 ·

(

1 +
∆t

τKH

·
F� − Ftop

F�

)

, (3.50)

where Ftop is the current value of the simulated radiation flux at the top of the
domain.
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In regions where the magnetic energy density exceeds the kinetic energy, convec-
tive motions are effectively suppressed. On the lower boundary, such strong field
regions should not carry the same energy ε0 as uninhibited upflows in weak-field
regions. For this reason, we define a threshold value Bt = 800 G and treat regions
with vz ≥ 0 and |B| > Bt similar to downflows, setting ∂zs = 0 and replacing
Eq. (3.47) with Eq. (3.44).

Control of mass influx

Since our numerical simulations are carried out in a rather small computational
box containing a limited number of convective flow cells, statistical fluctuations
of the total mass in the simulated volume can become significant, if no measures
are taken to control the mass flux across the lower boundary. We use the total
pressure, ptot,0, as control parameter to keep the total mass of the system constant.
Let δM be the (relative) mass deficit inherited from the previous timestep:

δM =
M −M0

M0

(3.51)

(M is the current total mass, M0 the initial value). In order to allow for a smooth
adjustment of ptot,0, we require that the deficit δM be balanced on a timescale
τM = 30 sec. For each timestep the deficit to be corrected is

δMcorr = δM ·
∆t

τM

. (3.52)

Based on the value of ptot,0 from the previous timestep, this deficit is balanced
by adjusting the pressure in the upflow regions:

pup = ptot,0 + ∆p. (3.53)

The resulting changes in %gc and, consequently, in the ghost-cell mass flux f gc
% =

%gc vgc
z allow for an efficient control of the mass influx3. Subsequently, the newly

found pup is used as the starting value ptot,0 for the following timestep. Thus,
the downflow regions always lag behind one timestep in the pressure adjustment.
Since the pressure corrections for a single timestep are very small, this does not
lead to the build-up of significant horizontal pressure gradients.

In order to determine pup, we use the value of ptot,0 from the previous timestep
as initial guess and follow the procedure outlined above to determine f% = %vz in
the ghost cells. The resulting mass deficit for the current timestep is then

∆M0 =

∫∫

bot
f%(x, y)dxdy

M0

·∆t. (3.54)

3In the context of a centered difference scheme, a uniform adjustment of ptot,0 in up- and
downflows simultaneously would affect ghost cell densities of in- and outgoing material in similar
ways. The resulting changes in mass influx and outflux would largely cancel, rendering the
pressure adjustment ineffective.
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Figure 3.5: Determining the pressure correction in upflow regions with a secant
method: a new value pup is obtained by linear interpolation of the mass deficit
function ∆M(p) between the two previous guesses p0 and p1.

Based on ∆M0, a first guess for the modified pressure in upflows, p1, is made,
which results in a deficit ∆M1. This can now be used as the basis for a secant
method (see Fig. 3.5) which is iterated until a value of pup is obtained, for which
the condition

|∆M(pup) + δMcorr| < δ (3.55)

with some tolerance δ for the relative mass fluctuations is fulfilled.
We found it sufficient to truncate the secant method after one iteration step. The
final value for pup is then given by (see Fig. 3.5)

pup = p0 − (δMcorr + ∆M0) ·
p1 − p0

∆M1 −∆M0

(3.56)

With this method, relative mass fluctuations in our simulations do not exceed
the order of 10−4, which seems to be a reasonable compromise between accuracy
and time efficiency.

3.4.3 Side boundaries

All quantities are taken to be periodic in both horizontal directions.
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Figure 3.6: Flow diagram of the pressure adjustment procedure



Chapter 4

Numerical treatment of radiative

transfer

In this chapter, the numerical methods employed to calculate the radiative source
term, Qrad, are described. The scheme used to solve the radiative transfer equa-
tion is explained in Section 4.1. The opacity binning approach for approximating
the frequency dependence is discussed in detail in Section 4.2. Section 4.3 presents
test calculations concerning the performance of this method. The procedure in
4.1 works both for monochromatic rays and for frequency-integrated intensities,
and whenever a frequency index is used in 4.1, it represents both possibilities.

4.1 The numerical scheme

Numerical simulations of solar magneto-convection require an accurate modelling
of the radiative energy exchange, particularly in the photospheric layers where
radiative cooling strongly influences the energy balance. As the mean free path of
photons becomes large compared to the size of the grid cells with increasing height
in the photosphere, radiative transfer can not be described as a local diffusion
process. The necessity to propagate intensity information across distances of
the order of the photon mean free path makes radiative transfer calculations
numerically expensive and often the computation of the radiative source term is
the most time-consuming part of a realistic simulation. Therefore, in the choice
of a numerical method, efficiency considerations have high priority. Furthermore,
the use of a domain decomposition scheme for parallelization demands a solver
which is local and reduces the communication overhead to a minimum. Given
these requirements, the method of choice is the short-characteristics formal solver
(Mihalas et al. 1978, Olson & Kunasz 1987, Kunasz & Olson 1988, Kunasz
& Auer 1988). It is based on the discretized form of the formal solution Eq.
(2.41) of the radiative transfer equation. In order to calculate the intensity for
a certain direction and frequency on a given gridpoint, the transfer equation is

34
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solved along the ray segment (short characteristic) between the gridpoint and the
nearest upwind intersection of the ray with a cell boundary. The grid on which we
solve the radiative transfer coincides with the cell corners of the grid used by the
MHD solver. The values of T , p and % on the radiative grid are interpolated from
the adjacent MHD grid cells. An example for a short characteristic within a grid
cell is shown in Fig. 7. Applying the formal solution to the short characteristic
between points F and E, the intensity at point F is given by

IF = IE e−∆τEF +

∫ τE

τF

B(τ) eτF−τ dτ . (4.1)

Here τ measures the optical depth along the ray, starting from point F , i.e.

∆τEF = τE − τF =

∫ E

F

κ(s)%(s)ds . (4.2)

The first term on the r.h.s. of Eq. (4.1) accounts for the intensity entering the
grid cell at point E, attenuated by absorption along the ray segment EF , while
the integral term represents the radiation which is emitted between points E and
F . Unless the ray direction is aligned with one of the coordinate directions (or
one of the diagonals of the grid cell), the point of intersection E is located on a
cell interface and the intensity IE needs to be interpolated from the gridpoints at
the interface corners (points A to D in Fig. 7). On a 2D grid, linear or parabolic1

interpolation can be used. On the 3D grid used here, we calculate IE by bilinear
interpolation on the rectangle ABCD.2

For the evaluation of the integral contribution,
∫ E

F
B(τ) eτF−τ dτ , and the optical

depth interval, ∆τEF , we adopt the linear method described by Kunasz & Auer
(1988): density, opacity and source function are approximated as linear functions
along the ray segment EF , which leads to analytical expression for ∆τEF and
the integral.3

1An alternative higher-order interpolation is the monotonic interpolation method by Steffen
(1990), which eliminates the possibility of unphysical negative intensity values.

2 The upwind-interpolation involved in the short-characteristics solver introduces an in-
accuracy in form of an artificial broadening of rays, which is not present in the usual long-
characteristics approach, where for each gridpoint and direction the transfer equation is solved
along a ray across the whole domain. The gain in efficiency by using the interpolation, how-
ever, is tremendous: While the computational cost of the long-characteristics scheme scales as
the total number of gridpoints times the typical number of points along a full ray, the short-
characteristics solver scales only as the number of gridpoints. As an alternative to linear or
bilinear interpolation, a κ%-weighted interpolation can be used, which tends to reduce the ray-
broadening effect at the expense of one additional lookup of κ per gridpoint, frequency, and
ray direction.

3 Bruls et al. (1999) suggest a higher-order method, which uses parabolic interpolation for κ
and B and switches to linear interpolation only when strongly non-monotonic behaviour of κ or
B is expected. While this approach promises higher accuracy than the linear method, the lack
of a stringent switching criterion, which rules out unphysical negative values for source function
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CD

BA

E

F

Figure 4.1: The intensity at gridpoint F is obtained by solving the transfer
equation along the short characteristic EF . The intensity at the upwind point
E is interpolated from the (already known) intensity values at the surrounding
gridpoints, A to D.

The distance from point F to the nearest upwind intersection of the ray with a
cell interface orthogonal to coordinate direction i is given by

∆si =
∆xi

µi

(µi 6= 0) , (4.3)

where µi are the directional cosines of the direction considered. For a given ray
direction µ, the cell boundary on which the upwind interpolation needs to be
performed is determined by the minimum of the ∆si: the ray in direction µ

intersects the cell interface, which is orthogonal to coordinate direction i, if

∆si = min(∆sj) j ∈ {1, 2, 3} . (4.4)

On a grid with constant mesh width in all coordinate directions, the upwind
interface and the interpolation coefficients do not depend on the grid position
but are determined by the ray direction alone and can be calculated in advance.
Since the interpolation of the upwind intensity requires knowledge of the intensity
at the four surrounding gridpoints (points A to D in Fig. 7), the grid must be
traversed in a manner which makes sure that the required upwind information
is always available. To this end, for a given ray direction, the scheme starts in

or opacity, renders it unreliable in simulations where large temperature gradients can lead to
strong cell-to-cell variations of κ and B. An alternative way of solving the radiative transfer
equation along short characteristics was proposed by Dedner & Vollmöller (2001), who obtained
high accuracy by combining an implicit Runge-Kutta method with a higher-order interpolation
of the upwind intensity, albeit at higher computational costs compared to the linear method.



4.1. THE NUMERICAL SCHEME 37
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Figure 4.2: The walking order of the Short Characteristics method in a 2D grid
for a ray direction pointing into the upper right quadrant. Black circles represent
gridpoints on the upwind boundaries, where the intensity values are assumed to
be known.

each subdomain at those boundaries, through which the radiation flows in (the
“upwind” boundaries). The intensity values at these boundaries are assumed
to be known. Then the traversal of the subdomain systematically proceeds in
the downwind direction, propagating the boundary information across the grid
(see Fig. 4.2 for a 2D example). Since the correct initial values on the upwind
boundaries of a subdomain are a priori unknown unless these boundaries coincide
with the top or bottom of the computational box, this procedure must be iterated
until convergence on the boundaries is obtained. As illustrated in Fig. 4.3, the
intensities at a given upwind boundary are updated after each iteration with
the new values provided by the neighbouring subdomain. Clearly, the number
of iterations required depends on the accuracy of the initial guess. We use a
linear extrapolation of the boundary values of the previous two timesteps. With
this choice, on average 2 - 3 iteration steps per frequency and ray direction are
sufficient to keep the relative error in intensity below 10−3.

At the global top and bottom boundaries of the computational domain the in-
coming intensity must be specified in order to bootstrap the short-characteristics
scheme. As long as the medium is optically thin at a given frequency (or fre-
quency bin4 ) ν at the top of the box, the incoming radiation from outside the
computational domain is negligible and the boundary condition

Iν(µ) |top = 0 ∀µz < 0 (4.5)

can be used. In the simulations shown in Chapter 5 this assumption is valid for
all frequency bins except the one representing the strongest line opacities. For
this bin the τν = 1 level is close to the top of the box and setting the incoming

4See Sec. 4.2 for a detailed explanation of the concept of frequency bins.
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step 1 step 2
 current  ray
   direction

Figure 4.3: A 2D example for the information exchange between four adjacent
subdomains, for a ray pointing into the upper right quadrant. After the subdo-
mains have been traversed independently and simultaneously, each process sends
the updated intensities to its neighbour in the downwind direction. Black circles
represent old values, red circles contain updated information. Likewise, black
and red arrows transfer, respectively, old and new data. For each coordinate
direction, the communication is performed in a separate step. After the second
step the values in the top right subdomain are completely updated.

radiation to zero would lead to artificial cooling of the uppermost layers. In order
to derive a more realistic boundary condition, we assume that above the compu-
tational domain there is a nearly isothermal plane-parallel layer with temperature
Ttop, whose optical thickness in the most opaque bin is τtop . According to the
formal solution (2.41) of the RTE, the radiation entering the box from such a
layer is

Iν(µ) |top = −
1

µz

∫ τtop

0

Bν(τ) e(τtop−τ)/µz dτ ∀µz < 0 . (4.6)

Setting Bν(τ) to the constant value Bν(Ttop), the integral in Eq. (4.6) yields

Iν(µ) |top = Bν(Ttop)
(

1− eτtop/µz

)

∀µz < 0 . (4.7)

In our simulations we use this relation with τtop = 0.2 and Ttop = 4000 K as
boundary condition for the strongest opacity bin.5 The bottom of the simulation

5The assumption of a constant temperature is reasonable since the top of the computational
domain is located near the temperature minimum. The value τtop = 0.2 corresponds to the
optical depth τν of the strong-opacity bin at the same geometrical height in 1D solar standard
atmospheres.
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µx µy µz weight
√

7/9 1/3 1/3 1/3

1/3
√

7/9 1/3 1/3

1/3 1/3
√

7/9 1/3

Table 4.1: Direction-cosines and point weights for the A4 angular quadrature
of Carlson (1963).

box is located in the optically thick regions where the diffusion approximation
holds. At the bottom, incoming radiation is set to the local value of the source
function:

Iν(x,µ) |bot = Bν(x) ∀µz > 0 . (4.8)

In order to obtain the mean intensity, J , and the radiation flux, F, the intensity
I(µ) has to be integrated over the 4π steradian solid angle of the unit sphere.
The angular integration is expressed as a quadrature sum over a discrete set
of directions, µm, with associated point weights, wm. For each direction and
each frequency point (or bin) the short-characteristics scheme described above
is performed separately. We use the angular quadrature formulae of type A of
Carlson (1963). In this scheme, the directions in one octant are arranged in a
triangular pattern and the quadrature is invariant under rotations over multiples
of π/2 around any coordinate axis. A summary of the construction procedure is
given by Bruls et al. (1999). For the simulations shown in Chapter 5, the A4
quadrature set with three directions per octant was used. With the quadrature
weights normalized to unity and the index m running over the set of directions,
mean intensity and radiation flux are then calculated as

J =
∑

m

wmIm (4.9)

and
F = 4π

∑

m

wmµmIm , (4.10)

respectively (the frequency index ν has been dropped here).
Once the angular integration has been performed, the radiative heating rate for
frequency ν can be derived from the two alternative expressions

QJ
ν = 4πκν% (Jν −Bν) (4.11)

and
QF

ν = −∇ · Fν . (4.12)

While the radiation field is defined on cell corners, the MHD solver requires cell-
centered (or cell-averaged) values of the radiative heating rate. Cell-centered
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values for QJ are obtained by averaging over the values at the eight surrounding
cell corners. In the case of QF , first average values for the components of F are
calculated on the centers of cell interfaces, then the derivatives are obtained by
first-order finite differences between the averaged flux components on opposite
cell interfaces.
As pointed out by Bruls et al. (1999), QJ suffers from severe accuracy problems
in the optically thick regime, since here Jν approaches Bν and the difference
of these two almost equal quantities is amplified by a factor κν% which grows
exponentially with depth. On the other hand, QF is less accurate than QJ in
the optically thin layers of the upper photosphere, since small inaccuracies in the
orientation of the flux vector can lead to significant errors when the divergence
of the nearly constant radiative flux is determined, while the difference Jν−Bν is
only slightly affected. Following the suggestion by Bruls et al. (1999), we make a
smooth transition from QJ to QF for each frequency (or frequency bin) separately,
depending on the local optical depth scale for the frequency considered, using
QF in regions with τν ≥ 0.1 and QJ otherwise. The total (frequency-integrated)
radiative heating rate is calculated using the hybrid expression

Qtot =
∑

ν

e−τν/τ0 QJ
ν + (1− e−τν/τ0) QF

ν (4.13)

with τ0 = 0.1.
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4.2 Numerical treatment of frequency depen-

dent radiative transfer

The photosphere is the layer within the solar atmosphere where the transition
from mainly convective to radiative energy transport occurs. Hence the radia-
tion field plays a crucial role in the overall energy balance of the photosphere
and requires a detailed modeling in numerical simulations aiming at a realistic
description of the solar conditions. In the framework of (magneto-)convection
simulations, the radiation field enters the set of MHD equations via the radiative
heating rate per unit volume, Qrad. As outlined in Sec. 2.4, the heating rate is ob-
tained by solving the radiative transfer equation (2.38) for a number of frequencies
and directions. From this, Fν (or Jν) and finally the frequency-integrated heating
rate, Qrad, can be derived. Since the total opacity in the solar atmosphere in-
cludes the contributions of about 106 atomic and molecular spectral lines, roughly
106-107 frequency points are necessary to model the detailed frequency depen-
dence. While this direct approach is feasible when one-dimensional static models
are calculated, the computational cost is intolerable in time-dependent two- or
three-dimensional simulations. The most radical simplification of the problem
is achieved by the grey approximation, which replaces the frequency-dependent
opacity by an averaged value, e.g. the Rosseland mean. The grey approach in
combination with the diffusion approximation may be appropriate in the optically
dense subphotospheric regions, where the radiative transfer can be described as
a local diffusion process; it is, however, unsatisfactory in the optically thinner
regions where the radiation transfer becomes nonlocal. Here it is also necessary
to explicitly account for line opacities, since line-blanketing effects have a consid-
erable impact on both the photospheric dynamics and the emergent intensities.
It is well known that the inclusion of line opacities in calculations of stellar model
atmospheres strongly modifies the resulting teperature profiles, leading to con-
siderably cooler outer layers, while the temperature is raised in deeper regions
(the line cooling and backwarming effects, e.g. Mihalas 1978, p. 167). Therefore,
a statistical treatment of line opacities, which conserves the non-grey character
of the radiation transport while drastically reducing the computational expense,
is highly desirable. Among the strategies devised to tackle this problem are the
method of opacity sampling (see, e.g., Sneden et al. 1976), the concept of Opac-
ity Distribution Functions (ODFs, Strom & Kurucz 1966, Mihalas 1967), and
the opacity binning (or multi-bin/multi-group) method (Nordlund 1982, Ludwig
1992, Ludwig et al. 1994). In the context of time-dependent three-dimensional
simulations, for which the radiative transfer must be solved for every timestep,
the only feasible approach – given the currently available computing resources – is
opacity binning, since it implies the most drastic reduction in computational cost
and allows for a satisfactory approximation of the frequency-dependence with
only a few representative frequency bins.
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Since our simulation project aims at simulations that include the upper photo-
spheric layers, where the effects of frequency-dependence are expected to be most
pronounced, the implementation of the opacity binning method and its inclusion
in the radiative transfer module was mandatory. While the opacity binning ap-
proach has been tested and sucessfully applied to calculations of 1D static model
atmospheres (Ludwig 1992), the application in the context of time-dependent
2D/3D simulations is accompanied by new sources of errors not encountered
in the static 1D case like, for instance, strong lateral variations of the atmo-
spheric properties. In order to test the performance of our implementation of
the multi-bin method and gain confidence in the applicability of this approach in
our simulations, we performed a series of tests of opacity binning for several 1D
and 2D cases with the solution based on Opacity Distribution Functions (ODFs)
serving as the reference solution. In the following two sections, the ODF concept
and our implementation of the opacity binning method are described. The test
results are presented in Sec. 4.3.

We always assume local thermodynamic equilibrium (LTE), implying Sν = Bν ,
thereby neglecting scattering effects. Line scattering becomes important in chro-
mospheric heights where radiative cooling takes place in a few strong spectral
lines, but these regions are currently beyond the scope of our project. The as-
sumption of LTE also implies that the number densities of ions and the population
numbers of excitation states are instantaneous functions of the local thermody-
namical state of the system only. For this reason, the opacities can be obtained
from pre-compiled tables without having to solve the system of rate equations
for each gridpoint and timestep during a simulation run, which is an important
requirement for the practicability of the aforementioned methods.

4.2.1 Opacity distribution functions

The concept of opacity distribution functions (Strom & Kurucz 1966, Mihalas
1967) is based on the fact that physically relevant quantities of the radiation field
like mean intensity, J =

∫

Jνdν, and total heating rate, Q = 4π%
∫

κν(Jν−Bν)dν,
are integrals over frequency and hence should not depend crucially on the detailed
frequency structure of the opacity. The basic idea of the ODF approach is to
replace the complicated opacity line spectrum by a (piecewise) smooth function
which approximately reproduces the correct frequency integrals. In the following,
the procedure for obtaining ODFs from the detailed spectrum is illustrated for
the mean intensity, J , in a 1D plane-parallel atmosphere.

Using the wavelength λ as independent variable, the monochromatic mean inten-
sity is given by

J(z, λ) =
1

2

∫

∞

0

B(z′, λ) E1 |τλ(z
′)− τλ(z)| κ(z′, λ)%(z′)dz′ (4.14)
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where z is the geometrical height, τλ(z) = −
∫ z

∞
κ(z′, λ) %(z′)dz′ the monochro-

matic optical depth, and E1(x) =
∫

∞

x
t−1e−tdt the first exponential integral (see

e.g. Mihalas 1978, p. 40). Now the λ-axis is divided into typically 102 − 103 in-
tervals ∆λi such that, within each interval, the detailed wavelength dependence
of B(z, λ) can be neglected. The contribution, Ji, of a particular interval to the
wavelength-integrated mean intensity is then given by

Ji(z) =

∫ λi+∆λi

λi

dλ

∫

∞

0

Bi(z
′)E1 |τλ(z

′)− τλ(z)|κ(z′, λ)%(z′)dz′ , (4.15)

where Bi(z) is a mean value of B(z, λ) taken over ∆λi. Since τ = −
∫ z

∞
κ % dz,

the wavelength enters the integrand solely via κ(z, λ) and the factor E1κ% is a
(complicated) function f of κ·% alone. If it is assumed that, within each interval,
the wavelength dependence of the opacity is independent of depth and that a
relation of the form

κ(z, λ) = Z(z) · L(λ) (4.16)

holds, we then have

Ji(z) =

∫ λi+∆λi

λi

dλ

∫

∞

0

Bi(z
′) f(L(λ)Z(z′)%(z′)) dz′ (4.17)

=

∫ λi+∆λi

λi

g(L(λ)) dλ . (4.18)

with g(L) representing the spatial integral, which, for a given height z, only
depends on the value of L. Using a discrete approximation of the above integral,

Ji(z) =
N

∑

j=1

g(L(λij))∆λij , (4.19)

with N ≈ 104 in order to resolve the detailed structure of L(λ), the sum is rear-
ranged according to a discretization Lk of L: the subintervals ∆λij are grouped
in such a way that for given k those subintervals ∆λij, for which L(λ) lies within
∆Lk = [Lk, Lk+1[, constitute a separate subset, ∆λi j(k) (see Fig. 4.4).
Thus,

Ji(z) =
∑

k

g(Lk)
∑

j

∆λi j(k) (4.20)

=
∑

k

g(Lk)wk ·∆λi . (4.21)

The weight factors wk =
∑

j ∆λi j(k)/∆λi can be interpreted as the probability for
L to lie inside the interval ∆Lk when randomly choosing a wavelength λ ∈ ∆λi.
The rearrangement of the sum in Eq. (4.19) is equivalent to a reordering of L(λ)
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Figure 4.4: Sorting of wavelengths according to a discretization of L. The
hatched areas mark those parts of the ODF interval ∆λi for which the opac-
ity values lie in the interval [Lk, Lk+1[. They are subsequently reordered to form
subinterval ∆λi j(k).

within ∆λi, the opacity values being sorted according to their strength. This
results in a smooth, monotonous function, K(λ). If ∆λi is mapped onto the
unit interval [0, 1], the corresponding function K̃(w) (w ∈ [0, 1]) is a distribution
function that determines the integral probability of finding an opacity value K̃
or less (see Fig. 4.5). Adopting this notation, one obtains

Ji(z) = ∆λi ·

∫ 1

0

g(K̃(w)) dw ' ∆λi ·
M

∑

l=1

g(K̃l)∆wl . (4.22)

In practice, a moderate number of steps (M ≈ 10−12) is sufficient to approximate
the smooth function K̃(w).

In general the transfer equation is solved separately for each ODF-step with
indices i,l :

dIi l

ds
= −κi l% (Ii l −Bi) (4.23)

The total wavelength-integrated intensity is then given by the weighted sum over
all ODF-intervals ∆λi and all steps l within each interval:

Itot =
∑

i

∆λi

∑

l

wlIi l (4.24)
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Figure 4.5: From the wavelength-dependent opacity to the tabulated ODF:
Within ODF interval ∆λ, the detailed line spectrum is rearranged to form a
monotonically increasing function. The corresponding integral probability distri-
bution is then approximated by a step function.

The step functions κi l for all ∆λi are available in tabulated form on a (p, T )
grid. Compared to evaluating the expression in Eq. (4.19), the computational
effort has been reduced by a factor 103. However, Eq. (4.16), which is the
crucial prerequisite for the simplification, does not hold strictly. Changes in the
states of excitation and ionisation of the gas, overlapping lines of two elements
with different opacity variations with depth, or relative line shifts due to velocity
gradients lead to changes of the line spectrum with height within a single ODF-
interval, ∆λi. While calculations of static model atmospheres (Gustafsson et. al.
1975) showed good agreement between ODF-based results and models taking into
account the detailed line spectrum, velocity gradients may introduce an additional
error in time dependent MHD-simulations. A systematic study of this effect for
typical velocity gradients in the solar photosphere will be necessary to assess the
magnitude of the incurred error.6 In the limit of vanishing ODF interval sizes,
∆λi → 0, the exact solution is recovered, since B and κ approach constant values
within each interval (implying that the requirement (4.16) is trivially fulfilled).

6A possible remedy for the error caused by relative doppler-shifts of spectal lines was outlined
by Baschek et al. (1997) and Wehrse et al. (2000) who, for simplified models, derived an
approximate description of the radiative transfer in moving media.
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4.2.2 The opacity binning method

In this section we describe the opacity binning approach proposed by Nordlund
(1982) in the form developed by Ludwig (1992). The basic idea is to divide the
frequency spectrum into typically 3-5 non-contiguous subsets (called “bins” or
“groups”), Ωi, according to the strength of the corresponding opacities. This way,
continuum opacities and lines of different strengths are pooled in seperate bins
and represented by bin-specific average opacities. Introducing the bin-integrated
quantities Ii =

∫

Ωi

Iνdν and Bi =
∫

Ωi

Bνdν, and assuming that the classification
into bins remains fixed for all points along a ray, the radiative transfer equation
can for each bin be written in the form

dIi

ds
= −

∫

Ωi

κν%(Iν −Bν)dν

' −κi%(Ii −Bi) .

(4.25)

The introduction of a bin-averaged opacity κi in Eq. (4.25) is the essential step
in the opacity-binning approach, because here a large part of the frequency inte-
gration has been done before the integration along the ray is carried out. For a
given ray, Eq.(4.25) is solved once for each bin, thereby drastically reducing the
computational effort. This procedure is strictly correct only if κν is constant over
the whole bin, so one makes the implicit assumption that the depth-dependence
of κν (and thus of the τν scales) is similar for the frequencies within one bin. Be-
cause of the inevitable variations of κν within a given bin, it is necessary to define
a bin-averaged opacity. In optically thick regions the angle-averaged intensity Jν

approaches Bν and the bin-specific heating rate, Qrad,i =
∫

Ωi

κν%(Jν − Bν)dν,
tends to zero, so the definition of a mean opacity is not critical in this regime.
The obvious choice is the Rosseland mean, because radiative transfer is effectively
local and can be described as a diffusive process for τν � 1:

Fν = −
4π

3κν

dBν

dT
∇T . (4.26)

For the bin-integrated radiative flux one obtains

Fi = −
4π

3κR

∫

Ωi

dBν

dT
dν∇T (4.27)

with the Rosseland mean defined by

1

κR,i

=

∫

Ωi

1
κν

dBν

dT
dν

∫

Ωi

dBν

dT
dν

. (4.28)

This definition gives the correct bin-integrated radiative fluxes.

In the regime τν . 1, the diffusion approximation breaks down and the Rosseland
mean is no longer applicable. Being a harmonic mean, it tends to underestimate
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the line opacities. For optically thin regions, an averaging presciption can be ob-
tained by requiring that the correct energy balance within each bin is maintained:

∫

Ωi

κν(Jν −Bν)dν = κ

∫

Ωi

(Jν −Bν)dν . (4.29)

Here, Jν is the integrated intensity that results from using κ instead of κν (the
source function is still frequency-dependent, hence the index ν in J ν). If one
further assumes that

∫

Ωi

Jνdν '

∫

Ωi

Jνdν , (4.30)

then Eq. (4.29) is equivalent to
∫

Ωi

(κν − κ)(Jν −Bν)dν = 0 . (4.31)

Jν is not known a priori, but for τν � 1 it can be approximated by expanding
Bν(τν) in a Taylor series and applying the Λν-operator that connects Bν and Jν

[see e.g. Mihalas (1978), p. 59 for details]. The result is

Jν −Bν ' −
1

2
Bν . (4.32)

By inserting Eq. (4.32) into Eq. (4.31) and solving for κ, the Planck mean,

κP,i =

∫

Ωi

κνBνdν
∫

Ωi

Bνdν
, (4.33)

is obtained. This “derivation” is far from rigorous and should be understood
as an indication that the Planck mean can be expected to yield a reasonable
approximation of Qrad for τν � 1.

Ludwig (1992) proposes a hybrid scheme that models a steep transition from κP

to κR at a threshold optical depth of τ0 = 0.35:

κi = 2
−

τi

τ0 κP,i +
(

1− 2
−

τi

τ0

)

κR,i . (4.34)

The index i indicates that the means κP,i and κR,i are to be evaluated for each
frequency bin, Ωi. For each bin, κi can be tabulated on a (p, T ) grid for subsequent
use in simulations. Since the optical depth τi corresponding to local values of p
and T is not known prior to a simulation run, it has to be estimated. Assuming
that the gas is hydrostatically stratified and that the depth-dependence of κR,i%
is dominated by an exponential increase of % with geometrical depth, Ludwig
(1992) found the approximate expression

τi '
κR,i p

g�
, (4.35)
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where g� is the gravitational acceleration in the photosphere.

A key step in the opacity binning method is the choice of an appropriate criterion
for sorting frequencies into bins. The rationale for any sorting rule must be to
group together opacities that are of the same order of magnitude and show similar
behaviour as a function of depth. A simple choice is the so-called κ-sorting;
starting from the choice of a fixed height z0 (or, alternatively, a representative
pair of values p0 and T0) in a reference atmosphere, the frequency bins are then
constructed according to the spectral shape of κν(z0). A number of threshold
values κl (the superscript l labeling the bin, not to be mistaken as an exponent),
which divide the range of opacity values into intervals, are selected. A frequency
ν becomes part of a given bin if κν(z0) lies within the corresponding interval:

ν ∈ Ωl if κl ≤ κν(z0) < κl+1 . (4.36)

A reasonable choice for z0 is the height where the continuum at 5000 Å forms,
τ5000(z0) ≈ 1. Here a large part of the emerging flux originates and the energy
exchange between gas and radiation field plays an important role, requiring an
accurate modelling of the opacities. The threshold values κl have to cover several
orders of magnitude in order to account for the line opacities becoming important
at greater heights.

It is a disadvantage of the κ-sorting procedure that it does not provide a rea-
sonable selection criterion for frequencies that are optically thick (τν � 1) at
z0. The opacity values at z0 for such frequencies have no significant impact on
the radiative energy exchange, since the main contribution for a given frequency
ν to the heat exchange comes from a height around τν ≈ 1. It seems therefore
preferable to sort the frequencies according to the opacity in the layer τν ≈ 1 in-
stead of using a fixed geometrical reference height. This τ -sorting, suggested by
Ludwig (1992), applies the following strategy. First a 1D reference atmosphere
is chosen. Then κν% is integrated along z for all frequencies and the geometrical
height corresponding to τν = 1 is determined. Measuring height in terms of a
reference optical depth scale τref (e.g. the Rosseland optical depth or the contin-
uum optical depth at 5000 Å), threshold heights τ l

ref are chosen. Then ν belongs
to bin Ωl, if τν = 1 is reached within the corresponding interval of the reference
optical depth:

ν ∈ Ωl if τ l
ref ≥ τref(τν = 1) > τ l+1

ref . (4.37)

If one assumes that the τν scales are mainly determined by an exponential depth-
dependence of %, then an approximate relation similar to Eq. (4.35) holds. This
implies that τ -sorting, like κ-sorting, groups together opacities of the same order
of magnitude. If τ -sorting is applied, all opacity values between τν =0 and τν =1
contribute to the selection process, in contrast to κ-sorting, and the frequencies
of one bin have the same optical depth for the most relevant height, namely
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τref(τν = 1). Consequently, one may expect that in the region 0 < τν ≤ 1, where
a non-grey description of radiative transfer is important, the τν-scales within
a given bin are similar, which is the major requirement for the validity of the
opacity-binning approach. For greater depths, the way frequencies are gathered
may be inappropriate, but this shortcoming is less severe as radiation transfer
becomes increasingly grey in these regions.

The τ -sorting procedure can be realized in a convenient way by using ODFs. For
each ODF step with indices (i, j), κij% is integrated along z, which gives τij as a
function of height in the reference atmosphere (see Fig. 4.6). The ODF steps

∆λ ∆λ

τ

τ

λ
∆λ

τ

i-1 i i+1

-1

l

l

ref

ref

ref

Figure 4.6: Schematic illustration of the τ -sorting procedure using ODFs.
Within each ODF interval ∆λi, the ODF steps ∆λij are sorted to frequency
bins Ωl, depending on the height where τij = 1 is reached (indicated by bold
arrows).

are then sorted into bins Ωl. Bin-integrated quantities are obtained as weighted
sums over the ODF steps in a given bin, viz.

Bl =
∑

i

∆λiB∆λi

∑

j(i,l)

wj(i,l) (4.38)

and

κP,l =
1

Bl

∑

i

∆λiB∆λi

∑

j(i,l)

wj(i,l)κi j(i,l) , (4.39)

where, for a given bin index l, the index j(i, l) runs over those steps in ∆λi, which
are elements of Ωl. B∆λi

denotes the average of B over the ODF interval ∆λi.
In contrast to the ODF approach, the opacity binning solution can not be ex-
pected to converge to the exact solution (i.e. the solution based on the detailed
reference spectrum which was used in the sorting process) in the limit of a very
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large number of opacity bins. This is due to the fact that, even for infinitely small
intervals between bin-levels τ l

ref (or κl in the case of κ-sorting), each bin will com-
prise frequencies from different parts of the spectrum with different height profiles
of the corresponding opacities. It should be noted that using ODFs as basis for
sorting frequencies may introduce an additional error since the rearrangement of
spectral lines inherent in the ODF concept might affect the way frequencies are
classified. Since the ODF solution approximates the exact solution well, the error
incurred this way is probably small compared to the consequence of the binning
procedure.

The choice of a reference atmosphere is another possible source of error connected
with the τ -sorting scheme. It is plausible that the opacity binning method with
τ -sorting shows good results in calculations of static 1D model atmospheres if
the “exact” solution (i.e., the 1D atmosphere resulting from the ODF approach)
is chosen as the reference atmosphere. In multidimensional time-dependent sim-
ulations, however, the physical parameters may deviate considerably from a 1D
reference stratification. As a consequence, the assignment of frequencies to bins
might lead to an inappropriate representation of the opacities. In order to test
the applicability of the τ -sorting procedure in non-planeparallel cases, we per-
formed test calculations for some typical two dimensional situations. These tests
are presented in Sec. 4.3.2.

4.3 Tests of the opacity binning method

This section presents the results of tests that were carried out in order to assess the
performance of our implementation of the opacity binning method. While the sys-
tematic study by Ludwig (1992) used temperature structures of one-dimensional
radiative-equilibrium atmospheres as a criterion for the quality of opacity-binning
models, we focus on the radiative heating rate, which is the quantity that directly
enters the system of MHD equations. In Sec. 4.3.1 we present one-dimensional
test calculations, which aim at an optimal approximation with a small number
of bins. These tests are extended to typical two-dimensional situations in Sec.
4.3.2, where a simplified flux-sheet model and a snapshot from a time-dependent
2D simulation are considered. In Sec. 4.3.3 we study the convergence properties
of different opacity binning schemes in the limit of a large number of bins and
present an approach for defining average opacities which can enhance the quality
of the opacity binning approximation. In Sec. 4.3.4 we give an estimate for the
characteristic timescales connected with the errors occuring in opacity binning
calculations.

We calculate Qrad by solving the radiative transfer equation with the linear short-
characteristics method described in Sec. 4.1. All tests in plane-parallel atmo-
spheres use a Gaussian quadrature with ten direction-cosines per hemisphere for
the angular integration (Lowan et al. 1942). For the two-dimensional calcula-
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tions of Sec. 4.3.2, we use linear interpolation of the upwind intensity and the
A8 angular quadrature of Carlson (1963) with ten ray directions per octant.

As reference solutions serving as a basis for evaluating the opacity binning results,
we use the radiative heating rates calculated using ODFs. ODFs also serve as the
reference “line” spectrum on which the multi-bin sorting procedure is performed.
We use the ODF table for solar composition and a microturbulence parameter
of 2 km s−1, which is part of the ATLAS9 stellar atmosphere package of Kurucz
(1993). The ODFs cover the wavelength range from 8.98 nm to 10000 nm, which is
divided into 328 intervals. The interval size is roughly proportional to wavelength.
In the most relevant spectral range 300 - 1000 nm the spectral resolution is 10 nm.
Within each of the 328 ODF intervals, the distribution function is approximated
by 12 steps, i.e., the line spectrum is approximated by 328×12 “frequency points”
(the frequency information is lost within each ODF interval as a result of the
reordering of opacity values). The ODFs are tabulated as functions of gas pressure
and temperature. The continuum opacities were extracted from the relevant
routines of the ATLAS9 code (Kurucz 1993) and stored as a table on the same
pressure/temperature grid as used for the ODFs.

4.3.1 1D tests

As a first step, the ODF and opacity binning methods have been applied to a one-
dimensional solar model atmosphere (Maltby et al. 1986). The main goal of this
test is to verify the result of Ludwig (1992), who found that a 5-bin description
gives a satisfactory approximation of the ODF reference solution.

In order to illustrate the importance of non-grey radiative transfer, Fig. 4.7 shows
the frequency-integrated radiative heating rate, Qrad, calculated with ODFs and,
for comparison, using the Rosseland mean opacity.
Both curves show the characteristic cooling located around the height z = 0
(corresponding to τ5000 = 1), where the atmosphere becomes transparent in the
visible continuum and most of the emerging solar flux originates. The largest
difference between the curves is found in the optically thin region around 0 . z .

200 km. Here QODF is less negative than Qgrey, which is due to the backwarming
effect of the spectral lines. The line-cooling effect in higher layers, accompanying
the backwarming, can be seen in Fig. 4.8. Here the difference QODF − Qgrey is
plotted as a function of the logarithmic gas pressure, which serves as a height
scale. The transition from backwarming to line-cooling takes place at log p ≈ 4.35,
which corresponds to a geometrical height of z ≈ 200 km and a continuum optical
depth of log τ5000 ≈ −1.7. In order to assess the plausibility of these values, Fig.
4.9 shows the corresponding flux-constant temperature stratifications that result
from the ATLAS9 stellar atmosphere code. The transition from backwarming to
line-cooling takes place at log p ≈ 4.0 which agrees rather well with the result for
our test atmosphere.
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Figure 4.7: The total radiative heating rate as a function of geometrical height
for the 1D atmosphere of Maltby et al. (1986). The ODF solution and the grey
case with the Rosseland mean opacity are shown. In the height range between
z = 0 and z = 200 km, the line opacities lead to a backwarming effect of the
ODF case relative to the grey one. z = 0 corresponds to the continuum optical
depth τ5000 = 1.

Based on the use of ODFs, opacity binning and τ -sorting have then been applied,
with QODF serving as the quasi-exact reference solution. Fig. 4.10 shows (Q −
QODF)/% for the Rosseland solution and for τ -sorted multi-bin models with the
number of opacity bins increasing from 3 to 6. The threshold values separating
the bins in the multi-bin models are spaced apart by ∆ log τ5000 = 1.5, the lowest
threshold value being log τ5000 = 0 for all models, i.e. log τ l = −l · ∆ with l =
0, · · · , N−2 and ∆ = 1.5, where N is the number of bins. This choice corresponds
to a roughly equidistant spacing of levels on the geometrical height scale as well,
with ∆z ≈ 150 · · · 200 km. The 3- and 4-bin models show a strong cooling
above, respectively, z ≈ 550 km and z ≈ 700 km. In these cases, the strong
line opacities which become transparent in the upper part of the atmosphere
are only crudely represented by the highest opacity bin, which results in a bad
approximation of Qrad at large heights. In the height range 0 < z < 700 km
the models with 5 and 6 bins are clearly more accurate than the grey solution.
The quality of the the 5- and 6-bin approximations is comparable, significant
differences occur only above z ≈ 600 km as a result of the additional threshold
of the 6-bin model at log τ5000 = −6 (corresponding to z ≈ 760 km). Likewise,
the 3- and 4-bin solutions differ from the 6-bin model only in the height range
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Figure 4.8: The dif-
ference QODF − Qgrey

plotted against the
logarithmic pressure
scale; the height in
the atmosphere in-
creases towards the
left. The transition
from backwarming
to line-cooling occurs
at log10 p ≈ 4.35,
which corresponds to
z ≈ 220 km.

Figure 4.9: Flux-
constant temperature
stratifications result-
ing from ATLAS9,
for the ODF-based
solution and the
grey case using the
Rosseland mean
opacity; the hight
in the atmosphere
increases towards the
left. The inclusion
of line opcaities in
the ODF-solution
leads to considerable
cooling in the upper
layers and a temper-
ature increase below.
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Figure 4.10: (Q − QODF)/% as a function of height z. The grey solution and
four τ -sorted multi-bin models with 3,4,5, and 6 frequency bins are shown. The
spacing between threshold levels separating the bins is ∆ log τ5000 = 1.5, and the
lowest level is log τ5000 = 0 for all multi-bin cases.

above, respectively, z ≈ 150 km and z ≈ 400 km, corresponding that parts of the
atmosphere which are covered by the respective highest bins of the 3- and 4-bin
models. Fig. 4.11 shows the attempt to model Qrad with a small number of bins
distributed equidistantly over the height range z > 0. The threshold values (in
log τ5000) were chosen as follows:

2 bins: -3
3 bins: -1.5 , -4.5
4 bins: -1, -3,-5

It turns out that the 2-bin model is less accurate than the Rosseland solution.
Obviously, switching from the Rosseland to the Planck mean results in a bad
representation of opacities in cases where the number of bins is small and the
classification of frequencies is accordingly crude. While the 3-bin solution shows
a relatively large error above z ≈ 600 km, the performance of the 4-bin solution
is comparable to the cases with 5 and 6 bins in Fig. 4.10. Calculations with
larger numbers of equidistantly spaced bins did not show any significant further
improvement (see Sect. 4.3.3). So, for the atmosphere model considered here, the
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Figure 4.11: (Q − QODF)/% as a function of height z. The grey solution and
τ -sorted multi-bin models with 2, 3, and 4 frequency bins evenly distributed over
the range log τ5000 < 0 are shown.

optimal number of frequency bins is found to be 4 – 6. However, as the results
of Fig. 4.10 suggest, the optimal number depends on the vertical extent of the
atmosphere considered. The computational domain of the simulations discussed
in Chapter 5 approximately extends to a height of 600 km above τ5000 = 1, and a
four-bin modelling was found to be appropriate (see Chapter 5 for details of the
simulation setup).
In the optically thick regime, τ5000 > 1 (z < 0), the solutions for different total
numbers of bins agree well with each other, the relative error |(Q−QODF)/QODF|
does not exceed the order of 10−2. This is in agreement with the fact that the
frequency dependence has almost no influence on the radiative transfer at large
optical depths and any multi-bin model can be expected to yield good results at
these depths as long as the Rosseland mean is used for calculating bin-averaged
opacities.
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Figure 4.12: The bin-averaged opacities as a function of height for the 5 bin
solution. Both the Rosseland mean and the hybrid opacity defined in Eq. (4.34)
are shown. For z < 0, the opacity values become similar for all bins, resulting in
an effectively grey treatment of the radiative transfer.

The trend towards an effectively grey radiative transfer in multi-bin models for
large optical depths can be seen in Fig. 4.12, which shows the bin opacities as a
function of geometrical height for the 5-bin model. As a consequence of τ -sorting,
for z > 0 each bin is associated with a certain magnitude of the opacity. The
height where the Planck mean replaces the Rosseland mean grows with increasing
strength of the corresponding bin opacity, the transition being located at τ ≈ 0.35
on the optical depth scale of each bin. For z < 0, the association of a given bin
to opacities of a certain order of magnitude is lost and the opacity values of
different bins approach each other. This can be attributed to the fact that,
for τ > 1, τ -sorting is no longer a reasonable criterion for sorting frequencies,
since the opacities in the optically thick regime do not contribute to the selection
process. Consequently, the 5-bin model effectively leads to a grey representation
of the opacities in these regions.

Finally, we tested whether an even better approximation around τ ≈ 1 can
be obtained with the 5-bin model by splitting the lowest (continuum) bin into
a low-frequency and a high-frequency part. Fig. 4.13 shows the bin-sorted
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opacity spectrum at two different heights in the atmosphere. The two contin-
uum windows, located at the ODF index-range of 150-175 (corresponding to
log λ[Å] ≈ 3.49 ∼ 3.74) and 225-270 (corresponding to log λ[Å] ≈ 4.05 ∼ 4.45)
respectively, constitute seperate frequency bins. The two sub-bins have a differ-
ent dependence on depth, so that a splitting appears to be reasonable. In Fig.
4.14, the depth dependence of the opacity for the two sub-bins and the undivided
continuum bin is shown. The opacity of the undivided bin remains quite close to
the lower of the two sub-bins over the whole height-range. This can be explained
by the fact that, for z < 0, the Rosseland mean favours smaller opacities, while
for z > 0 the Planck function B assumes larger values in the low-frequency bin,
which therefore contributes more to the Planck mean. As can be seen in Fig.
4.15, introducing sub-bins improves the approximation of QODF compared to the
5-bin solution. The improvement is most significant in the height range 0− 400
km; above 400 km the effect is negligible since there both continuum sub-bins are
optically thin and do not contribute to the radiative energy exchange. It is how-
ever doubtful whether this improvement justifies the additional computational
effort.
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Figure 4.13: The bin-sorted opacity spectrum at two different heights for the
model with split continuum. The heights correspond to optical continuum depths
of log(τ5000) = -1 and 0.33, respectively. As a result of the sorting and averaging
procedure, the opacity values that occur in these spectra form a discrete set.
Note the relative change with depth of the two continuum levels in the frequency
windows with indices 150− 175 and 225− 270.
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Figure 4.14: The opacity of the unsplit continuum (solid) and the low- and
high-frequency sub-bins (dashed and dotted) as a function of height for a 5-bin
model without and with frequency-split continuum bin, respectively. The curve
for the unsplit bin closely follows the lower of the two sub-bin curves.

Figure 4.15: Q−QODF for the 5-bin case with and without continuum-splitting.
For z > 30 km, the solution with splitting yields the better approximation to the
ODF reference solution.
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4.3.2 Results of 2D calculations

The previous section has shown that, in a plane-parallel atmosphere, a substantial
improvement of the radiative heating rates in comparison to the grey case can
be achieved already with a moderate number of frequency bins. In this section,
we consider two-dimensional situations in order to assess the error incurred by
using a 1D reference atmosphere in the τ -sorting procedure. For calculations
with opacity-binning, the same bin parameters as in the previous section have
been used.

Figure 4.16: Left panel: The solid line marks the boundary between sheet and
surrounding atmosphere; only the right half of the sheet is shown. The dotted
lines are shifted by 10 km in the horizontal direction. Right panels: Temperature
(top) and density (bottom) as function of height z on the symmetry axis (x = 0)
of the magnetic sheet (dotted) and in the exterior at x = 500 km (solid).

As a first step we investigated a simple model of a 2D magnetic flux sheet.
Based on the 1D atmosphere used in the previous section, the stratification in the
interior of the sheet is shifted downwards by 200 km relative to the surrounding
atmosphere (the “Wilson depression”; see Fig. 4.16, right panels). The width of
the sheet as a function of height results from magnetic flux conservation together
with the condition of total (magnetic + gas) pressure equilibrium between the
interior and the exterior of the sheet. The equilibrium condition reads
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Figure 4.17: Qrad/% for the ODF based reference solution in a magnetic flux
sheet model. The left and right panels show the lower part (z < 0) and upper
part (z > 0) of the sheet, respectively.

B2
in(z)

8π
= ∆p(z) , (4.40)

where Bin is the field strength in the sheet and ∆p = pex − pin is the difference
between external and internal gas pressure. Substituting Bin(z) from the above
equation in the expression for flux conservation

Bin(z)w(z) = Bin(0)w(0) (4.41)

(w(z) is the width of the sheet), one obtains

w(z) =

√

∆p(0)

∆p(z)
w(0) . (4.42)

At the height z = 0, corresponding to τ5000 = 1 in the exterior, the flux sheet
has a width of 150 km. The sheet is fanning out with increasing height as the
magnetic pressure necessary to balance the jump in gas pressure decreases (see
Fig. 4.16, left panel). At the interfaces between the interior and the exterior
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of the sheet, the atmospheric parameters are smoothed out horizontally over a
distance of several tens of kilometers:

T (x) = Tin + (Tex − Tin) ·
1

2

[

ERF

(

x− xb

∆x

)

− 1

]

, (4.43)

and likewise for pressure and density; xb is the horizontal position of the sheet
boundary, for the smearing parameter ∆x we used a value of 10 km. Owing to
the mirror symmetry of the sheet, the calculations can be restricted to one half
of the flux sheet, with symmetrical boundary conditions imposed on the sheet’s
symmetry axis (located at x = 0). A cartesian grid with 201×161 grid points and
horizontal and vertical resolutions of, respectively, 2.5 km and 5 km was used.
In Fig. 4.17, the heating rates for the ODF reference solution are shown. For
z > −200 km, the sheet interior is heated as a result of the lateral radiative
energy exchange with the hotter exterior. Correspondingly, the outside regions
close to the sheet boundary are subject to strong cooling. The weak cooling,
which occurs below z = −200 km inside the sheet around the symmetry axis,
is caused by radiative energy losses as the interior becomes optically thin at
these heights. Fig 4.18 shows Qrad along horizontal cuts through the (half) sheet
at three different heights. At z = −150 km, the agreement between the ODF
reference and both the grey and multi-bin solutions is very good. Corresponding
to the horizontal temperature gradient, a heating peak inside the sheet and a
stronger cooling region outside form near the sheet boundary. At this height, the
outside atmosphere and most of the boundary region are optically thick and the
radiative transfer is essentially grey, so that Qrad is well represented even without
a detailed treatment of the frequency dependence. The maximum relative errors
near the heating and cooling peaks range between 5 and 10 percent.

At z = 100 km, both multi-bin solutions qualitatively reproduce the ODF case.
The grey (Rosseland) case is much less accurate than the 3- and 5-bin solutions.
The heating peak at the boundary is shifted outwards by approximately 10 km,
the peak value being reduced by 15 percent with respect to the ODF case, while
the small cooling dip outside is not captured at all. The relative errors of the
multi-bin solutions are largest at the cooling dip around x = 120 km with 30
and 20 percent for the 3- and 5-bin solutions, respectively. At the heating peak
(x = 105 km) the errors do not exceed 10 percent. At a still greater height of
250 km, both the 3- and 5-bin approximations yield acceptable results, though
neither captures the full extent of the cooling peak outside the sheet boundary.
Around the heating peak (x = 200 km) and in the outside region (x > 250
km), the 5-bin solution achieves a clear improvement over the 3-bin case. The
error of the grey solution is large by comparison, and the ODF solution is not
even approximately reproduced. The heating peak inside the sheet has vanished;
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Figure 4.18: Horizontal profiles of Qrad at three different heights in the 2D
atmosphere with an embedded flux sheet. x = 0 corresponds to the symmetry
axis of the sheet.

instead, heating takes place immediately outside the sheet, where the correct so-
lution shows considerable cooling. This behaviour can be explained by the fact
that, on the basis of the Rosseland mean, the interior of the sheet is transparent
at a height of 250 km; accordingly, the interaction between gas and radiation is
very weak within the sheet, resulting in small values of Qrad. In the optically
thicker regions immediately outside the sheet, radiation originating from deeper,
hotter regions at the opposite sheet boundary and crossing the sheet almost unat-
tenuated, leads to a net heating effect. The error of the grey solution far outside
the sheet (x = 500 km) is in agreement with the results of the 1D calculations
at the same height in the atmosphere; this is plausible since far away from the
sheet the radiative transfer is essentially one-dimensional. This example clearly
demonstrates how important a nongrey approach to radiative transfer can be in
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Figure 4.19: Left: Temperature plot of a 1.4 × 1.4 Mm2 cut-out from a two-
dimensional simulation snapshot (Ploner et al. 1999). Right: The corresponding
ODF based radiative heating rate.

optically thin regions in order to obtain accurate values of Qrad.

As a further step towards more realistic situations we tested the opacity binning
models in calculations that used a snapshot from a 2D simulation of granulation
by Ploner et al. (1999) (Fig. 4.19), which has no relation to the one-dimensional
reference atmosphere used for τ -sorting. The vertical and horizontal extent of the
computational domain is 1400× 1400 km2 with a grid resolution of 35 km. Fig.
4.20 shows Qrad in horizontal cuts at heights of approximately 100 and 500 km
above τ5000 = 1, respectively. The same τ -sorted opacity-tables as in the previous
calculation have been used. In accordance with the results for the flux sheet, all
solutions (including the grey case) agree quite well with each other at the lower
level, although the errors of the grey case become more pronounced towards the
horizontal boundaries of the domain. The differences between the 3- and 5- bin
solutions are only marginal. At 500 km above τ5000 = 1, the Rosseland solution,
similar to the optically thin case in Fig. 4.18, completely fails to reproduce the
ODF reference solution. On the other hand, the 5-bin solution excellently agrees
with the reference curve and is clearly superior to the 3-bin model.

In summary, the τ -sorted 5-bin model apparently yields good approximations
of Qrad to the quasi-exact ODF case over a large height range in ’realistic’ 2D
atmospheres. The advantage over a grey radiative transfer based on the Rosseland
mean is most pronounced at large photospheric heights where spectral lines are
the dominant opacity sources.
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Figure 4.20: Horizontal profiles of Qrad for a snapshot from a 2D simulation, at
heights of 100 km (left) and 500 km (right) above τ5000 = 1.

4.3.3 The opacity binning method in the limit of a large

number of bins

While the 5-bin τ -sorting scheme shows acceptable results for computing radiative
heating rates in both 1D and 2D, one might ask whether any further improve-
ment can be achieved by increasing the number of frequency bins. Full (M)HD
simulations with more than a handful of bins are not feasible with the computing
power available today, but with increasing computational resources, this question
may become relevant in the future. In this section we study the performance of
τ -sorting and also κ-sorting in multi-bin models with increasing numbers of bins.

We first applied the τ -sorting procedure to a high-resolution 1D atmosphere with
∆z = 0.5 km, which was interpolated from the reference stratification used in
the previous sections. Fig. 4.21 shows (Q − QODF)/%cV T , i.e. the error in Q
divided by the internal energy density of the gas, which gives the rate by which
the internal energy is modified by the error in Q. The 5-bin solution uses the
parameters specified above, while for larger numbers of bins the optical depth-
levels separating the bins are spread evenly on the log τ5000-scale across the upper
part of the atmosphere, τ5000 < 1. The 5-bin solution gives the best result
for z ≈ 200 km − 600 km, while the error increases for greater heights. For
increasing numbers of bins, the solutions seem to converge towards a limiting
solution, which, however, clearly deviates from QODF. This does not come as a
surprise as the multi-bin approach, on theoretical grounds, can not be expected
to reproduce the exact solution, even in the limit of infinitely large bin numbers
(see the remark at the end of sec. 4.2.2). In Fig. 4.22, the error rate is plotted for
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Figure 4.21: Rate of change of the internal energy due deviations of Q from the
ODF reference solution as a function of height. Shown are results for τ -sorted
models with different numbers of bins.

κ-sorted bins. As the reference optical depth (on the τ5000-scale), for the opacity
spectrum κν(τref) on which sorting is based, we chose τref = 0.1 (Ludwig 1992). In
heights above 200 km, the 5-bin solution is clearly worse than the corresponding
result for the 5-bin τ -sorted model. For larger numbers of bins, a pronounced
advantage of the τ -sorted solutions is found only above 700 km.
A different picture is obtained when using τref = 0.01 (Fig. 4.23). Here, for
heights below 600 km the approximation is better than in the τ -sorted case.
Again, as for τ -sorting, the 5-bin solution gives the best overall result.

All results shown so far, the τ -sorted model as well as the two κ-sorted ones, show
a clear trend towards too strong heating in the uppermost regions (z & 700 km).
This behaviour is caused by using the Planck mean in the optically thin regime.
In the regions z & 700 km we have Jν > Bν for a large part of the spectrum,
since for the optically thin frequencies Jν is determined by radiation coming
from deeper and hotter regions around τν = 1 (see Fig. 4.24 for an example).
Consequently, Qrad ∝

∫

κν% (Jν − Bν) dν > 0, i.e. some heating results from the
absorption of the “hot” radiation. As the Planck mean tends to overestimate the
line opacities, the factor κbin% in the expression for Qrad in opacity binning models
becomes too large and the heating in the optically thin regions is overestimated.
We have seen that this effect is more pronounced for the κ-sorted models. This
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Figure 4.22: Same as Fig. 4.21, but for κ-sorting with a sorting parameter of
τref = 0.1.

may be explained by the fact that κ-sorting does not properly account for the
line opacities above τref . As a consequence, in regions above τref , opacities of
considerably varying magnitude may be collected in a given bin, resulting in a
bad representation of opacities. This is not the case when τ -sorting is used,

since here the integral
∫ z(τ=1)

0
κν% dz contributes to the sorting process. Thus, a

systematic advantage of τ -sorting over κ-sorting is found only for heights above
700 km. The quality of the 5-bin solution, both for τ -sorting and for κ-sorting,
depends on the particular choice of the bin levels, so the results shown in Figs.
4.21 and 4.23 do not necessarily imply that a small number of bins always yields
the best approximation.

As the systematic overestimation of the heating in the uppermost parts of the
atmosphere is caused by the Planck mean, it might be worthwhile to look for
a possible replacement which performs better in the optically thin regime. As
already mentioned in Sec. 4.2.2, the derivation of the Planck mean is based on the
assumption Jν ≈ Bν/2 (implying Jν−Bν ≈ −Bν/2), which is strictly correct only
for the optically thin parts of an isothermal atmosphere (the factor 1/2 accounting
for the fact that the uppermost parts of the atmosphere are only illuminated from
the hemisphere underneath). However, upon inspection of Fig.4.24, which shows
Jν and Bν for the ODF-calculation at the top of the reference atmosphere, it
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Figure 4.23: Same as Fig. 4.22, for τref = 0.01

becomes immediately clear that this relation does not even approximately hold
at great heights in the atmosphere.

In order to derive an alternative prescription for a bin average at small optical
depths, we set out from Eq. (4.29) which gives the general definition of a bin-
averaged opacity. Instead of replacing the weighting function Jν − Bν with Bν ,
one might try to obtain Jν − Bν by using the exact radiation field Jν,ODF at the
top of the atmosphere at τ = 0, which results from an ODF reference calculation
(plotted in Fig. 4.24). Two problems immediately arise:

(i) The opacity tables that result from the opacity binning approach must be
applicable to atmospheres differing from the reference stratification. The intensity
spectrum Jν,ODF(τ = 0) may be correct for the optically thin regions of the
reference atmosphere, but there is no guarantee that it is a good approximation
in the higher regions of other atmospheres. On the other hand, the τ -sorting
approach requires a reference atmosphere anyway, and there is no reason why the
properties of this particular atmosphere should affect only the frequency-sorting
procedure.

(ii) The weighting function Jν,ODF − Bν is not positive definite. Therefore,
straightforward application of the averaging procedure may lead to negative mean
opacities.

Dividing the frequency bin into those frequencies with Jν − Bν ≥ 0 and those
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with Jν −Bν < 0 , one obtains

Qbin/4π% =

∫

+

κν(Jν −Bν)dν +

∫

−

κν(Jν −Bν)dν (4.44)

= κ+

∫

+

(Jν −Bν)dν + κ−
∫

−

(Jν −Bν)dν (4.45)

with the positive-definite averages

κ+ =

∫

+
κν(Jν −Bν)dν

∫

+
(Jν −Bν)dν

(4.46)

and

κ− =

∫

−
κν(Jν −Bν)dν

∫

−
(Jν −Bν)dν

. (4.47)

If κ+ and κ− are of the same magnitude, we may define

κ =
1

2
(κ+ + κ−) (4.48)

in cases, where straightforward use of Jν,ODF−Bν as the weighting function leads
to negative results, since then

Qbin/4π% ≈
1

2
(κ+ + κ−)

∫

bin

(Jν −Bν)dν (4.49)

and the heating rate is, approximately at least, recovered.
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B
ν
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ν B

Figure 4.24: Jν from an ODF-calculation and Bν (lower curve) at the top
(z=931 km) of the reference atmosphere. At this height the atmosphere has a
temperature of 3500 K.
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Fig. 4.25 shows the results of test calculations with the averaging procedure using
Jν,ODF(τ = 0) − Bν as weighting function. A transition depth τ0 = 0.1, below
which the Rosseland mean is used, has been chosen. τ -sorting has been applied,
collecting those frequencies in the same bin which reach τν = 0.5 at the same
height level. Whenever a negative opacity-value occured, it has been replaced by
expression (4.48).

Figure 4.25: Same as Fig.4.21, for a τ -sorted model where the Planck mean has
been replaced in optically thin regions by the J −B mean described in the text.

The results shown in Fig. 4.25 indicate that the new averaging appears to work
well for calculations with 10 or more bins. Here the agreement with the ODF-
solution is excellent throughout the whole height range, including the regions
z > 700 km. The quality of the 5-bin solution, however, is not that impressive,
and while the accuracy of the 5-bin approximation depends rather sensitively
on the particular values of the bin levels, we could not achieve a significant
improvement with different choices of the bin levels. The advantage of the new
method in optically thin regions is still observable in atmospheres which differ
strongly from the reference atmosphere. Fig. 4.26 shows a horizontal cut at a
height of approx. 700 km above τ5000 = 1 through the 2D simulation snapshot
that was used in Sec. 4.3.2. The solution obtained by using the J − B mean is
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clearly closer to the reference solution for x > 400 km than the κ-sorted 5-bin
solution using the Planck-mean.

Figure 4.26: Qrad for a horizontal cut through a 2D snapshot at a height of
approx. 700 km above τ5000 = 1. For x > 400 km the J − B mean improves the
quality of the approximation.

In principle, the new opacity averaging procedure seems to be superior to the
use of the Planck-mean when a sufficiently large number of bins is used. This
is particularly true for simulations which are extended to include chromospheric
layers, since at these heights the advantage is most pronounced.7 Since 2D/3D
simulations are presently restricted to multi-bin calculations with 4 or 5 bins at
best, the merits of the new averaging procedure appear to be rather academic.
The improvement due to the modified average may, however, become relevant
in the future, when the increase of computing power makes simulations with a
larger number of bins feasible.

7In the chromosphere, the error incurred by the assumption of LTE might, however, outweigh
this effect.
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4.3.4 Error timescales

Having compared the accuracy of different opacity binning models, it is worth-
while to obtain an estimate of the importance of the errors which result from the
various approaches. In the light of the results discussed in the previous sections,
two questions seem to be of particular interest:

(i) Does the error of the grey solution make a nongrey treatment mandatory?

(ii) How severe is the systematic error at large heights (z > 600 km) introduced
by the Planck mean?

As an indicator for the severity of the error we use the time scales on which
the deviation from the reference QODF affects the temperature structure of the
atmosphere. In order to assess how important the error is, it is plausible to
compare these scales with typical dynamical time scales in the photosphere, which
give an estimate for the time span over which a volume element of the flowing
plasma is exposed to the inaccuracies of Qrad in a simulation with grey or mutli-
bin radiative transfer.

In order to isolate the effect of the error in Q, we assumed that the 1D reference
atmosphere is kept in radiative equilibrium by a time-independent source term
Qs that represents the necessary non-radiative heating or cooling, i.e.

QODF(z) + Qs(z) ≡ 0. (4.50)

Any heating or cooling is then solely caused by the error ∆Q = Qapp − QODF

introduced by the approximative treatment of the frequency dependence. Start-
ing with the unperturbed temperature stratification T0(z) for t = 0, the time
development of the temperature is assumed to be given by

∂T

∂t
(z, t) =

∆Q(z, t)

cV %
(4.51)

with ∆Q(z, t) = Qapp(z, t) − QODF (z, t = 0), allowing the temperature to relax
to a new equilibrium Teq(z) for which

∆Q(z)|eq = Qapp(z)|eq −QODF(z, t = 0) ≡ 0 (4.52)

or
Qapp(z)|eq + Qs(z) ≡ 0. (4.53)

holds.
Eq. 4.51 was solved by explicit forward integration in time. When computing
Qapp(z, t) for each timestep, the changes of p(z) and %(z) required by the con-
dition of hydrostatic equilibrium have been neglected, so our calculation can be
expected to give reasonable results only as long as the relative change in temper-
ature remains small. Fig. 4.27 shows the time development of the temperature
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stratification for the Rosseland approximation (top), the 5-bin τ -sorted model
used in Secs. 4.3.1 and 4.3.2 (middle), and a 20-bin τ -sorted model for which
the Planck mean has been replaced by the J −B mean described in the previous
section (bottom). In the grey case, a strong cooling occurs below z = 0, which
extends to deeper layers with increasing time. An even more drastic change in
temperature occurs above 500 km, where the temperature drop exceeds 103 K
after a few minutes. However, here the temperature runs out of the range, for
which the violation of hydrostatic equilibrium is tolerable.
Using the photospheric pressure scale height of about 150 km as characteristic
length scale and assuming typical flow velocities of 1 − 2 km s−1, one obtains
a dynamical time scale of the order of 102 seconds. So, the Rosseland mean
produces temperature disturbances of several hundred K on time scales that
are comparable to typical dynamical time scales. Therefore, one expects these
disturbances to have a significant effect on the temperature structure.

For the 5-bin case (middle panel), the situation is entirely different. Above z = 0
the temperature stratification settles to a new equilibrium within 30 s. The
deviation of about 60 K from the initial state however is much smaller than in
the grey case and should not have serious consequences for the physics in the
atmosphere. For z < 0, the reaction of the atmosphere is much slower, owing
to the diffusive character of radiative transfer in the optically thick regime. New
equilibrium values for the temperatures have not been reached after 4 · 103 s
simulated time and the changes in temperature that can be achieved on dynamical
timescales are negligible.

The lower panel of Fig. 4.27 shows that replacing the Planck mean with the J−B
averaging procedure further reduces the temperature disturbance for z > 0, but
considering the results for the 5-bin model, the Planck mean still seems to be an
acceptable choice. Below z = 0 the impact on the temperature is stronger but
remains smaller than 100 K within a time of 102 s.

These results of course can only serve as a rough guideline, since it is difficult
to predict their relevance in multidimensional moving atmospheres. Neverthe-
less, they indicate that the error in Qrad of a 5-bin model should have much less
severe consequences for the atmospheric dynamics than that of a grey approxi-
mation, making a multi-bin approach to the radiative transfer problem appear
very favorable.
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Figure 4.27: Change in temperature for different times after the calculations
started. The three panels refer to three different opacity binning models described
in the text. Note the different ordinate scales for each panel.



Chapter 5

Results of simulation runs

In this chapter, some results of the first full simulation runs carried out with
the newly developed code are shown. The simulations are part of a parameter
study to investigate the properties of photospheric magneto-convection and their
dependence on the average magnetic field strength. Aspects which are of interest
include the spatial redistribution of magnetic flux and the formation of inter-
mittent magnetic structures, the interference of magnetic field with convective
energy transport and its influence on the emergent intesity distribution as well
as the dynamics related to the excitation of waves. Realistic simulations of the
kind presented here also allow for a direct comparison with observations, and it is
possible to use the simulation results as a basis for spectral line and polarization
diagnostics. Such an analysis is, however, beyond the scope of this PhD project.

The basis for the results presented here are three simulation runs with average
field strengths of 200 G, 50 G, and 10 G, corresponding to a strong solar plage
region, a weak plage region, and a quiet Sun region, respectively. Except for the
strength of the initial magnetic magnetic field, B0, all simulations have the same
geometrical setup and were run with the same set of parameters. The dimensions
of the computational domain are 1400 km in the vertical direction and 6000 km in
both horizontal directions, with a resolution of 100×288×288 grid points. For the
shock-resolving diffusivity a scaling factor cshk = 1 was used. The corresponding
factor for the hyperdiffusivities was set to chyp = 0.03. In order to stabilize the
flow in the uppermost parts of the computational domain, chyp was increased in
a layer of 200 km thickness immediately below the top of the box and reaches a
maximum value of 0.2 on the upper boundary. For the magnetic diffusivity the
constant value η = 1.1 ·1011 cm2 s−1 was used. This choice of values for cshk, chyp,
and η is motivated by test runs which showed that this set of parameters keeps
the solution stable and well resolved without overresolving it.
The simulations were started as purely hydrodynamical convection (B ≡ 0) with
a plane-parallel solar model-atmosphere (Spruit 1974), extending from 800 km
below to 600 km above the level of continuum optical depth unity at 5000 Å,
as initial condition. In the initial phase, a closed lower boundary condition was
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Figure 5.1: Geometrical setup of the simulation runs. The vector B0 indi-
cates the vertical homogeneous magnetic field introduced into the hydrodynamic
convection at the beginning of the magnetic phase.

used. As soon as the onset of convection had led to sufficiently large vertical
velocities near the bottom of the box to allow for the control of mass flux to
work efficiently, the lower boundary was opened. After the convection had fully
developed and reached a statistically steady state (about one hour solar time
after the start of the simulation), a homogeneous vertical initial magnetic field of
field strength B0 was introduced.
All simulations include non-grey radiative transfer in form of a four-bin τ -sorted
opacity binning model using the hybrid opacities defined in Eq. (4.34). As already
mentioned in Sec. 4.3.1, the minimum number of frequency bins required for a
satisfactory modelling of the non-grey radiative transfer and the optimal values
for the bin-levels depend on the particular choice of the atmosphere as well as on
the vertical extent of the region above τ5000 = 1 to be covered. Test calculations
based on the initial plane-parallel atmosphere of the simulations suggested that
a good approximation over the whole height range is obtained by using four bins
with the bin levels on the log τ5000 scale given by −0.5, −1.5, and −2.5.

In Sec. 5.1 the properties of the “Plage”-run with B0 = 200 G are discussed.
Special emphasis is placed on morphology, time development, and on the influ-
ence of magnetic fields on the emergent intensity. Sec. 5.2 briefly describes the
simulations with B0 = 10 G and 50 G. In Sec. 5.3 we discuss some consequences
of the non-grey radiative transfer for the simulation results.
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5.1 “Plage” run with B0 = 200 G

5.1.1 Morphology and statistical properties

In this subsection the time evolution and the morphology of the simulation with
a horizontally averaged vertical field of 200 G are described and some statistical
properties are discussed.
Within a few minutes (approximately one turnover time of the convection) af-
ter the magnetic field has been introduced, the convective motions transport
most of the magnetic flux into the intergranular downflow regions. During this
initial phase the magnetic field forms a network structure with maximum field
strengths around 2000 G a height of z = 0.1 The time series shown in Fig. 5.2,
which covers the first three minutes of the magnetic phase, illustrates this pro-
cess of flux expulsion and field concentration. The magnetic network is organized
on a “mesoscale”, which typically comprises 4-6 granules. As the simulation de-
velops in time, this mesoscale-network turns out to be long-lived with a typical
timescale of hours in contrast to the granule lifetime of approximately 10 min.
The occurence of a mesoscale structure, the origin of which is not yet fully un-
derstood, is a common and robust feature of many convection simulations. It is
observed in both idealized and realistic cases and seems to be largely unaffected
by the details of such simulations (see e.g. Cattaneo et al. 2001). A compari-
son of the mesoscale structures in our simulations with observational indications
for meso-granulation is, however, problematic since the horizontal extent of the
computational domain is not significantly larger than the mesoscale.

Fig. 5.3 shows a map of the frequency-integrated emergent intensity (brightness)
together with horizontal slices of temperature, vertical magnetic field, and verti-
cal velocity at z = 0 for a snapshot taken after about two hours of simulated solar
time after the start of the magnetic phase. The magnetic field forms elongated,
sheet-like structures that extend along intergranular lanes as well as larger struc-
tures, comparable to small pores (“micropores”) on the sun, which are located
at vertices where several downflow lanes merge and reach a size of up to 1000
km. The micropores appear dark in the intensity picture, while smaller struc-
tures are usually brighter than the non-magnetic downflow lanes, their brightness
occasionally exceeding the brightness of granules. A large part of the simulated
area shows “abnormal” granulation (Dunn & Zirker 1973) with reduced granule
sizes compared to the “normal” granules in the upper right corner of the intensity
map. The small pores are far from homogeneous; they show considerable small
scale intensity fluctuations which are related to localized upflows in regions of re-

1While z = 0 corresponds to the τ5000 = 1 level of the plane-parallel atmosphere used as
initial condition for the simulation, the average τ5000 = 1 level of the fully developed convection
in its statistically steady state is shifted upwards by approximately 80-100 km. This effect is
typical for HD/MHD simulations of convection and is a result of the turbulent pressure of the
convective flows (see e.g. Stein & Nordlund 1998).
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duced field strength. While the overall shape of the magnetic mesoscale network
is stable, the magnetic features show a strong time dependence on small scales
as magnetic flux is incessantly redistributed within the network. Consequently,
the typical lifetime of the micropores is smaller than the timescale associated to
the mesogranular length-scale and is comparable to the granule lifetime. The
magnetic network itself is embedded in the network of granular downflows.
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Figure 5.2: Time series of the vertical magnetic field at z = 0, covering the
first three minutes of the magnetic phase. After roughly one turnover time the
magnetic flux is swept into the downflow regions and forms a slowly evolving
“mesoscale” network of concentrated magnetic structures.
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Figure 5.3: Map of frequency-integrated intensity (radiance, lower right) and
horizontal cuts at the the average geometrical height corresponding to optical
depth unity of (clockwise from bottom left) temperature, vertical magnetic field
and vertical velocity. The “mesoscale” network of magnetic field structures is em-
bedded in the network of granular downflows. Larger field concentrations appear
dark, while the brightness of small magnetic structures occasionally exceeds the
brightness of granules. Most of the domain exhibits “abnormal” granulation with
small granules (compared to the “normal” granules in the upper right corner).



5.1. “PLAGE” RUN WITH B0 = 200 G 81

While convective motions are effectively supressed inside strong field features,
downflows occur at their edges. Basically, this confirms the result of earlier
MHD simulations (e.g. Deinzer et al. 1984a,b, Knölker et al. 1991), that influx
radiation into a magnetic element drives a baroclinic flow in form of a strong
downflow jet at its edge; it is also consistent with the observational finding that
observed Stokes-V profiles in plage regions show a distinct area asymmetry in
combination with a negligible redshift of the zero-crossing wavelength, a fact
which can be understood in terms of non-magnetic downflows adjacent to static
magnetic fields (Solanki 1989, Grossmann-Doerth et al. 1989, Sigwarth et al.
1999).

Fig. 5.4 shows some statistical properties of the simulation run. As the dataset for
the statistics, a series of statistically independent snapshots (i.e. with a temporal
cadence exceeding the granule lifetime) was used. A horizontal slice consisting of
8 grid layers (corresponding to a thickness of 112 km), which includes the average
τ5000 = 1 level, served as the basis for the analysis.

The probability distribution function (PDF) for the magnetic field, signed with
the orientation of its vertical component is shown in the upper left panel. There
appears to be a superposition of two components. Most of the volume considered
is occupied by weak field, the probability density dropping off approximately ex-
ponentially with increasing field strength. The distribution reveals a pronounced
local minimum at B = 0, indicating that magnetic fields, albeit mostly weak,
permeate the whole volume, and field free regions are apparently avoided. Su-
perimposed on this exponential distribution is a Gaussian “bulge” (the high field
strength wing showing the characteristic parabolic shape on a logarithmic scale)
with a maximum around 1500 G, which reflects the sheet- and pore-like structures
in the network of concentrated magnetic field.
The correlation diagram (joint PDF) of magnetic field strength and inclination
angle of the field vector with respect to the horizontal plane given in the upper
right panel shows that most of the strong field above the kilogauss level is vertical
and upward directed (which is the orientation of the homogeneous initial field),
presumably as the result of buoyancy forces acting on the partially evacuated
magnetic structures. The inclination angle of weak fields is much more evenly
distributed. With decreasing field strength a slight preference for upward directed
fields is observed.
The joint PDF of vertical magnetic field and flow velocity multiplied with the
sign of its vertical component in the lower left panel (positive velocities corre-
spond to upflows) shows the effect of strong fields on the fluid motions: while
flow velocities up to 8 km s−1 can be found in weak field regions, the amplitudes
of fluid motions are reduced in magnetic structures with field strengths above
1000 G. Fluid motions are not completely supressed, however, since the predom-
inantly vertical fields leave vertical fluid motions largely unaffected. Downflows
are preferred inside strong field features.
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The lower right panel of Fig. 5.4 shows the joint PDF of the inclination angles
of magnetic field vector and flow vector with respect to the horizontal plane.
The pronounced diagonal lobe indicates that in most of the volume considered
flow field and magnetic field are more or less aligned. In addition to this com-
ponent, one observes a strong correlation of (strong) vertical magnetic field with
downflows.

While we have so far dealt with the properties of the simulation near the visible
surface, Figs. 5.5 and 5.6 give an impression of the height dependence of the
magnetic field and the vertical velocities, respectively.
Fig. 5.5 shows horizontal slices of Bz at four geometrical height levels. With in-
creasing depth, the network of magnetic field fragments and more isolated struc-
tures with high field strength (up to 4000 G in the deep layers close to the lower
boundary of the simulation box) form. On the other hand, the outline of the
meso-scale network is still recognizable even in the deeper regions. The horizon-
tal location of strong field concentrations with field strengths above 2000 G at
z = 0 varies only slightly with depth, which indicates that such structures are pre-
dominantly vertical. In the upper part of the computational domain (z > 0), the
field structures expand horizontally and the field strength drops below kilogauss
values as the external gas pressure decreases.
Fig. 5.6 shows that, similar to the magnetic field distribution, the the network
of downflow lanes becomes fragmented with increasing depth. As a comparison
with the downflow structure in the deep layers of pure hydrodynamic convection
reveals, the presence of the magnetic field has a stabilizing effect on the downflows,
and their tendency to merge into a few strong downdrafts is reduced. Fig. 5.7
shows maps of the vertical velocity at the bottom of the box, for the 200-G run
(left) and for a snapshot of the hydrodynamic phase with B = 0 (right). In
the nonmagnetic case, the area of connected upflow regions is on average larger
and the downdrafts are stronger (for the snapshot shown, they reach a maximum
velocity of 10.0 km s−1 compared with 7.2 km s−1 for the 200-G case).
In the layers above z = 0, vertical velocities are strongly reduced (see top left
panel of Fig. 5.6). The atmosphere above τ = 1 is stably stratified and vertical
velocities are thus decelerated by buoyancy forces.
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Figure 5.4: Statistical properties of a layer of 112 km thickness around con-
tinuum optical depth unity. Upper left: probability distribution (PDF) of the
field strength, signed with the vertical orientation of the field vector. Upper
right: joint PDF of field strength and the inclination angle of B with respect
to the horizontal, theta(B). Lower left: joint PDF of flow velocity, multiplied
with the sign of its vertical component (upflows are positive), and field strength.
Lower right: joint PDF of the inclination angles of the flow, theta(v), and of the
magnetic field, theta(B). The grey-scaling indicates the probability density on a
logarithmic scale.
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Figure 5.5: Horizontal cuts of vertical magnetic field at four different height
levels (z increases in the upward direction). With increasing depth the mag-
netic network becomes increasingly fragmented and the flux is concentrated in
more isolated structures of high field strength. The mesoscale pattern persists
throughout the complete height range.



5.1. “PLAGE” RUN WITH B0 = 200 G 85

z=300 km

0 1 2 3 4 5 6
[Mm]

0

1

2

3

4

5

6

[M
m

]

z=0 km

0 1 2 3 4 5 6
[Mm]

0

1

2

3

4

5

6

[M
m

]

z=-300 km

0 1 2 3 4 5 6
[Mm]

0

1

2

3

4

5

6

[M
m

]

z=-600 km

0 1 2 3 4 5 6
[Mm]

0

1

2

3

4

5

6

[M
m

]

Figure 5.6: Horizontal cuts of vertical velocity at four different height levels.
With increasing depth the downflow lanes tend to fragment into more isolated
downdrafts. On the whole, however, the meso-scale downflow network can be
identified over the complete height range of the computational domain.
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Figure 5.7: Vertical velocity at the bottom of the box (z = −800 km), for the
200-G run (left panel) and purely hydrodynamic convection without magnetic
field (right panel). In the non-magnetic case, downdrafts are stronger and more
isolated, and on average the area of connected updrift-regions is larger.

In the upper parts of the computational domain, the structure of horizontal flows
undergoes a characteristic change with height. This is illustrated by Fig. 5.8,
which shows horizontally averaged (root-mean-square) velocities of horizontal
flows (left panel) and horizontal rms temperature fluctuations (right panel) as a
function of height, in strong-field and weak-field regions, respectively: As the left
panel shows, horizontal flows are stronger outside magnetic field concentrations
than inside below z = 400 km, and reach a maximum around z = 200 km where
the granular upflows turn over and converge horizontally towards the downflow
lanes. Above z = 400 km a different picture is obtained: the rms horizontal veloc-
ity inside magnetic structures increases with height, while the velocities outside
decrease significantly. As a result, horizontal flows have larger amplitudes in-
side magnetic fields. Above z = 500 km these flows are accompanied by strong
temperature fluctuations (Fig. 5.8, right panel), which clearly exceed the fluctua-
tions outside magnetic fields. Fig. 5.9 shows horizontal cuts at z = 540 km of an
exemplary snapshot. Strong, predominantly vortical flows inside magnetic field
concentrations with maximum velocities up to 10 km s−1 are closely correlated
to temperature fluctuations. The fact that these fluctutations are also correlated
to density fluctuations suggests that they are caused by adiabatic expansion and
compression of the plasma due to the vortical flows. This appears plausible since
the radiative energy exchange rates are very small at this height (the atmosphere
being almost transparent) and the gas is expected to behave almost adiabatically.
As the example shown in Fig. 5.10 illustrates, one observes a correlation between
flows inside magnetic structures at large heights and converging granular flows
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Figure 5.8: Left panel: rms horizontal velocity in regions of strong and weak
magnetic field as function of height. A height-independent threshold value of
250 G was chosen. Right panel: rms temperature fluctuations inside and outside
strong field regions.

immediately outside magnetic structures at deeper levels around τ5000 = 1. The
anticlockwise whirl flow at z = 540 km (upper panel) corresponds to a net circu-
lation of granular flows around the magnetic element with the same orientation
at z = 100 km (lower panel). It is conceivable that the shear due to such sur-
rounding flows excites torsional Alfvén waves which propagate upward along field
concentrations. With the reflecting boundary conditions presently used, however,
we cannot expect to realistically describe the behaviour of these waves near the
top of box. Therefore, a thorough analysis of the excitation mechanism and an
assessment of its relevance for vertical energy transport into the upper parts of
the solar atmosphere requires simulations with a more realistic upper boundary
condition. Such simulations can be carried out with future versions of the code,
which will include a transmitting upper boundary.
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Figure 5.9: Upper panel:
vertical magnetic field
(color-coded) with super-
imposed horizontal velocity
field for a horizontal slice
near the top of the box
(z = 540 km). Only a
part of the computational
domain is shown. Middle
panel: the same region with
color-coded temperature.
Lower panel: color-coded
density. In the upper
parts of the simulation
box, strong horizontal
whirl-flows with maxi-
mum amplitudes around
10 km s−1 occur inside mag-
netic field structures. They
are accompanied by strong
temperature fluctuations.
These fluctuations are cor-
related with fluctuations
of density, suggesting that
they are caused by adiabatic
expansion and compression.
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Figure 5.10:

Detailed view
of the flow and
magnetic struc-
ture of a flux
concentration.
Upper panel:
velocity field
and color-coded
vertical mag-
netic field at
z = 540 km.
Lower panel: the
same at z = 100
km.
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Figure 5.11: Left: Intensity map. Magnetic structures with |B| > 500 G
and above-average intensity are colored. Right: colored map of magnetic field
strength at z = 0. The brightest magnetic structures are preferentially associated
with strong fields around 2000 G.

5.1.2 Relation between magnetic field strength and emer-

gent intensity

It is a well established observational fact that the brigthness of magnetic struc-
tures in the photosphere strongly depends on their size. While small field concen-
trations appear as bright points in intensity pictures, larger structures like pores
and sunspots appear dark as a result of the reduced convective energy transport
in their interior (see e.g. Zwaan 1987 for an overview of the hierarchy of magnetic
elements). While the relation between brightness and magnetic field of small pho-
tospheric elements has been extensively studied theoretically in two-dimensional
MHD simulations (e.g. Deinzer et al. 1984a,b, Steiner et al. 1998, Grossmann-
Doerth et al. 1998), the simulation discussed here also includes the transition to
the regime of darker pore-like structures with diameters of the order of 1000 km.

The intensity maps and diagrams shown in this chapter are based on the radi-
ation intensity which is obtained as a result of the non-grey radiative transfer
calculations and represents an approximate frequency-integrated (“bolometric”)
intensity. While the corresponding intensity maps are not directly comparable to
observations, they should be reasonably close to broad-band images in the visual
part of the spectrum, where most of the energy of the emergent radiation resides.

Fig. 5.11 shows colored maps of emergent intensity and vertical magnetic field for
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an exemplary snapshot. The brightest magnetic structures are typically found
in regions of high field strength of the order of 2000 G at z = 0. However,
not all strong-field features stand out as particularly bright; larger structures
with extended regions of magnetic fields above 1000 G tend to appear darker
than average. This impression is confirmed quantitatively by Fig. 5.12. The
left panel shows the correlation diagram (joint PDF) of magnetic field strength
at z = 0 against emergent intensity, based on simulation data of approximately
one hour simulated time. While a large part of the magnetic regions has an
intensity below the average value, the largest field strengths show a trend to-
wards increased brightness, with maximum intensities exceeding those of bright
nonmagnetic regions (i.e., granules). The right panel shows the probability dis-
tribution of magnetic field strength in bright (solid line) and dark (dashed line)
magnetic regions, both curves being separately normalized to unity. While the
fields with below-average brightness have rather a flat distribution up to fields
of 1500 G, the distribution for the bright features shows a steep increase with
increasing field strength and reaches a pronounced maximum at 1700 G.

In the remaining part of this section, the connection between magnetic field and
emergent intensity is illustrated in more detail, considering as examples a bright
magnetic sheet and a dark micropore.

I > <I>
I < <I>

Figure 5.12: Left: Correlation diagram (joint PDF) between magnetic field
strength and brightness. The grey-shading indicates the probability density on
a logarithmic scale (spaced apart by 0.5 on the log10-scale). Right: Probability
distribution functions of the magnetic field strength inside the magnetic network
(|Bz| > 500 G), for regions brighter and darker than average, respectively.



92 CHAPTER 5. RESULTS OF SIMULATION RUNS

Vertical cut through a sheet-like structure

Fig. 5.13 shows magnetic field and intensity maps of a typical bright, elongated
magnetic structure embedded in a dark downflow lane. The red line marks the
position of the vertical cut through this structure shown in Fig. 5.14. As the
upper left panel of Fig. 5.14 illustrates, the partial evacuation of the magnetic
structure leads to a depression of the visible surface inside the sheet (the yellow
line, indicating the level τRoss = 1). This results in radiation flowing in from
the hot neighbouring granules through the sidewalls, heating up the interior of
the sheet. While the net radiative heating inside the sheet is small (see the up-
per left panel), indicating an approximately steady state, the component of the
heating rate due to horizontal energy exchange in the direction along the red
line, Qhor = −∂x(Frad)x (x is the horizontal coordinate along the cut), reveals a
significant heating of the sheet, which is strongest in a layer of roughly 100 km
thickness immediately underneath the visible surface. As the lower right panel
shows, the sheet approximately maintains radiative equilibrium by vertical cool-
ing, Qvert = −∂z(Frad)z, i.e., the energy coming in horizontally is radiated in
the upward direction. This example confirms the basic mechanism for brightness
enhancement that was already found in earlier, more simplified models of pho-
tospheric magnetic elements (e.g. Deinzer et al. 1984a,b, Knölker et al. 1988)
and demonstrates that results of idealized, two-dimensional models are indeed
relevant for the explanation of some aspects of three-dimensional magnetocon-
vection.

Figure 5.13: Vertical field strength at z = 0 (left) and intensity map (right)
for a sheet-like magnetic structure. The red line indicates the position of the cut
shown in Fig. 5.14.

Fig. 5.15 illustrates how the differences in temperatur e structure inside the
magnetic element and in the surrounding downflows lead to intensity variations.
Shown are vertical profiles of the frequency-integrated Planck function σT 4/π
for the intensity maximum inside the sheet at x = 520 km and for the adjacent
dark lane at x = 630 km (see Fig. 5.16, upper panel, for the intensity profile
along the cut). As a result of radiative heating, the temperature gradient is
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flatter and temperatures are higher around τRoss = 1 inside the sheet. As the
diagram shows, the optical depth range which shows the strongest temperature
excess in the interior coincides with the maximum of the contribution function
for the emergent intensity,2 resulting in a pronounced intensity contrast between
the sheet and its immeditate surroundings.

Another heating mechanism is Joule dissipation near the edges of the magnetic
sheet, where the gradients in field strength are large. In the photosphere, this
effect is expected to be small compared to the radiative heat influx because of the
high electric conductivity. Since the value of the conductivity in this simulation
is unrealistically low (which is an inevitable consequence of the limited spatial
resolution), Joule heating tends to be overestimated. The lower panel of Fig.
5.16 shows joule and lateral radiative heating across the sheet at z = −80 km,
where the latter is most pronounced. Obviously, the radiative effect dominates
over Joule dissipation, which indicates that the effects of limited grid resolution
do not seriously affect the temperature structure obtained from the simulation.

2Strictly, in the non-grey simulations the calculated emergent intensity is the sum of the
contributions from the different opacity bins, each with a contribution function localized around
τbin = 1. However, since the contribution of the continuum dominates, the depth level τRoss = 1
is relevant for the total radiance.
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Figure 5.14: Vertical cut through the sheet-like magnetic structure shown in
Fig. 5.13. Top left: color-coded temperature and radiative flux vectors; the yel-
low line indicates the level τRoss = 1. Top right: radiative heating rate, Qrad.
Bottom left: horizontal radiative energy exchange. Bottom right: vertical radia-
tive energy exchange.
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Figure 5.15: Solid
line: Vertical profile of
the frequency-integrated
Planck function (on the
log τRoss scale) for the
dark lane (x = 630 km
in Figs. 5.13 - 5.16) next
to the magnetic sheet.
Dashed line: same for the
intensity maximum inside
the sheet at x = 520 km.
The dotted line shows the
contribution function for
the vertically emergent
intensity in arbitrary
units.

Figure 5.16: Radia-
tive properties of the
magnetic sheet shown
in Fig. 5.13. Up-
per panel: Emergent
intensity along the cut
marked in Fig. 5.13.
Lower panel: The solid
line shows along the
same cut the heating
rate due to horizon-
tal influx of radiation
energy into the sheet,
Qhor, at a depth of
80 km below z =
0. The dashed line
shows the joule heat-
ing occuring at the
sheet boundaries at
the same depth.
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Figure 5.17: Time series of vertical magnetic field (left), intensity (middle),
and vertical velocity (right) during the formation of a micropore. An initially
bright, small granule is squeezed out of existence by its neighbours. As it shrinks,
the magnetic field surrounding it forms a small pore which appears dark in the
intensity picture.
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Formation of a micropore

Fig. 5.17 illustrates the formation process of a micropore. At the beginning of
the time sequence shown, a small granule is surrounded by magnetic field, which
is embedded in a complex structure of downflows and forms a ring around the
granule. Subsequently, the initially bright granule is squeezed out of existence by
its neighbours; the surrounding magnetic flux converges to form a dark micropore
with a diameter of approximately 1000 km. In its interior, vertical motions
are strongly reduced, which implies that convective energy transport is almost
completely supressed. The micropore is, however, punctuated by small, hot, non-
magnetic upwellings, which penetrate it from below, carrying hot plasma to the
surface. While the shape of the micropore changes continuously, it more or less
retains its position. Roughly 15 minutes after the end of the sequence shown, most
of the magnetic flux of the micropore has been carried away into the magnetic
network and the pore has dissolved. Apparently, the size of the micropores which
are formed in this simulation is too small to structure the convective flow around
them in a way that would stabilize them and extend their lifetime beyond about
1-2 convective turnover times.
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Figure 5.18: Vertical
field strength at z =
0 (left) and intensity
map (right) of a micro-
pore. The red line in-
dicates the position of
the cut shown in Fig.
5.19

More insight into the internal structure of the pore and the relation between
magnetic field strength and intensity can be gained from Fig. 5.19, which shows
a vertical cut across the pore at t=48 min along the red line shown in Fig. 5.18. As
the magnetic field plot (second from top in Fig. 5.19) indicates, the distribution
of the field strength within the micropore is quite inhomogeneous. Variations in
magnetic field strength on a given geometrical height level are accompanied by
variations in gas pressure that keep the total pressure approximately constant. As
a result, regions of reduced field strength have higher density, which in turn raises
the level of optical depth unity relative to the neighbouring stronger fields. These
variations in the height of the τ = 1 level translate into intensity fluctuations
along the horizontal coordinate of the cut ( Fig. 5.19, top panel). The intensity
minimum at x = 1.2 Mm corresponds to a region with relatively weak field
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Figure 5.19: Ver-
tical cut through a
micropore. From
top to bottom:
Emergent radiation
intensity along the
horizontal coordi-
nate; color-coded
vertical magnetic
field strength with
superimposed
iso-density lines
(dotted); color-
coded temperature;
color coded radia-
tive heating rate
with superimposed
vectors of the ra-
diative energy flux,
projected onto the
vertical plane; in
the lower three
panels, the solid
line marks the level
τRoss = 1.
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around 1200 G at τRoss = 1. Accordingly, the τRoss = 1 level is located at
lower temperatures compared with the adjacent regions of high field strength
around 2000 G, making it appear darker. At x = 0.9 Mm, the remnant of the
bright granule that shrunk during the formation process appears as hot, weakly
magnetized region inside the pore, extending from the bottom to the visible
surface. The intensity maximum at x = 0.95 Mm coincides with its upper right
edge where hot gas has risen close to the surface. As the bottom panel shows,
this hot plume is strongly cooling there, emitting radiative energy both upwards
and horizontally. In the strong field regions, the net radiative heating rate is close
to zero and no conversion from convective to radiative energy flux takes place.
The radiative flux vectors in the bottom panel of Fig. 5.19 indicate that almost
all the radiative energy leaving the strong-field regions in the upward direction
is provided by its hot, non-magnetic surroundings by means of lateral heating.
In comparison with smaller, sheet-like structures, the micropore appears darker
since the energy which is supplied by the hot walls is radiated upwards over
a larger area, while the lateral energy input only scales as the diameter of the
structure.

Figure 5.20: Correlation
diagram between magnetic
field and emergent inten-
sity in the micropore shown
in Fig. 5.17, based on a 10-
minute time interval start-
ing at t = 48 min.

Fig. 5.20 shows the correlation between intensity and magnetic field at z = 0
for the micropore, averaged over a ten-minute period after it has formed at t =
48 min. The smallest intensity values are obtained for field strengths between
1000 and 1200 G. For higher field strengths, the minimum intensity increases
systematically. The pronounced high-intensity “tail” of the distribution at B ≈
2000 G is a result of bright, thin filaments, which extend from the edges of the
pore and are included in the area on which the joint PDF is based. Altogether,
the diagram corroborates the impression gained from the cross section of Fig.
5.19, namely that the darkest parts of the pore correspond to intermediate field
strengths, while the strongest field concentrations, radiating at deeper, hotter
layers, are brighter.
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5.2 Simulation runs with B0 = 10 G and 50 G

In comparison with the 200-G run, the “network run” with an average field of
10 G (see Fig. 5.21 for horizontal slices) forms smaller, more isolated magnetic
structures. The total magnetic flux of this run is not sufficient to form a coherent
magnetic network at z = 0, although the more elongated thin structures along the
intergranular lanes still outline parts of a “mesoscale” network. On the whole,
however, the magnetic field is too weak and localized to seriously inhibit the
convective motions, and, in contrast to the 200-G run, abnormal granulation
with reduced granule sizes is not observed. Small, intense magnetic structures
with field strengths up to 1500 G at z = 0 are found at downflow vertices and
appear as bright dots in the intensity picture. Larger, dark pore-like structures
are not formed. Accordingly, the joint PDF of magnetic field and intensity (Fig.
5.22) shows a clear trend towards higher brightness with increasing field strength.
The temporally averaged rms intensity contrast is approximately 18 percent and
exceeds the contrast of the 200-G run (15 percent). This difference in contrast is
mainly caused by the brightness enhancement within the magnetic network of the
200-G run, which lifts the brightness of a considerable part of the area between
granules above the intensity level of the dark non-magnetic downflow lanes of the
10-G run. The lifetime of strong flux concentrations with field strengths around
1500 G varies between 30 and 200 seconds. A precise definition of the lifetime
is, however, difficult since the magnetic flux is permanently redistributed, with
strong, isolated features and weaker, elongated structures being continuously
transformed into each other.

Fig. 5.23 shows horizontal slices of the vertical magnetic field at four different
geometrical height levels. Similar to the 200-G run, the magnetic field undergoes
some fragmentation into irregular small-scale structure. Strong field concentra-
tions remain identifiable throughout the whole height range of the computational
domain and have the form of predominantly vertical flux tubes.

The simulation run with an inital magnetic field of 50 G shown in Fig. 5.24
shares several properties with both of the simulation runs already discussed. As
in the 10 G case, no coherent magnetic network at z = 0 is formed, and the
largest magnetic structures with diameters around 500-700 km are too small to
appear as dark features in intensity maps. The maximum field strength at z = 0
is around 2200 G, as in the 200-G run. The intensity picture appears to be more
irregular than for the 10-G run and a trend towards reduced granule sizes can be
observed.

Fig. 5.25 shows the probability distribution functions for all three simulation
runs. The PDF for the 10-G run is mainly a stretched exponential with an ex-
tended wing of the dominant polarity, which reflects the magnetic structures in
the kilogauss range. The shape of a stretched exponential is reminiscent of the
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Figure 5.21: Map of frequency-integrated intensity (lower right) and horizontal
cuts at the the average geometrical height corresponding to optical depth unity
of (clockwise from bottom left) temperature, vertical magnetic field and vertical
velocity for the run with an average vertical field strength of 10 G.
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Figure 5.22: Correlation dia-
gram of emergent intensity and
magnetic field strength at z = 0
for the simulation run with an av-
erage vertical field of 10 G. The
intensity systematically increases
with field strength, reflecting the
absence of particularly dark flux
concentrations.

distribution obtained by Emonet & Cattaneo (2001) for a zero mean field (dy-
namo) simulation of magneto-convection in the (incompressible) Boussinesq ap-
proximation and is apparently a robust feature of weak-field magneto-convective
simulations. It is indicative of high intermittency of the magnetic field, i.e. the
probability of very strong and very weak fields is higher than if the field were dis-
tributed by a random process with a Gaussian probability distribution function.

In the plage runs the wing of positive (dominant) polarity grows and shows a
pronounced local maximum for the 200-G case. For the 50-G run, the wing
corresponding to the opposite polarity also is a stretched exponential, while it
becomes a pure exponential in the 200-G run. Possibly, the interaction between
convective motions and the Gaussian hump of strong fields creates a negative-
polarity components which is superimposed on the stretched exponential. The
different shapes of the weak- and strong-field components suggest that the inten-
sification of the initial field and the generation of weak fields are the result of
different processes.
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Figure 5.23: Horizontal cuts of vertical magnetic field at four different height
levels for the 10-G run. The isolated magnetic field concentrations visible at
z = 0 approximately maintain their horizontal positions throughout the whole
depth of the computational box.
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Figure 5.24: Map of frequency-integrated intensity (lower right) and horizontal
cuts at the the average geometrical height corresponding to optical depth unity
of (clockwise from bottom left) temperature, vertical magnetic field and vertical
velocity for the run with an average field strength of 50 G.
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Figure 5.25: Probability distribution functions for the magnetic field, for all
three magnetoconvection runs. Top left: 10-G run; Top right: 50-G run; Bottom
left: 200-G run.
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5.3 Effects of non-grey radiative transfer

Since a large part of the total computational resources required by the simula-
tion code is consumed by the calculation of the non-grey radiative heating rate
(roughly 80 percent of the total computing time is spent in the radiative transfer
routines), it seems worthwhile to assess the significance of the non-grey treatment
for the simulation results. For this purpose, this section discusses some differ-
ences between grey and non-grey simulation results. The comparison is based on
the 200-G case which was simulated once using the four-bin model (the results of
which have been presented in Sec. 5.1) and once using a grey radiative transfer
with the Rosseland mean opacity All other simulation parameters are identical.

When comparing the two simulations, it turns out that the morphology and
time evolution of the magnetic field and the granular pattern are very similar in
both runs. This is plausible since the structure of the magnetic field is mainly
determined by its interaction with the convective flows in the layers around and
below the surface (z . 0), where the differences between the two radiative transfer
models are marginal. In both cases the radiative cooling at the surface level
around z = 0 acts in similar ways as the main driver of convection, resulting in
similar convective flow fields.

grey

4 bins

Figure 5.26: Left panel: Average vertical temperature profiles for the 200-G
simulation runs with grey and four-bin radiative transfer, respectively. Right
panel: temperature profiles of plane-parallel solar model atmospheres obtained
from the ATLAS9 code, using Rosseland opacities and Opacity Distribution Func-
tions, respectively.

Significant differences are expected to occur in the upper part of the computa-
tional domain above τRoss = 1, where the frequency bins corresponding to line
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opacities contribute strongly to the total radiative heating rate. As mentioned in
Chapter 4, the essential non-grey effects in plane-parallel model atmospheres are
the “line-cooling” and “backwarming” effects. Fig. 5.26 (left panel) shows the
horizontally averaged temperature profiles of the grey and non-grey simulation
runs, with the corresponding profiles from ATLAS9 plane-parallel atmospheres
(right panel) for comparison. The simulations show the same qualitative differ-
ence due to the non-grey treatment as the 1D models, the transition from back-
warming to line-cooling occuring in both cases at the height level corresponding
to p = 104 dyn cm−2. However, in the uppermost 4-5 grid layers of the simulation
box (lying outside the height range covered in Fig. 5.26) the tempertature profile
of the grey run does not remain constant as in the corresponding 1D model, but
drops to a temperature of 4300 K at the top of the box. This is probably caused
by the rather unrealistic closed upper boundary condition, since adiabatic expan-
sion and compression of the gas occuring near the boundary can be expected to
have a strong influence on the temperature structure there.
As Fig. 5.27 shows, the non-grey treatment strongly affects the temperature
fluctuations in the upper parts of the computational domain. For the grey case,
the rms temperature fluctuations on a given geometrical height level increase
significantly with height above z = 300 km; in magnetic flux concentrations
(right panel) the effect is more pronounced than in less magnetized regions (left
panel). The fluctuations of the non-grey case remain more or less constant for
z ≥ 300 km, with a slight increase in more strongly magnetized regions above
z = 500 km. Fig. 5.28 shows the temperature distributions of both simulation
runs at a height of 400 km above z = 0, in weak-field (left panel) and strong-field
(right panel) regions, respectively. The difference between the two models can be
explained by the fact that the Rosseland approximation underestimates the effect
of line opacities, resulting in radiative energy exchange rates which are much too
small in the optically thin parts of the photosphere. On the other hand, the
opacity binning yields a much more adequate representation of line opacities. In
this case, radiation field and plasma are much more strongly coupled in the upper
parts of the simulation box and radiative energy exchange smoothes temperature
fluctuations more efficiently. The stronger fluctuations in the grey case inside
magnetic flux concentrations are a result of the partial evacuation which further
reduces the radiative energy exchange. The increase of temperature fluctuations
above z = 500 km for the non-grey simulation run (right panel of Fig. 5.27) could
be related to the strong vortical flows occuring inside magnetic structures at that
height, which were discussed in Sec. 5.1.1. On the other hand, the τ = 1 level of
the highest opacity bin – which is located near the top of the box in non-magnetic
regions – is significantly depressed inside magnetic flux concentrations. Therefore,
those strong lines, which reach τ = 1 in the partly evacuated magnetic regions
near the top boundary, might not be well represented by the four-bin model. For
this reason, it tends to underestimate the radiative energy exchange there, which
in turn may explain the increase of temperature fluctuations.
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Figure 5.27: Vertical profiles of horizontal temperature fluctuations for the grey
and non-grey simulation runs for the height range above z = 0. Left: fluctuations
in weak-field regions with |B| < 250 G; Right: same in strong-field regions with
|B| > 250 G. The non-grey radiative energy exchange strongly reduces temper-
ature fluctuations in the upper layers of the computational domain, particularly
so in regions of strong magnetic field.

grey

4 bins

grey

4 bins

Figure 5.28: Temperature distribution (PDF) at a height of 400 km above
z = 0. Left: distribution in weak-field regions with |B| < 250 G; Right: same in
strong-field regions with |B| > 250 G.
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It is plausible that the choice of the radiative transfer model affects the appear-
ance of the simulated structure in intensity pictures. The average rms intensity
contrast of the four-bin simulation is reduced to 15 percent compared to the
value of 18 percent for the grey run. As the comparison of radiance maps in Fig.
5.29 suggests, the lower contrast is mainly the result of a reduced brightness of
granules.3 Since the intensities of the bright magnetic structures are largely un-
affected, these features gain in contrast relative to the non-magnetic regions and
thus stand out much more clearly against the granular pattern. This impression
from a single snapshot is corroborated by Fig. 5.30, which shows the correla-
tion diagrams of intensity versus magnetic field strength at z = 0 for both runs,
each based on one hour of simulated solar time. Owing to the smaller intensity
variations in the weak-field part of the non-grey distribution (right panel), the
brightest magnetic features with field strengths around 2000 G are brighter than
the granules, while this is not true in the grey case.

Figure 5.29: Maps of frequency-integrated intensity for the grey (left) and non-
grey (right) simulation runs, using the same greyscale table for both pictures. In
the non-grey case granules are darker and the overall contrast is reduced. As a
result, bright magnetic features stand out more prominently.

The finding that the effect of non-grey radiative transfer on the intensity of gran-
ules is stronger that its effect on magnetic elements can be understood in terms
of the respective temperatures, at which the gas radiates. Fig. 5.31 shows a

3While the non-grey intensity map of vertical rays is clearly darker, this does not necessarily
imply that less energy is radiated away at the top of the box, since oblique rays also contribute
to the total energy flux. In fact, in both simulation runs the same value for the radiative energy
flux is obtained.
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Figure 5.30: Correlation diagrams (joint PDFs) of magnetic field strength at
z = 0 versus emergent intensity for the 200-G runs. Left: simulation run with
grey radiative transfer. Right: run with four-bin opacity binning. The non-grey
radiative transfer reduces the contrast of the nonmagnetic regions, thus enhancing
the contrast of magnetic elements relative to the granules.

scatterplot of temperature versus magnetic field strength on the τRoss = 1 isosur-
face for the grey run. Since it is the temperature distribution on this isosurface,
which basically determines the radiance, this diagram is similar to the left panel
of Fig. 5.30. In the non-grey case, the emerging intensity originates from four
different height ranges defined by the respective τ = 1 levels for the four opac-
ity bins. As can be seen from the corresponding scatterplots (Fig. 5.32), the
lowest (“continuum”) bin (BIN0, top left) radiates with a temperature distri-
bution that is similar to the grey Rosseland case, except for a roughly uniform
temperature increase of approximately 200 K, which reflects the backwarming
effect. The temperature distributions on the τ = 1 isosurfaces of the line-opacity
bins (BIN1 to BIN3), however, show that the temperature at which the bright
non-magnetic granules radiate drops drastically from 6900 K for BIN0 to 5000 K
for the strongest bin (BIN3), summing up to a total intensity which is lower than
in the grey case. Inside magnetic structures, however, the vertical temperature
gradient is significantly smaller (see Fig. 5.15 in Sec. 5.1.2), so the brightest
magnetic elements radiate at much higher temperatures for the higher opacity
bins. The resulting integrated intensity therefore exceeds that of the granules.
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Figure 5.31: Scatterplot of tempera-
ture against magnetic field strength on
the isosurface τRoss = 1 for the simu-
lation run with grey radiative transfer.

Figure 5.32: Scatterplots of temperature against magnetic field strength on
τ = 1 isosurfaces for the four opacity bins of the non-grey simulation run. Top
left: frequency bin representing continuum opacities (“BIN0”). The other three
panels correspond to the line-opacity bins named “BIN1” to “BIN3” in ascending
order of strength.
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Figure 5.33: Solid
lines: vertical temper-
ature profiles inside
magnetic structures
with above-average
brightness. Dashed
lines: mean tem-
perature profiles of
the whole simulated
domain. Red lines
correspond to the
non-grey simulation
run, black ones to the
grey run.

The increase in temperature in the upper layers of magnetic structures relative
to non-magnetic regions at the same optical depth level is a result of heating
by radiation from the hot bottom and walls of the magnetic flux concentrations.
This effect, termed radiative illumination, was already described by Knölker et
al. (1991), who carried out simulations of two-dimensional magnetic flux sheets
including a grey radiative transfer. Fig. 5.33 illustrates the influence of the non-
grey radiative transfer on the radiative illumination in the 200-G simulations.
The solid lines show the mean vertical temperature profiles inside bright magnetic
elements as function of the Rosseland optical depth; the mean profiles of the whole
domain (dashed lines) are shown for comparison. In the optical depth range
between log10 τRoss = 0 and log10 τRoss = −3, the average temperature inside
magnetic field concentrations of the non-grey simulation is clearly higher than in
the grey case. The effect is most pronounced around log10 τRoss = −1.5 ∼ −2.0,
where the temperature difference between the two cases reaches 200 K. It is
caused by the enhanced absorption of incident “hot” radiation in the layers above
τ = 1 due to the line opacities accounted for in the non-grey model (i.e., the
“backwarming” effect inside magnetic structures). As a result, the temperature
increase of bright magnetic structures relative to the mean temperature profile
(dashed lines) around log10 τRoss ≈ −2.0 of approximately 400 K for the non-grey
case is considerably larger than the corresponding temperature contrast of 250
K for the grey case. Therefore one expects that the non-grey radiative transfer
will enhance the intensity contrast of bright magnetic elements relative to the
average brightness in intensity maps obtained from the spectral line diagnostics
of temperature-sensitive absorption lines originating at an optical depth of about
log10 τRoss = −2.0.



Chapter 6

Outlook

The first simulation results of the newly developed code look promising and
suggest that this code can be used to tackle a variety of problems connected
with magneto-convective processes in the solar photosphere and convection zone:

• One obvious further step is the extension of the magneto-convection simu-
lations discussed here to the strong- and weak-field regimes. In the strong-
field regime, simulations of magnetically dominated convection can clarify
the dynamics and energy transport in sunspot umbrae and may help to
understand the nature of umbral dots.

• Simulations in the dynamo regime with zero mean field should provide us
with some insight as to whether the turbulent fast-dynamo action observed
by Cattaneo et al. (2003) in idealized Boussinesq magneto-convection can
be expected to work in the strongly stratified surface layers of the convection
zone. This problem is, however, numerically challenging, since magnetic
Reynolds numbers of the order of 103 are necessary to sustain fast dynamo
action, and accordingly high spatial resolution is required.

• Numerical experiments of strong, isolated magnetic flux concentrations em-
bedded in convection can possibly give insight into the formation and struc-
ture of penumbrae and into the processes which determine the transition
from a pore to a small sunspot with increasing size of the magnetic struc-
ture.

• Simulations in boxes of greatly extended horizontal dimensions of the or-
der of 50 Mm, possibly at a reduced grid resolution, can be used to study
the properties of the “meso-granular” network, which invariably forms in
magneto-convective simulations, and possibly identify the mechanisms be-
hind it.

Furthermore, the code serves as a basis for modified and enhanced versions,
which will extend the applicability of the code to the layers above and below the
photosphere.

113
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• The code presently uses an equidistant grid in all directions. The vertical
resolution is determined by the requirement to resolve the small pressure
scale heights in the photsphere. Thus, the significantly larger pressure scale
heights in the underneath layers are effectively overresolved. The develop-
ment of a version with a non-equidistant grid in the vertical direction, with
the vertical grid spacing scaling as the pressure scale height, will allow to
extend the simulation into deeper subphotospheric layers. A possible ap-
plication is the consistent simulation of the rise of a magnetic flux tube
through the upper convection zone and its subsequent eruption into the
atmospheric layers.

• The extension of the simulations to chromospheric heights is a somewhat
more challenging task. Since the radiative energy exchange is dominated
by a few strong specral lines, it will be necessary to modify the radiative
transfer to include non-LTE effects. Furthermore, the time scales of ioniza-
tion and dissoziation are large compared to the dynamical time scales. As a
result, the assumption of statistical equilibrium is no longer valid, and the
time dependent rate equations, which determine the population numbers of
the excitation states of the ions, need to be solved explicitly. Since the up-
permost layers of the computational domain are strongly influenced by the
choice of the boundary conditions at the top of the box, the development
of a transmitting upper boundary condition is mandatory.
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