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Abstract

The purpose of this thesis work is to develop a multi–dimensional radiative transfer model
which includes polarization to model Titan’s internal radiation field. This model is de-
veloped in the framework of theCassini–Huygensmission to the Saturnian system and
posteriorHuygensprobe landing on Titan in early 2005. The model is capable of solving
the mono–chromatic radiative transfer equation in full spherical geometry. The algorithm
is initialized with a 1–Ddoubling & addingscheme and the multi–dimensional problem
is effectively solved by the method ofcharacteristics. Polarization is considered by using
the four Stokes parameters and the 4×4 scattering phase matrix. The radiative transfer
equation is solved for systems containing thermal or collimated solar radiant sources.
Boundary conditions account for two types of surface reflection, i.e. Fresnel and Lambert
types.

The model development can be split in the following steps:

• Implementation of a 1–dimensional radiative transfer model, including polarization,
for multiple scattering atmospheres. The method of choice is the doubling and
adding method since it is know to be very efficient for optically thick atmospheres.

• Introduction of a spherical correction for the the direct solar beam to obtain a
pseudo–spherical solution. This is done to obtain a good initial guess solution for
an iteration scheme which will be used for the full multi–dimensional case.

• Implementation of the Characteristics method to fully solve the polarized radiative
transfer equation for a spherical planetary atmosphere. The 3–D radiative trans-
fer equation is effectively solved using an iterative scheme known as the Picard
approximation.

• Setting the appropriate atmospheric scenario for Titan’s case by embedding its at-
mospheric parameters in an appropriate form to be directly assimilated by our ra-
diative transfer model.

Another aspect of this research is to apply the model to Titan’s atmosphere using
its atmospheric properties as they are known to date. A new microphysical model that
describes the scattering properties of Titan’s aerosols, using the concept offractal aggre-
gates, is introduced and used extensively. Simulation results for the internal polarized
radiation field of Titan are presented considering the geometry, frequency, angular reso-
lution and other parameters prescribed forHuygensexperiments which will take place in
early 2005.
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Chapter 1

Introduction

This thesis deals with multiple scattering of polarized radiation in planetary atmospheres,
specifically in the atmosphere of Titan. Apart from this introductory chapter, 6 chap-
ters are dedicated to the topic, starting from general concepts on which the later chapters
depend. Detailed introductions to the basic concepts in each chapter have been avoided.
Such introductions can be found in many books (Chandrasekhar 1965, Van de Hulst 1957,
Sobolev 1975, Lenoble 1985, Goody & Yung 1989). In addition, we refer to Coustenis &
Taylor (1999) for a modern view on Titan and to several publications and articles with an
up–to–date of on going research on Titan’s atmosphere.

Titan, Saturn’s biggest moon and (by a narrow margin) the second in size among the
satellites of our solar system had been known for a long time to have a substantial at-
mosphere. The Catalan astronomer José Comas Solá claimed in 1908 to have observed
limb darkening on Titan. This is the effect whereby the solar light reflected back to Earth
by Titan’s limb shows an attenuation that is stronger than from it’s centre, this usually
implies an atmosphere. Confirmation of an atmosphere comes from spectroscopic obser-
vations by Kuiper in the 1940’s but it was not known until theVoyager Ispacecraft was
re–directed to visit Titan in 1980 that the composition and surface pressure where similar
to those on Earth. Furthermore, complex organic chemistry is active there and is probably
responsible for the presence of haze, and possibly clouds, at various levels. In the opti-
cal range of wavelengths Titan is hidden under a thick orange veil of organic fog so that
among many other things we do not know today what is the exact structure of the lower
atmosphere nor what makes up its surface, except that the crust below the surface must be
mainly ice (Coustenis & Taylor 1999).

To unveil all of these mysteries, an international space mission calledCassini/Huygens
has been launched to the Saturnian system, its arrival is expected for July 2004 andHuy-
gensdescent into Titan’s atmosphere for early 2005. Several experiments will be carried
out byCassini/Huygensmission instruments. One of them, the Descent Imager / Spectral
Radiometer (DISR) on boardHuygensis of special interest in the context of this thesis
work. DISR will perform upward and downward looking measurements of the radiation
field at various spectral ranges and and spatial resolutions. DISR data analysis requires
the development of sophisticated radiative transfer models. These models will allow us

1



2 CHAPTER 1. INTRODUCTION

to retrieve the composition of the atmosphere and the optical properties of Titan’s haze.
Haze properties such as aerosol shape and abundance, absorption coefficients, single scat-
tering albedo, phase functions, degree of polarization etc., will be inferred from radiative
transfer computations and inverse retrieval algorithms.

Several computational methods exist for the treatment of polarized radiation scattered
in planetary atmospheres. Most methods are however one–dimensional and only able to
treat plane–parallel atmospheres. Among these one–dimensional methods, the so–called
doubling & adding method has proved to be very efficient for polarized radiative trans-
fer. The method has been studied in detail by Hansen & Travis (1974), Van de Hulst
(1957), Lenoble (1985). With this method, not only the radiation reflected and transmit-
ted in a vertically inhomogeneous atmosphere with uni–directional radiation incident at
the top can be calculated, but also the internal radiation. The doubling & adding scheme is
started with and optically thin homogenous layer whose reflection and transmission prop-
erties are accurately given by the first order of scattering (an analytical single scattering
approximation). Using this method we can study polarized radiation in a vertically inho-
mogeneous atmosphere illuminated by(a) an unidirectional beam of light incident on the
top, (b) isotropically radiating internal thermal sources and(c) an isotropically radiating
surface. As a starting point, we consider the algorithmic structure of the method and build
a scheme able to compute polarized radiation in vertically inhomogeneous plane–parallel
atmospheres for the same three types of illumination.

These one–dimensional methods are not longer valid when the Sun is close or below
the horizon or when measurements are taken from inside the atmosphere at almost hori-
zontal viewing directions. In this situation, it is necessary to take the spherical nature of
the atmosphere into account. At the present, the theory of light scattering in a spherical
atmosphere is still under continuous development. This is understandable because of the
difficulty and complexity of the problem, but with the ever larger computing capabilities
of today’s computers this problem is more tractable. Therefore, adequate models coupled
with efficient algorithms are necessary to approach and solve the problem. One of our
goals is to contribute on the solution to this problem for Titan’s case.

To successfully analyze and evaluate observations obtained fromHuygensdescent
on Titan, a model able to handle spatial variations in spherical atmospheres is required.
Radiative transfer models able to handle multi–dimensional geometries are available in
the scientific community, such as the moment method, discrete ordinates, characteristics,
Monte Carlo, etc. Unfortunately, several of these algorithms are developed for Cartesian
geometry only, do not include polarization or are computationally expensive. Approxima-
tions to simplify the problem are often used such as the pseudo–spherical approximation.
However, this approximation fails to account for global angular variation along the line
of sight and variations of the solar zenith angle. Furthermore, this method cannot handle
solar angles near or below the horizon and includes surface views that otherwise dot not
appear in a real spherical atmosphere.

In this thesis work, we present a combined approach for radiation transport in a three–
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dimensional spherical planetary atmosphere. The method is based on a combination of
one–dimensional polarized doubling and adding algorithm, the Picard–iterative approxi-
mation and the long characteristics method to construct an algorithm able to handle po-
larized radiation in Titan’s atmosphere. The method is however general and could, in
principle, be adapted to other planetary atmospheres with minor changes.

In the remainder of this introductory chapter, we give a brief outline of this thesis.
Apart from this introduction, in chapter 2 we give the basic necessary theory needed for
understanding polarized radiation transfer. The polarized radiative transfer equation is
introduced and the process of polarization is explained. In chapter 3 we introduce the
necessary mathematics for the treatment of polarized radiation in general curvilinear ge-
ometries. Chapter 4 analyses the plane–parallel problem and develops an approach for
its solution via the doubling & adding method. TheInteraction Principleis introduced
as a fundamental part of the solution method. Chapter 5 gives a general overview of the
numerical methods available for multi–dimensional radiative transfer and introduces the
characteristic method as our method of choice. The mathematics from chapter 3 are ap-
plied to the development of a multi–dimensional radiation model in spherical geometry.
Chapters 6 is largely dedicated to the atmospheric properties of Titan. An overview of the
Cassini/Huygensmission and its proposed goals are discussed. Chapter 7 builds upon the
knowledge of the previous chapters and presents simulated results for polarized radiation
in Titan’s atmosphere in the context ofHuygens/DISRprescribed experiments. A new
microphysical model for Titan’s haze is introduced and used in these simulations. These
results are reported in two submitted papers (one main authored and one co–authored)
which are included in the bibliography.

The multi–dimensional radiative transfer method presented in this thesis involves long
and tedious computations in which errors might easily occur. Therefore, tabulated bench-
mark results are included where available. Suitable tests are performed for plane–parallel
and pseudo–spherical geometries. Accurate numerical solutions are hardly available in
the literature for the spherical solution, specially for the polarized case. Therefore, we
present some numerical results based on limiting cases and include a comparison case
with measured radiances inside Mars atmosphere. Computational benchmarks such as
timing and iterative convergency are also presented.

Finally, our goal in pursuing this research was to bring together the theoretical aspects
of planetary physics, radiation transfer and scientific computing to give a preview of the
immense possibilities of inter–disciplinary research. This goal is not only applicable for
our specific case but for all scientific ventures. We hope to have met our goal.
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Chapter 2

Polarized radiative transfer theory

In the following sections, we review the concept of polarized light in the
context of radiation transfer for planetary atmospheres. Since all scattering
processes leads to polarization, scattering problems that can be solved with-
out explicit reference to the state of polarization of the incident and scattered
light are exceptional. To describe polarization, we have to turn our attention
to Maxwell’s theory of electrodynamics and the central ideas that underly all
electromagnetic waves. To understand the many facets of light polarization
one must understand the fundaments of the classic theory of electromagnetic
radiation and its interaction with matter. The interaction of this radiation field
(monochromatic plane waves) with matter is the domain of radiative transfer
theory.

2.1 Radiative transfer and polarization

2.1.1 Polarization ellipse

As a starting point, this section introduces the topic of polarization. To discuss this some
background in electromagnetic theory is necessary (Jackson 1962, Cheng 1989). Only
a few basic ideas will be discussed therein. Consider Fig.(2.1) which depicts a planar
transverse electromagnetic wave (it has onlyx– andy– components) propagating through
some medium. This plane wave is characterized by orthogonal electric and magnetic
vectorE andH, each perpendicular to the direction of propagation. The flow of energy
and wave propagation is described by the Poynting vector,

S = E×H. (2.1)

BecauseE andH are related to each other, the following discussion applies to both
of them. However, it is customary to use vectorE for this purpose. Fig.(2.1) shows how
E is decomposed into its orthogonal componentsEv andEh, the subscriptv stands for
“vertical” referring to the axes parallel to the plane of reference through the direction of
propagation and subscripth stands for “horizontal” representing the axes perpendicular
to this same reference plane. The selection of the plane of reference is arbitrary but

5



6 CHAPTER 2. POLARIZED RADIATIVE TRANSFER THEORY

for scattering problems is usually assumed to be the plane containing the incident and
scattered beam and thus referred to as the scattering plane.

The term polarization refers to the time–varying behaviour ofE at a given point in
space as shown in Fig.(2.1) where the tip ofE, over time, is a path that lies in the plane
perpendicular to the direction of propagation. In general, the componentsEv andEh may
be expressed as

Ev = ave
[−i(η+δv)], (2.2)

Eh = ahe
[−i(η+δh)], (2.3)

whereav andah are amplitudes,δv andδh are phases,η = kz − ωt, k = 2π/λ is the
propagation constant (or wavenumber) at wavelengthλ, andω(= kc0) is the circular
frequency with the speed of light in vacuumc0.

E
Ev

H̄

β
b

Eh

Ev

Ey

Ex

c

Ē

S̄

2 ah

2 av

plane of reference

direction of propagation
Eh × Ev

χ

Eh

FIGURE 2.1: Elliptical polarization. Top: Decomposition of the electric wave vectorE into two
sinusoidal componentsEv andEh. Bottom: Polarization ellipse, the tip ofE describes an ellipse
in the(x, y) plane.

Using these equations it may be shown (Liou 1980) that in general the path of the tip
of the electric field vector is defined by the equation of an ellipse. Some of the parame-
ters used to describe the polarization ellipse in Fig.(2.1) are the orientation angleχ, the
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ellipticity β, the semi–major and –minor axes lengthb andc and the electric field ampli-
tudesav andah. The polarization is called right handed fortan β > 0 and left handed
for tan β < 0 and corresponds to a helix traced in space by the tip of the electric field
vector. Notice that two sets of basis vectors are shown for the electric field:Ex andEy

are defined by a plane referred to as the meridional plane (y– axis and the direction of
travel), whileEv andEh are defined by the scattering plane (defined by the thev– axis
and the direction of travel. This topic is further discussed when polarization treatment is
included in our radiative transfer model development.

2.1.2 Stokes parameters

The rate of flow of radiant energy across a unit area perpendicular to the direction of travel
per unit solid angle and per unit wavelength interval is known as the radiant intensity.
Because of the transverse nature of electromagnetic waves (time–varying behaviour of
the electric and magnetic fields), intensity alone is insufficient to completely characterize
radiant energy. However, for the complex electric field vector described by the vertical
and horizontal componentsEv andEh with phase differencesδ(= δh − δv) the radiant
energy may be fully described by the stokes vector:

I = (I,Q, U, V )T. (2.4)

The Stokes parameters are defined for the plane waveE propagating through a differ-
ential solid angledΩ in a medium with intrinsic impedancesη and defined by


I
Q
U
V

 dΩ =
1

2η


〈EvE†

v + EhE
†
h〉

〈EvE†
v − EhE

†
h〉

〈EvE†
h + EhE

†
v〉

i〈EvE†
h − EhE

†
v〉

 =
1

2η


〈|Ev|2 + |Eh|2〉
〈|Ev|2 − |Eh|2〉
〈2|Ev||Eh| cos δ〉
〈2|Ev||Eh| sin δ〉

 . (2.5)

The angular brackets in Eq.(2.5) indicate a time–average over an interval greater than
10−13s and the superscript(†) denotes complex conjugate. The Stokes parameters repre-
sent respectively, the radiant intensity, the amount or degree of polarization, the plane of
polarization and the ellipticity of the energy beam as a function of the incoming and out-
going directions and position. These parameters are useful because they can be measured
using optical elements such as polarizers and quarter wave plates.

The reason that time–averaging is used in Eq.(2.5) is that in general electromagnetic
waves are never strictly monochromatic. They are usually pseudo–monochromatic with
a bandwidthδω, and thusav, ah andδ are all slowly varying functions of time. In such
a wave, if the electric amplitudes fluctuate in time independent of each other they are
then completely uncorrelated and the wave is said to be unpolarized. Ifav andah are
partially correlated, the wave is say to be partially polarized, if they are completely cor-
related the wave is say to be fully polarized. Coulson (1988) defines unpolarized energy
as energy that shows complete symmetry around the direction of propagation and partial
polarization as a mixture of streams of both unpolarized and polarized energy.



8 CHAPTER 2. POLARIZED RADIATIVE TRANSFER THEORY

V

U

Q

I

2β

2χ

FIGURE 2.2: Polarization representation in a Poincaré sphere. The point shown has coordinates
(Q,U, V ) and radiusI.

For a quasi–monochromatic wave it ca be shown that

I2 ≥ Q2 + U2 + V 2. (2.6)

This condition becomes a strict equality when radiation is completely polarized, if
Q = U = V = 0 then the beam is said to be unpolarized. This observation leads to the
notion of “degree of polarization” defined as

Z =

√
Q2 + U2 + V 2

I
. (2.7)

For complete polarizationZ = 1 and for unpolarized energyZ = 0 and in general
0 ≤ Z ≤ 1. Two other quantities that are defined in terms of the Stokes parameters are
used in polarized studies of planetary radiation, these are, the degree of linear polarization
defined as

LP =

√
Q2 + U2

I
, (2.8)

and the circular polarization ratio,

CP =
V

I
. (2.9)

The Stokes parameters may also be written in terms of the ellipso–metric parameters
as 

I
Q
U
V

 =


b2 + c2

I cos(2β) cos(2χ)
I cos(2β) sin(2χ)

I sin(2β)

 , (2.10)

this expression can be visualized using the Poincaré sphere as shown in Fig.(2.2). On this
sphere, the radius is given byI and the triad(Q,U, V ) represent Cartesian coordinates
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of a point either on or inside the sphere. If the point is inside the sphere, partially po-
larized light is represented and if the point lies on the surface of the sphere, completely
polarized light is represented. A point in the origin represents unpolarized energy. The
northern and southern hemispheres represent right–handed and left–handed elliptic polar-
izations respectively and the equatorial plane represents linear polarization. The zenith
and azimuthal angles are given byπ/2− 2β and2χ respectively.

2.1.3 Mueller matrix

For an electromagnetic wave with electric field components(Evi, Ehi) incident on a par-
ticle of arbitrary shape and size, the scattered electric field(Evs, Ehs) at a distancer from
the particle is given by the far–field(k r � 1) expression,(

Evs
Ehs

)
=
ei k(r−y)

−i k r

(
S2 S3

S4 S1

) (
Evi
Ehi

)
, (2.11)

wherey is the vertical direction in Cartesian coordinates andSj (j = 1, · · · , 4) are the
complex amplitude functions that depend on the scattering angle and particle size and
shape. Eq.(2.11) states that the amplitude of the scattered electric field is a linear func-
tion of the amplitude of the incident field. Computation ofSj is of primary importance
because, as it will be shown later, the radiative properties used in the radiative transfer
equation are obtained from this amplitudes.

In terms of the Stokes vectorI = (I,Q, U, V )T , the relationship between incident and
scattered radiation may be expressed mathematically as

Is =
1

k2r2
M Ii, (2.12)

where the scattering transformation matrixM is the4× 4 Mueller matrix also commonly
referred to as the Stokes scattering matrix whose elements can be written in partitioned
matrix form as

M =

(
M11 M12

M21 M22

)
, (2.13)

where, the sub-matricesMij are written in terms of the scattering amplitude function as

M11 =
1

2

(
(|S1|2 + |S2|2 + |S3|2 + |S4|2) (|S2|2 − |S1|2 + |S4|2 − |S3|2)
(|S2|2 − |S1|2 − |S4|2 + |S3|2) (|S2|2 − |S1|2 − |S3|2 − |S4|2)

)
, (2.14)

M12 =
1

2

(
<{S2S

†
3 + S1S

†
4} ={S2S

†
3 − S1S

†
4}

<{S2S
†
3 − S1S

†
4} ={S2S

†
3 + S1S

†
4}

)
, (2.15)

M21 =
1

2

(
<{S2S

†
4 + S1S

†
3} ={S2S

†
4 − S1S

†
3}

<{S2S
†
4 + S1S

†
3} ={S2S

†
4 − S1S

†
3}

)
, (2.16)

M22 =
1

2

(
<{S1S

†
2 + S3S

†
4} ={S1S

†
2 + S3S

†
4}

<{S1S
†
2 − S3S

†
4} ={S1S

†
2 − S3S

†
4}

)
, (2.17)
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where< and= denote the real and imaginary parts respectively. The elements of the
Mueller matrix are determined using single particle scattering theory which is discussed
in section 4.4.1. Because there are sixteen elements in the Mueller matrix that are con-
structed from four amplitudes and three phase differences, there must be nine independent
relationships between these elements (Van de Hulst 1957). These relationships are pre-
sented explicitly by Fry & Katawar (1981) and are shown to be equalities for scattering by
a single particle in a fixed orientation and inequalities for a poly–dispersion of particles.

If an incident beam passes through a succession ofn particles whose Mueller matrices
are given byM1,M2, ...,Mn, then the effective Mueller matrix is obtained by multiplying
together the Mueller matrices associated with each element, that is

M = Mn,Mn−1...M1 =
n∏
i=1

Mn−i+1, (2.18)

as matrix multiplication is not commutative the matrices must be multiplied as shown.

2.2 The radiative transfer equation

Intensity is the basic quantity characterizing the radiation field. In astrophysical usage
the wordintensitydenotesspecific intensity of radiationi.e., the flux of energy in a given
direction per second per unit wavelength range per unit solid angle per unit area perpen-
dicular to the given direction (Goody & Yung 1989).

According to Sobolev (1975), the intensity at a given place in space in a particular
direction is defined in the following manner. Letdσ be an elementary area which is
perpendicular to a chosen directionΩ and the radiation falls in the frequency interval
from ν to ν + dν in the solid angledω in the timedt, then the amount of radiant energyξ
falling on the area from the given directionΩ will be proportional todσdνdωdt i.e.,

ξ = I dσ dν dω dt. (2.19)

The proportionality coefficientI is called the intensity of radiation. Generally speak-
ing, the quantityI depends on the coordinates of the given point, on direction, on the
frequency and on time. Time dependent radiative transfer will not be considered in this
work i.e., the radiation field will always be considered to be stationary. For simplicity in
our formulation neither polarization dependence on the intensity nor medium character-
istics dependencies on frequency will be indicated in the following discussion.

An important characteristic of radiation intensity is the fact that in empty space it
does not change along any ray at a certain distance from its source. The interactions
between radiation and medium can be classed as eitherextinctionor emission. The two
processes are distinguished by the sign of the change of radiation intensity as a result of
the interaction.

Extinction refers toany process which reduces the intensity in the direction under con-
siderationand thus includes both scattering from the directionΩ into another directions
as well as absorption. The fraction of the energy incident on a layer of infinitesimal thick-
nessds which is removed from the original beam of radiation is defined as theextinction
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coefficient
ξext = κ ds ξ. (2.20)

The extinction coefficientdepends on the frequency of the radiation at a given point
in a prescribed coordinate system. Thus, the energy removed in a volume elementdV =
dsdσ from the ray falling on this volume element from the given direction in the solid
angledω in the frequency interval fromν to ν + dν in the time perioddt is given by

ξext = κ ds I dσ dν dω dt. (2.21)

Emissionrefers to any process which increases the intensity in the direction under
consideration and thus includes both scattering into the beam from other directions as
well as thermal or other emission processes within the volume elementdV . The energy
emitted by the volume elementdV within the solid angledω in the frequency interval
from ν to ν + dν in the time perioddt can be written as a formal statement defining the
source functionS in the following manner:

ξemit = κ S ds dσ dν dω dt. (2.22)

Considering the radiation entering and leaving the volume elementdV within a solid
angledω in the frequency interval fromν to ν + dν in the time perioddt, the following
relation for the difference between energy leaving and entering the volume element is
obtained:

dξ = dI dσ dν dω dt, (2.23)

here,I andI+dI are assumed to be the intensity where the ray enters the volume element
and the intensity leaving the volume element respectively. Employing the energy conser-
vation law the difference between the energy leaving and entering the volume element can
then be written as,

dξ = −ξext + ξemit. (2.24)

Substituting Eqs.(2.21),(2.23) into Eq.(2.24) results in,

dI dσ dν dω dt = −κ I ds dσ dν dω dt+ κ ds S dσ dν dω dt. (2.25)

It follows that,

dI

ds
= −κ(I − S). (2.26)

Equation (2.26) is theradiative transfer equationwhich determines the changes in the
intensity of a radiation beam as it passes through an absorbing and emitting medium.

In UV–Visible–near IR spectral region the contribution of thermal emission processes
to the source function is negligible and thus, the source function comprises only scattering
processes. However, in the case of a medium which scatters radiation the quantityS
depends on the intensity falling on the elementary volume from all directions.

Let an intensityI fall on an elementary volume with a cross sectiondσ and a height
dh within the solid angledω̃ in the direction forming an anglẽθ with the normal to the
base (see Fig. 2.3). It is apparent, from Eq.(2.19) that the energy falling on the volume
per unit frequency interval per unit time is given by
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dσ

γ

dh

dω̃

θ

θ̃

dωI

FIGURE 2.3: Interaction of a beam of light with an elementdV = dσdh (Sobolev 1975)

ξ

dνdt
= E = I dω̃ dσ cos θ̃. (2.27)

Since the path traveled by the radiation in the volume isdh sec θ̃, a fractionκdh sec θ̃
of the energy falling on the volume is absorbed by it i.e., removed from the incident beam
so that the following relation for the absorbed energy holds:

Eabs = κ dh dσ I dω̃. (2.28)

The energy scattered by the volume within the solid angledω in a given direction is
found by multiplying the absorbed energy by the quantity$P (γ)dω/4π whereγ is the
angle between the directions of the incident and scattered radiation (scattering angle).
The quantity$ represents the probability that a photon which interacts with an element
of volume will be scattered rather than absorbed. It is called thesingle scattering albedo.
The termP (γ)dω/4π denotes the probability that the radiation is scattered into a solid
angledω about a direction forming an angleγ with the direction of the incident radiation.
The quantityP (γ) is called thephase function. Clearly,∫

4π

P (γ)
dω

4π
= 1, (2.29)

where the integration is carried out over all directions (unit sphere). Taking into account
thatdω = 2π sin γdγ, Eq.(2.29) can be rewritten as follows:

1

2

∫ π

0

P (γ) sin γdγ = 1. (2.30)

The quantities$ andP (γ) depend on the frequency of the radiation and coordinates
of the given point. As a result, the following expression for the energy scattered within
the solid angledω in a given directionθ is obtained from

Escatt = $P (γ)κ
dω

4π
dhdσ I dω̃. (2.31)
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Since the radiation falls on the elementary volume from all sides this expression has
to be integrated over all directions of the incident radiation. It is evident that the result of
this integration has to be equal to the total energy emitted within the solid angledω in the
direction under consideration per unit frequency per unit time,

$κ
dω

4π
dhdσ

∫
4π

P (γ)I(ω̃)dω̃ =
ξemit

dνdt
, (2.32)

whereξemit is given by Eq.(2.22). Thus, combining Eqs.(2.22) and (2.32) the following
equation for the scattering source function can be obtained:

S =
$

4π

∫
4π

P (γ)I(ω̃)dω̃. (2.33)

Substituting Eq.(2.33) for the scattering source function into Eq.(2.26) leads to the
integro–differential radiative transfer equation in a medium that absorbs and scatters ra-
diant energy:

dI(ω)

ds
= −κI(ω) + κ

$

4π

∫
P (γ)I(ω̃) dω̃. (2.34)

Here the thermal emission processes as well as the inelastic scattering were neglected.
In any planetary atmosphere, the radiation fieldI can be split into two components:

the direct radiation which is never scattered in the atmosphere or reflected from the plan-
etary surface and the diffuse radiation, which is scattered or reflected at least once,

I = Idir + Idif . (2.35)

Since there is no process in the atmosphere which increases the intensity of the di-
rect solar radiation, the radiative transfer equation for the direct radiation leads to the
homogeneous differential equation,

dIdir(r,Ω)

ds
= −κ(r)Idir(r,Ω), (2.36)

having the formal homogeneous solution,

Idir(r,Ω0) = C0 exp

(
−

∫ s

0

κ(ŝ)dŝ

)
. (2.37)

The integration is performed from pointr to the top of the atmosphere along the
directionΩ0 i.e., along the direct solar beam,s is the full path-length along the integration
line andC0 is an arbitrary constant. This constant can be determined using the following
boundary condition at the top of the atmosphere (TOA),

Idir(r
TOA,Ω0) = Iirr, (2.38)

whereIirr is the solar irradiance at the top of the atmosphere traveling in directionΩ0

. Substituting Eq.(2.38) into Eq.(2.37) the following general expression for the direct
radiation, which is known as Lambert-Beer law, can be obtained:
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Idir(r,Ωs) = Iirr exp

(
−

∫ s

0

κ(ŝ)dŝ

)
. (2.39)

If the Sun, as a light source, is assumed to have an infinitesimal size so that there is no
direct radiation traveling in directions different fromΩ0,

Idir(r,Ωs) = F0δ(Ωs −Ω0) exp

(
−

∫ s

0

κ(ŝ)dŝ

)
, (2.40)

whereF0 is the incident solar flux andδ(Ωs −Ω0) is the Dirac-delta function.
Substituting Eq.(2.35) into Eq.(2.33) the following relation for the total source func-

tion S(r,Ωs) can be obtained:

S(r,Ωs) =
$

4π

∫
4π

P (r, γ)Idif(r,Ωs)dω̃ +
$

4π
F0P (r, γ0) exp

(
−

∫ s

0

κ(ŝ)dŝ

)
, (2.41)

hereγ0 is the angle between the directionΩ0 of the incident direct solar beam and direc-
tion Ωs of the scattered radiation. In Eq.(2.41) we can recognize two different terms: the
first term of the right hand side is the the multiple scattering term and the other is due to
single scattering processes,

Sms(r,Ωs) =
$

4π

∫
4π

P (r, γ)Idif(r,Ωs)dω̃, (2.42)

Sss(r,Ωs) =
$

4π
F0P (r, γ0) exp

(
−

∫ s

0

κ(ŝ)dŝ

)
. (2.43)

In compact form, Eq(2.41) can be written as,

S(r,Ωs) = Sss(r,Ωs) + Sms(r,Ωs). (2.44)

Therefore, the total source function can be split into two terms the multiple scattering
and the single scattering source function respectively.

Since direct radiance contains a delta function, its more convenient to solve the ra-
diative transfer equation Eq.(2.26) or Eq.(2.34) only for diffuse radiance to avoid the
discontinuity, i.e., the following equation has to be solved to obtain the diffuse radiation
inside the atmosphere,

dIdif(r,Ω)

ds
= −κ(r) [Idif − Sms(r,Ωs)− Sss(r,Ωs)] . (2.45)

So far, all of our treatment has been developed for the scalar case of radiation transfer.
We now include polarization into our theory (see section 2.1) our previous development
still compleatly valid but the intensity now becomes a vector field in the form of the so
called four–vector of Stokes parametersI(I,Q, U, V ). Furthermore, the phase matrixP
is now the four–by–four scattering or Mueller matrixM and all sources of single and
multiple scattering are four–vectors as well. Rewriting Eq.(2.42) and Eq.(2.43) we obtain

Sms(r,Ωs) =
$

4π

∫
4π

M(r, γ)Idif(r,Ωs)dω̃, (2.46)
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Sss(r,Ωs) =
$

4π
F0M(r, γ0) exp

(
−

∫ s

0

κ(ŝ)dŝ

) 
1
0
0
0

 . (2.47)

Eq.(2.44) then becomes

S(r,Ωs) = Sss(r,Ωs) + Sms(r,Ωs). (2.48)

Finally, we can generalize Eq.(2.26) or Eq.(2.34) to include polarized radiation appli-
cable to an arbitrary geometry,

Ωs · ∇ I(r,Ωs) = −κ(r)
[
I(r,Ωs)− S(r,Ω)

]
. (2.49)

HereI(r,Ωs) represents the total radiance vector of(I,Q, U, V ) Stokes parameters
in directionΩs at pointr. S(r,Ω) the source function andκ(r) the global extinction co-
efficient. The choice of an appropriate geometry, the inclusion of polarization (as stated
by the inclusion of the Mueller matrix) as well as developing a numerical solution for
Eq.(2.49) will be the main task of this work. Special emphasis will be payed to polariza-
tion treatment in plane–parallel geometry and its extension to multi–dimensional spherical
atmospheres.
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Chapter 3

Multi–dimensional polarized radiative
transfer

Two assumptions are usually made in the study of radiative transfer in plan-
etary atmospheres: (a) that the atmosphere consists of plane–parallel layers
and (b) that these layers are illuminated by parallel solar radiation over their
entire extend. This assumptions are valid however for those portions of the at-
mosphere for which the Sun is sufficiently hight above the horizon. If the Sun
is close to the horizon or below the horizon, it is necessary to take the spher-
ical nature of the atmosphere into account. Therefore, a multi–dimensional
treatment for radiation transport is necessary. We first introduce the general
mathematical framework for general curvilinear coordinates and then reduce
the problem to the spherical geometry reference system. Under this assump-
tion we are able to treat the problem of light scattering in spherical planetary
atmospheres.

3.1 Radiative transfer in curvilinear coordinates

An analytical or numerical solution of the radiative transfer equation Eq.(2.49) is only
possible if a coordinate system is specified. The choice of the coordinate system depends
on the medium curvature, the medium and the radiation field symmetry and eventually
several other conditions (Jones & Bayazittoglu 1992). In any coordinate system each
point r is defined by three position coordinates(x1, x2, x3) and each directionΩs by two
polar anglesθ andφ in the local coordinate system. Thus, the intensity in Eq.(2.49) is a
function of five variables. We notice that one fixed directionΩs will be seen under varying
angles at different locations if the orientation of the local system varies with position. In
that case,θ andφ depend on he position coordinates of pointr (Vaillon et al. 1996).

The general expression for the path–length derivative part of the radiative transfer
equation (2.49) along any arbitrary directionΩs is,

d

ds
= Ωs · ∇. (3.1)

The following analysis is adopted from Vaillon et al. (1996).

17
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In curvilinear coordinates the basis vector rotate with respect to a straight–line path
determined by the fixed propagation vectorΩs. Therefore we must allow for changes in
the components of vectorΩs measured relative to the basis vector∇n . Thus,

d

ds
→ Ωs · ∇+

(
dΩs

ds

)
· ∇n. (3.2)

The nabla operator∇ and the unit vectorΩs are written in orthogonal curvilinear
coordinates as follows:

∇ =
3∑
i=1

1

hi
Ωi

∂

∂xi
, (3.3)

and

Ωs =
3∑
i=1

ξiΩi, (3.4)

whereΩi are unit vectors tangential to the coordinate linesxi, ξi are the direction cosines
of the unit vectorΩs in the selected curvilinear coordinate system andhi are metric coef-
ficients given by

hi =

√
(
∂x

∂xi
)2 + (

∂y

∂xi
)2 + (

∂z

∂xi
)2. (3.5)

Herex, y, andz are the associated Cartesian coordinates. Thus, Eq.(3.2) for the path–
length derivative along an arbitrary directionΩs in orthogonal curvilinear coordinates is
written as follows:

d

ds
=

3∑
i=1

ξi
hi

∂

∂xi
. (3.6)

Taking into account that the intensity is a function of five variables, we write

I = I(x1, x2, x3, θ(x1, x2, x3), φ(x1, x2, x3)), (3.7)

each derivative in Eq. (3.6) may be split into

∂

∂xi
≡ ∂

∂xpi
+
∂θ

∂xi

∂

∂θ
+
∂φ

∂xi

∂

∂φ
, (3.8)

where superscriptp denotes a variation ofxi at θ andφ constant. As a consequence, by
rewriting Eq.(3.6), the following general expression for the path-length derivative of the
intensityI in an orthogonal curvilinear coordinate can be obtained:

dI

ds
=

3∑
i=1

ξi
hi

∂I

∂xi
+

3∑
i=1

ξi
hi

(
∂θ

∂xi

∂I

∂θ
+
∂φ

∂xi

∂I

∂φ

)
. (3.9)

The second two terms in Eq.(3.9) are commonly referred to as the angular redistribu-
tion terms.
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FIGURE 3.1: Definition of spherical coordinate system.

3.2 Radiative transfer in spherical coordinates

In most of the available literature on radiative transfer for spherical atmospheres a spher-
ical body–centred coordinate system is used as the most natural and suitable coordinate
system (Sobolev 1975, Sen & Wilson 1990). Such a coordinate system is pictured in Fig.
(3.1). In this coordinate system each pointr is defined by the coordinatesx1 = Ψ, x2 = Φ
andx3 = r in the global (spatial) coordinate system (XYZ ) and each directionΩs is de-
fined by the anglesθ andφ in the local (directional) coordinate system (xyz). In spherical
geometry the direction cosines of the unit vectorΩs in the directional coordinate system
are given by

ξΨ ≡ η ≡ sin θ cosφ, (3.10)

ξΦ ≡ ξ ≡ sin θ sinφ, (3.11)

ξr ≡ ζ ≡ cos θ. (3.12)

As described in Rozanov et al. (2001) (from whom the notation was adopted) if the
direction cosines of the unit vectorΩs in the global coordinate system(η0, ξ0, ζ0) are
known the local direction cosines can then be obtained as follows:

η = cos Ψ cos Φ η0 + cos Ψ sin Φ ξ0 − sin Ψ ζ0, (3.13)

ξ = − sin Φ η0 + cos Φ ξ0, (3.14)

ζ = sin Ψ cos Φ η0 + sin Ψ sin Φ ξ0 + cos Ψ ζ0. (3.15)

The derivatives of the local coordinates(θ, φ) with respect to the global coordinatesxi
in Eq.(3.9) i.e.,∂θ/∂xi and∂φ/∂xi can be obtained by partial differentiation of Eqs.(3.13)–
(3.15) with respect to global coordinatesΨ andΦ. Starting withΨ we obtain,
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∂η

∂Ψ
= − sin Ψ cos Φη0 − sin Ψ sin Φξ0 − cos Ψζ0, (3.16)

∂ζ

∂Ψ
= cos Ψ cos Φη0 + cos Ψ sin Φξ0 − sin Ψζ0. (3.17)

Here we have taken into account the fact that the direction cosinesη0, ξ0 andζ0 do
not depend on spatial coordinates. Comparing Eqs.(3.13) and (3.17) with Eqs.(3.15) and
(3.16) respectively and taking into account Eqs.(3.10) and (3.12) yields,

∂η

∂Ψ
= −ζ = − cos θ, (3.18)

∂ζ

∂Ψ
= η = sin θ cosφ, (3.19)

further, if we differentiate Eq.(3.10) and Eq.(3.12) with respect toΨ we obtain,

∂η

∂Ψ
= cos θ cosφ

∂θ

∂ψ
− sin θ sinφ

∂φ

∂ψ
, (3.20)

∂ζ

∂Ψ
= − sin θ

∂θ

∂ψ
. (3.21)

Comparing Eq.(3.18) with Eq.(3.20) and Eq.(3.19) with Eq.(3.21) we finally obtain,

∂θ

∂ψ
= − cosφ, (3.22)

∂φ

∂ψ
=

cos θ sinφ

sin θ
. (3.23)

Following the same procedure as before we can obtain the partial derivatives of(θ, φ)
with respect toΦ i.e.,

∂θ

∂Φ
= − sinφ sin Ψ, (3.24)

∂φ

∂Φ
=
− cos θ sinφ sin Ψ + sin θ cos Ψ

sin θ
. (3.25)

Notice here that we have not derivated(θ, φ) with respect tor since the local angles
do not vary along the radial direction i.e.,

∂θ

∂r
= 0 and

∂φ

∂r
= 0. (3.26)

The transformation between spherical coordinates to Cartesian coordinates can be ex-
pressed by
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X = r sin Ψ cos Φ, (3.27)

Y = r sin Ψ sin Φ, (3.28)

Z = r cos Ψ. (3.29)

Therefore, using Eq. (3.5) the metric coefficients can be readily obtained,

hr =
√

(sin Ψ cos Φ)2 + (sin Ψ sin Φ)2 + (cos Ψ)2 = 1, (3.30)

hΨ =
√

(r cos Ψ cos Φ)2 + (r cos Ψ sin Φ)2 + (−r sin Ψ)2 = r, (3.31)

hΦ =
√

(−r sin Ψ sin Φ)2 + (r sin Ψ cos Φ)2 = r sin Ψ. (3.32)

Substituting Eqs.(3.10)–(3.12), (3.20), (3.21), (3.22), (3.23) and (3.30)–(3.32) into
Eq.(3.9), we obtain the full expression for the path–length derivative of the polarized
radiation intensity in spherical coordinates,

d

ds
= cos θ

∂

∂r
+

sin θ cosφ

r

∂

∂Ψ
+

sin θ sinφ

r sin Ψ

∂

∂Φ
+

sin θ cosφ

r
(− cosφ)

∂

∂θ
+

sin θ cosφ

r

cos θ sinφ

sin θ

∂

∂φ
+

sin θ sinφ

r sin Ψ
(− sinφ sin Ψ)

∂

∂θ
+

sin θ sinφ

r sin Ψ

(
−cos θ cosφ sin Ψ + sin θ cos Ψ

sin θ

)
∂

∂φ
. (3.33)

Finally the general form of the polarized radiative transfer equation in spherical coor-
dinates is given by

(
cos θ

∂

∂r
+

sin θ cosφ

r

∂

∂Ψ
+

sin θ sinφ

r sin Ψ

∂

∂Φ

−sin θ

r

∂

∂θ
− sin θ cosφ cot Ψ

r

∂

∂φ

)
Idif = −κ (Idif − S) , (3.34)

where,

Idif = Idif(r,Ψ,Φ, θ, φ),

S = Sss(r,Ψ,Φ, θ, φ) + Sms(r,Ψ,Φ, θ, φ),

κ = κ(r,Ψ,Φ).

In the spherical coordinate system, the multiple scattering source function and the
single scattering source function from Eq. (2.42) and Eq.(2.43) can now be expressed as,
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Sms(r,Ψ,Φ, θ, φ) =
$(r,Ψ,Φ)

4π

∫ 2π

0

dφ̂

∫ π

0

M(r,Ψ,Φ, γ)Idif(r,Ψ,Φ, θ̂, φ̂) sin θ̂dθ̂,

(3.35)
and

Sss(r,Ψ,Φ, θ, φ) =
$(r,Ψ,Φ)

4π
F0M(r,Ψ,Φ, γ0)e

(−
R s
0 κ(ŝ)dŝ)


1
0
0
0

 . (3.36)

The scattering anglesγ andγ0 are defined by Sobolev (1975) as

γ = f(θ, φ; θ̂, φ̂) = cos θ cos θ̂ + sin θ sin θ̂ cos(φ− φ̂), (3.37)

and
γ0 = f(Ψ; θ, φ) = − cos θ cos Ψ + sin θ sin Ψ cosφ, (3.38)

respectively. The integration in Eq.(3.36) is performed along the direct solar beam path
starting from the top of the atmosphere withs denoting the beam path–length.

3.3 Spherical atmospheres: Special cases

If the atmospheric medium has some symmetries then the differential operator (Eq. 3.33)
can be simplified substantially. Lets assume that the intensity field do not depend of the
global azimuth angleΦ (spherical shell medium). The third term of Eq.(3.34) containing
∂/∂Φ vanishes and Eq.(3.34) leads to the following form of the differential radiative
transfer equation,

[cos θ
∂

∂r
+

sin θ cosφ

r

∂

∂Ψ
− sin θ

r

∂

∂θ

−sin θ cosφ cot Ψ

r

∂

∂φ
]Idif = −κ (Idif − S) . (3.39)

This form of the radiative transfer equation is discussed in Sen & Wilson (1990).
Considering each spherical shell layer to be horizontal and homogeneously illumi-

nated by the direct solar radiance i.e., the intensity of the direct solar radiation given by
Eq.(2.39) is independent of the position of pointr with respect to the Sun. Mathemat-
ically speaking,Idir(r,Ωs) = Idir(r,Ωs) and derivative∂/∂Ψ = 0, then the following
form of the spherical operator takes place,

d

ds
= cos θ

∂

∂r
− sin θ

r

∂

∂θ
− sin θ cosφ cot Ψ

r

∂

∂φ
. (3.40)

The radiative transfer equation employing this approximate differential operator has
been used by Balluch (1996) to calculate photolysis rates and solar heating in a spherical
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planetary atmosphere. If an atmosphere is isotropically illuminated the diffuse radiation
field becomes azimuthally independent and the following approximation for the differen-
tial operator is obtained,

d

ds
= cos θ

∂

∂r
− sin θ

r

∂

∂θ
. (3.41)

In this case the radiance is a function of two variables onlyr andθ. This form of the
radiative transfer equation Eq.(3.41) was used to solve the radiative transfer problem in
stellar atmospheres as well as neutron transport and heat transfer problems (Sen & Wilson
1990).

In this thesis, we consider the full radiative transfer equation as given by Eq.(3.34).
Therefore, a first–order partial differential equation for the full Stokes vectorI as a func-
tion of five variablesr,Ψ,Φ, θ andφ has to be solved numerically. Chapter (4) discusses a
solution method for the plane–parallel problem and chapter (5) discusses the full spherical
problem and presents a method for solving the radiation problem for a spherical planetary
atmosphere.
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Chapter 4

Polarized radiation in plane–parallel
atmospheres

In this section we present a computational method for computing polarized
radiation in vertically inhomogeneous atmospheres. We consider not only
the well–known case of illumination by a uni–directional solar beam at the
top of the atmosphere but also illumination by isotropically radiating internal
sources and illumination by an isotropically radiating surface below the at-
mosphere. Our computational method uses an extension of a scheme based
on the doubling & adding algorithm for polarized radiation. This extension
includes a spherical treatment for the direct solar beam generating effectively
a pseudo–spherical solution. Our numerical scheme is checked against a
closely related existing method for all relevant Stokes parameters. Com-
parison results for the pseudo–spherical solution is also presented using a
prescribed Titan atmosphere.

4.1 The plane–parallel problem

A substantial simplification of the radiative transfer equation (Eq.2.49) can be achieved
by considering an atmosphere consisting of plane–parallel layers (plane–parallel atmo-
sphere) instead of a spherical atmosphere. The simplest way to obtain a solution to the ra-
diative transfer equation is for plane–parallel geometry, see for example Hansen & Travis
(1974), Chandrasekhar (1965), Sobolev (1975), Lenoble (1985). In such models, the spa-
tial position of a point in the atmosphere is defined only by one coordinate, its altitude;
whereas in three–dimensional plane–parallel radiative transfer models (Evans 1998), the
position of a point in the atmosphere is commonly defined by three coordinates, usually
Cartesian coordinates. The coordinates which are commonly used in a plane–parallel
atmosphere are shown in Fig.(4.1). Thez–axis points upwards andz–coordinate corre-
sponds to altitudeh, z0 = Rp refers to the bottom of the atmosphere, hencez = Rp + h
whereRp is the radius of the planet. Thex–axis is commonly selected to set the azimuth
angle of the direct solar beam to zero i.e.,φ0 = 0. Since the variablesθ andφ in a
plane–parallel atmosphere do not depend on the position in the atmosphere, the angular

25
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redistribution terms in Eq.(3.9) disappear. Thus, the following expression for the path–
length derivative of diffuse radiation in a plane–parallel atmosphere is obtained (when the
Cartesian coordinates are used):

dIdif

ds
= sin θ cosφ

∂Idif

∂x
+ sin θ sinφ

∂Idif

∂y
+ cos θ

∂Idif

∂z
. (4.1)

Considering a horizontally homogeneous atmosphere all atmospheric characteristics
and therefore, the intensity and sources of diffuse radiation become independent of posi-
tion inside the atmosphere. This leads to a simplification of Eq.(2.45) and Eq.(2.49) for
the plane–parallel case. Therefore, for this geometry the following form of the radiative
transfer equation is suitable,

cos θ
dIdif(z, θ, φ)

dz
= −κ(z) [Idif(z, θ, φ)− Sms(z, θ, φ)− Sss(z, θ, φ)] . (4.2)

Here, the multiple scattering source function,Sms and the single scattering source
functionSss are given by

Sms(z, θ, φ) =
$(z)

4π

∫ 2π

0

∫ π

0

M(z, θ, φ; θ̃, φ̃) Idif(θ, φ; θ̃, φ̃) dθ̃ dφ̃ sin θ̃, (4.3)

and

Sss(z, θ, φ) =
$(z)

4π
F0M(z, θ, φ; θ0, φ0)e

−τ(ẑ)/ cos θ0


1
0
0
0

 , (4.4)

respectively. Here,zt refers to the top of the atmosphere,(θ0, φ0) is the direction of the
collimated solar beam andτ(ẑ) is the optical depth defined as,

τ(ẑ) =

∫ zt

0

κ(ẑ)dẑ. (4.5)

4.2 The plane–parallel model

In this section, we give a description of the method used to compute the internal polarized
radiation field for a plane–parallel scattering atmosphere. The plane–parallel solution is
sufficient to cover most applications for light scattering in planetary atmospheres, except
when the Sun or the viewing direction is close or below the horizon.

To compute polarized radiation in a plane–parallel scattering atmosphere, we have
used the well known and widely used doubling & adding algorithm. We have adopted
the standard doubling & adding scheme as described in Lenoble (1985), Goody & Yung
(1989), Evans & Stephens (1991). A description of the method is as follows: The polar-
ization and angular aspects of the radiance field are expressed vectorialy and the scattering
source integral in the radiative transfer equation is represented by matrix multiplication.
The matrix differential equation is then integrated with the doubling & adding method
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FIGURE 4.1: Geometry of the plane–parallel approximation and local angular reference frame.

starting from infinitesimal layers. Since this formulation applies to the radiative prop-
erties of the medium (via theinteraction principle, see next section) rather than to the
radiation itself, the boundary conditions are then easily incorporated afterwards and apart
from the integration. The scattering is assumed to be coherent in the sense that no change
of frequency occurs (thus Raman scattering is excluded). Our implementation incorpo-
rates the polarized phase matrix input in two forms: as Legendre series expansion or as
generalized spherical functions. Single scattering initialization functions were adapted
from Goody & Yung (1989) analytical functions. Furthermore a spherical treatment for
the direct solar beam was developed and included into the model rendering effectively a
pseudo–spherical solution.

Following, the standard formulation (Lenoble 1985) the monochromatic plane–parallel
polarized radiative transfer equation for randomly–oriented particles is written as,

µ
dI(τ, µ, φ)

dτ
= −I(τ, µ, φ)+

$

4π

∫ 2π

0

∫ 1

−1

M(µ, φ; µ̃, φ̃)I(τ, µ, φ; µ̃, φ̃) dµ̃ dφ̃+S(τ, µ, φ).

(4.6)
HereI is the diffuse radiance field expressed as the four–vector of Stokes parameters

(I,Q, U, V ), M is the four–by–four scattering (or Mueller) matrix,S the Stokes vector
of radiation sources,$ the single scattering albedo,τ the optical depth,µ the cosine of
the zenith angleθ andφ the azimuth angle. The coordinate system is thatτ increases
downward andµ is positive for downward directions. The sources of diffuse radiation are
unpolarized thermal emission and a “pseudo–source” of single scattered solar radiation:

S(µ, φ) = (1−$)B(t)


1
0
0
0

 +
$

4π

F0

µ0

M(µ, φ;µ0, φ0)e
(−τ/µ0)


1
0
0
0

 . (4.7)
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HereB(t) is the Planck blackbody function,F0 the unpolarized solar flux at the top
of the atmosphere and(µ0, φ0) is the direction of the collimated direct solar beam.

The angular variation of radiation is written as Fourier series in azimuth (Lenoble
1985) and by discretization in zenith angle using numerical quadrature (Chandrasekhar
1965). The model has two types of numerical quadrature available i.e. Gaussian and
Double–Gaussian. The radiance at any position inside the atmosphere is formed by three
vector components: Stokes parameters, quadrature zenith angles and Fourier azimuth
modes. The radiance is separated accordingly to hemisphere withI+ representing down-
ward radiance(µ ≥ 0) andI− representing upward radiance(µ ≤ 0) (see Fig.4.1). The
number of quadrature angles and azimuth modes is managed by the user depending on
the desired accuracy and the number of Legendre terms representing the polarized phase
matrix. The radiance field is computed via the doubling & adding algorithm.

The underlying concept behind the doubling & adding method is theinteraction prin-
ciple. This principle expresses the linear interaction of radiation with the physical medium.
We introduce next the interaction principle and focus in its relation with the doubling &
adding algorithm.

4.3 Interaction principle

The interaction principleis fully described in Goody & Yung (1989). We reproduce
below an extract of this topic (adapted to our geometry) for completeness on the subject.

The integro–differential equation (Eq. 4.6) described above may be regarded as a
“microscopic” approach to radiative transfer. This one–dimensional equation (Eq. 4.6)
relates the radiation field atτ to that ofτ + dτ wheredτ is infinitesimally small. There is
however an alternative approach to radiative transfer that can be regarded as the “macro-
scopic” approach. The key concept is theinteraction principle. This principle, which
is a conservation principle, relates the radiation emerging from an arbritrary layer of the
atmosphere to the incident fluxes on the boundary and the source distribution within the
layer. If we are interested in the overall transfer properties of the layer, we can show that
these two different approaches are in fact equivalent.

According to Goody & Yung (1989) in a plane–parallel atmosphere the physical prop-
erties of the atmosphere depend upon a single variableτ . At any level, we may define the
upward and downward directed specific intensitiesI−(τ) andI+(τ) as above. Let’s us
consider a layer of optical depthτa bounded by surfacesτ = τ1 andτ = τ2 (τa = τ2− τ1,
Fig. 4.2). Theinteraction principlestates that there is a linear conservation principle that
relates the radiation emerging from the layerI−(τ1) andI+(τ2) to the incident radiation
I+(τ1) andI−(τ2) and to the sourceΣ. In mathematical terms this translates to,

I−(τ1) = RaI
+(τ1) + T ∗

a I
−(τ2) + Σ−

a , (4.8)

I+(τ2) = TaI
+(τ1) +R∗

aI
−(τ2) + Σ+

a , (4.9)

whereRa andTa are the reflection and transmission matrix operators for the downward
directed incident stream of radiation,R∗

a andT ∗
a are the corresponding operators for the
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τa

RaI
+(τ1) T ∗

a I
−(τ2)

R∗
aI

−(τ2)

Σ+
a

TaI
+(τ1) I−(τ2)

Σ−
a

τ2

τ1

I+(τ1)

FIGURE 4.2: The interaction principle.

upward directed incident stream andΣ±
a represent the sources of direct and multiple scat-

tered radiation (including internal sources if available). The discrete representation of the
reflection and transmission operators remains to be specified.

In general,Ra 6= R∗
a andTa 6= T ∗

a , then Eq.(4.8) and Eq.(4.9) can be written as,∣∣∣∣ I−(τ1)
I+(τ2)

∣∣∣∣ = O(a)

∣∣∣∣ I+(τ1)
I−(τ2)

∣∣∣∣ +

∣∣∣∣ Σ−
a

Σ+
a

∣∣∣∣ , (4.10)

where,

O(a) =

∣∣∣∣ Ra T ∗
a

Ta R∗
a

∣∣∣∣ . (4.11)

The linear operatorsTa, T ∗
a , andRa, R

∗
a describe diffuse transmission and diffuse

reflection respectively. For example,Ra can be understood as

R∗
aI

−(τ2) =

∫ 1

0

R(−µ′)I(τ2,−µ′)dµ′, 0 < µ < 1. (4.12)

4.3.1 Adding two layers

Repeated application of theinteraction principleenables us to find the rule for adding
two layers. Fig.(4.3) shows a schematic of two adjacent layers of optical depthτa andτb
respectively, bounded by the planesτ = τ1, τ2 andτ3. For the first layer theinteraction
principlegives Eq.(4.10). Then a similar relation can obtained for the second layer,∣∣∣∣ I−(τ2)

I+(τ3)

∣∣∣∣ = O(b)

∣∣∣∣ I+(τ2)
I−(τ3)

∣∣∣∣ +

∣∣∣∣ Σ−
b

Σ+
b

∣∣∣∣ , (4.13)

where,

O(b) =

∣∣∣∣ Rb T ∗
b

Tb R∗
b

∣∣∣∣ . (4.14)
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τa
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τ3

τ2

τ1

I+(τ1)

τb

T3I
+(τ1)T2I

+(τ1)T1I
+(τ1)

R1I
+(τ1) R2I

+(τ1) R3I
+(τ1)

FIGURE 4.3: Combining two layers. Layersa andb can together be combined in a single layerc.

If we eliminateI±(τ2) from Eq.(4.10) and Eq.(4.13) we obtain a relation for a com-
bined layer of optical depthτa + τb i.e.,∣∣∣∣ I−(τ1)

I+(τ3)

∣∣∣∣ = O(a+ b)

∣∣∣∣ I+(τ1)
I−(τ3)

∣∣∣∣ +

∣∣∣∣ Σ−
a+b

Σ+
a+b

∣∣∣∣ , (4.15)

with O(a+ b) written as,

O(a+ b) =

∣∣∣∣ Ra + T ∗
a (E −RbR

∗
a)
−1RbTa T ∗

a (E −RbR
∗
a)
−1T ∗

b

Tb(E −R∗
aRb)

−1Ta Rb + Tb(E −R∗
aRb)

−1R∗
aT

∗
b

∣∣∣∣ , (4.16)

and

∣∣∣∣ Σ−
a+b

Σ+
a+b

∣∣∣∣ =

∣∣∣∣ Σ−
a

Σ+
b

∣∣∣∣ +

∣∣∣∣ T ∗
a (E −RbR

∗
a)
−1Rb T ∗

a (E −RbR
∗
a)
−1

Tb(E −R∗
aRb)

−1 Tb(E −R∗
aRb)

−1R∗
a

∣∣∣∣ . (4.17)

HereE represents the identity operator.
The interaction principleis completely general and we can apply it to the combined

layerτc = τa + τb = τ3 − τ1 to obtain,∣∣∣∣ I−(τ1)
I+(τ3)

∣∣∣∣ = O(c)

∣∣∣∣ I+(τ1)
I−(τ3)

∣∣∣∣ +

∣∣∣∣ Σ−
c

Σ+
c

∣∣∣∣ , (4.18)
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where,

O(c) =

∣∣∣∣ Rc T ∗
c

Tc R∗
c

∣∣∣∣ . (4.19)

It follows that Eq.(4.15) and Eq.(4.18) must be identical that is,

O(c) = O(a+ b), (4.20)

Σ∓
c = Σ∓

a+b. (4.21)

From Eq.(4.20) we can clearly obtain a rule for combining the reflection and trans-
mission operators,

Rc = Ra + T ∗
a (E −RbR

∗
a)
−1RbTa, (4.22)

Tc = Tb(E −R∗
aRb)

−1Ta, (4.23)

R∗
c = Rb + Tb(E −R∗

aRb)
−1R∗

aT
∗
b , (4.24)

T ∗
c = T ∗

a (E −RbR
∗
a)
−1T ∗

b . (4.25)

The physical meaning of Eqs.(4.22)–(4.25) becomes clear from Fig.(4.3). Consider
the downward incident streamI+(τ1). The reflected stream can be written as a superposi-
tion of streams that have undergone single and multiple reflexions. By inspection we then
write,

R1 = Ra, (4.26)

R2 = T ∗
aRbTa, (4.27)

and in general,
Rn = T ∗

a (RbR
∗
a)
n−1RbTa, (n = 2, 3, ...). (4.28)

Therefore, the total reflected intensity is,

I−(τ1) =

[
Ra + T ∗

a

∞∑
n=1

(RbR
∗
a)
n−1RbTa

]
I+(τ1),

= [Ra + T ∗
a (E −RbR

∗
a)
−1RbTa]I

+(τ1),

= RcI
+(τ1). (4.29)

This explains the meaning of Eq.(4.22). Similarly, inspection of Fig.(4.3) yields,

Tc =
∞∑
n=1

Tn, (4.30)
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where,

T1 = TbTa,

T2 = TbR
∗
aRbTa,

... = ... ,

Tn = Tb(R
∗
aRb)

n−1Ta (n = 3, 4, ...). (4.31)

Substituting Eq.(4.31) into Eq.(4.30) leads to Eq.(4.23). A straightforward extension
of the above reasoning to the upward directed streamI−(τ3) provides a similar physical
interpretation of Eq.(4.24) and Eq.(4.25).

4.3.2 Building the radiation field

We need to find out the response of a combination or addition of layers which are placed
side by side. Given the operator,O(a) for a layera as defined by Eq.(4.11) andO(b) for
layer b as defined by Eq.(4.14), Eq.(4.16) states a rule for computingO(a + b) for the
combined layera+ b. This simple binary composition rule may be formally defined as a
Star Product,

O(a+ b) = O(a) ∗O(b), (4.32)

where the order of adding the layers is important. In general,O(a + b) 6= O(b + a)
and the star multiplication is non–commutative except for the special case in which the
combined layer is homogeneous. It can be shown that the star product is associative for
the combination of three layersa, b andc,

O(a+ b+ c) = O(a) ∗ [O(b) ∗O(c)] = [O(a) ∗O(b)] ∗O(c). (4.33)

For a layer of zero optical thickness we can define,

O(0) =

(
0 E
E 0

)
. (4.34)

It is clear from Eq.(4.16) that,

O(0 + a) = O(0) ∗O(a) = O(a) ∗O(0) = O(a+ 0) = O(a), (4.35)

for any layera. HereO(0) plays the role of the an identity operator for star multiplication.
LetA be an arbitrary collection of plane–parallel slabs, then the set of operatorsO(a) :

a ∈ A forms a semigroup with respect to star multiplication. The essential elements of
the semigroup structure are the binary superposition rule Eq.(4.32), the associative law
Eq.(4.33) and the existence of an identity operator. The semigroup differs from the group
in that the inverse ofO(a) generally does not exist i.e. for and arbitrary operatorO(a) we
cannot find anO(b) such that,

O(a) ∗O(b) = O(0). (4.36)
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The physical reason is obvious. In multiple scattering the entropy of radiation always
increases except in the trivial case of scattering by a layer of zero optical thickness which
conserves entropy. Hence, no combination of nontrivial layers can simulate the net effect
of a trivial layer.

4.4 The solution method: Doubling and adding

The formulation of theinteraction principleallows us to express the interaction of radia-
tion with the atmospheric medium i.e. how the radiation emerging from a layer is related
to the radiation incident upon the layer together with the radiation generated within the
layer (Fig.4.4). As pointed out by Evans & Stephens (1991), when the layer is the whole
atmosphere (including its surface) computing the reflection (R), transmission (T ) and
source (Σ) matrices amounts to solve the radiative transfer equation.

As we will see further on, there are three parts to the solution method:(a) the conver-
sion of single–scattering information to a suitable form in order to apply theinteraction
principle (Legendre expansion of phase matrices for aerosol scattering, internal sources
within layers and polarization rotation),(b) spatial and angular grid discretization (Fourier
series expansion in azimuth, Gaussian integration in zenith) and(c) application of thein-
teraction principlein the form of the doubling & adding algorithm with suitable boundary
conditions.

I+
0

I−1

I−0

I+
1

R± Σ±T±

FIGURE 4.4: Reflection (R), transmission (T ) and source (Σ) matrices in an atmospheric layer1.

4.4.1 The polarized scattering matrix

The transformation of single–scattering information from a convenient input format (like
Legendre series or generalized spherical functions in scattering angle) to a form suitable
for a radiative transfer model is complicated because of the dependence of the Stokes
parametersQ andU on a reference plane. In Eq.(4.6)M is the four–by–four polarized
Mueller or scattering matrix for the incoming(θ, φ) and outgoing(θ̃, φ̃) ray directions.
For unpolarized monochromatic radiation the scattering process is compleatly described
by the phase functionP (phase matrixP for polarized case) which gives the probability
of photon scattering from an incoming direction. This probability is a function of the
scattering angle between the incoming and outgoing direction and its natural reference

1In this representation,+ represents downward direction and− represents upward direction.
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frame is the scattering plane. However, for polarized radiation, the scattering process
has its own reference frame which is the meridional plane (defined by thez–axis and the
direction of travel in the local coordinate system, Fig. 4.5). Therefore a rotation of the
reference frame has to be performed. The rotation from the polarized phase matrixP to
the rotated polarized scattering matrixM is expressed mathematically by

M(θ, φ; θ̃, φ̃) = Łrot(i2 − π) P(cos Θ) Łrot(i1), (4.37)

where,

Θ = cos(θ) cos(θ̃) + sin(θ) sin(θ̃) cos(φ− φ̃). (4.38)

Łrot is the polarization rotation matrix for the Stoke basis(I,Q, U, V ),

Łrot(i) =


1 0 0 0
0 cos(2i) − sin(2i) 0
0 sin(2i) cos(2i) 0
0 0 0 1

 . (4.39)

The rotation anglei1 in Fig.(4.5) is the angle between the scattering plane and the
local meridional plane containing the incoming ray(θ, φ) andi2 is the angle between the
scattering plane and the local meridional plane containing the outgoing ray(θ̃, φ̃). The
scattering angleΘ is given by Eq.(4.38), the rotation anglesi1 andi2 may be found from
spherical trigonometry.

Z

Y

X

O

i2

i1

φ

Θ

θ
P1

φ̃

θ̃

(θ̃, φ̃)

(θ, φ)

P2

FIGURE 4.5: Polarization reference frame.

For randomly oriented particles with a plane of symmetry, the 16–element phase ma-
trix has only the following six non–zero elements (for spheresF22 = F11 andF44 = F33),



4.4. THE SOLUTION METHOD: DOUBLING AND ADDING 35

P(cos Θ) =


F11 F12 0 0
F12 F22 0 0
0 0 F33 F34

0 0 −F34 F44

 . (4.40)

The elements of the phase matrixFij are input to the model as Legendre series of
cos Θ, namely

Fij(cos Θ) =

Nl∑
l=0

χ
(ij)
l Cl(cos Θ), (4.41)

whereCl are the normalized Legendre polynomials for argument(cos Θ), χ(ij)
l are the

Legendre coefficients for entryFij andNl the number of terms of the expansion.
As a consequence of the orthogonality of the Legendre polynomials, theNl + 1 coef-

ficientsχ(ij)
l may formally be obtained from,

χ
(ij)
l =

(2l + 1)

2

∫ 1

−1

Fij(cos Θ)Cl(cos Θ)d(cos Θ). (4.42)

With these definitions, the entryF11 of the phase matrix satisfies the normalization
condition,

1

2

∫ 1

−1

F11(cos Θ)d(cos Θ) = 1. (4.43)

4.4.2 Fourier expansion of the Stokes vector and Scattering matrix

Fourier series expansion of the Stokes vector and Scattering matrix is useful to reduce the
number of variables treated at one time. The scattering matrixM and therefore the Stokes
vector, is written in terms of the Fourier series inφ andφ̃ at discrete quadrature anglesµj
andµ̃j i.e.

M(µj, φ;µj̃, φ̃) =
M∑
m=0

M∑
m̃=0

[
Mcc

mm̃ cos(mφ) cos(m̃φ̃) + Mcs
mm̃ cos(mφ) sin(m̃φ̃)

+ Msc
mm̃ sin(mφ) cos(m̃φ̃) + Mss

mm̃ sin(mφ) sin(m̃φ̃)
]
, (4.44)

wheress andcc represent sine and cosine modes andsc andcsmixed modes respectively.
Here, a method is needed to convert from theχ

(i)
l representation to theMmm̃ representa-

tion of single scattering information. In the scalar (unpolarized) radiative transfer case,
this conversion is accomplished by using the addition theorem of associated Legendre
functions. The rotation of the reference frame when considering polarization precludes
the use of that method for finding the Fourier modes of the scattering matrix (Evans &
Stephens 1991).
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We use a simple method which is proposed by Evans & Stephens (1991). The method
performs the polarization rotation explicitly in azimuth space and then Fourier transform
the results (via a FFT) to get the scattering matrix for each Fourier azimuth mode. The
method proceeds as follows: For each pair of quadrature angles(µj, µ̃j) and for a number
of azimuth angle differences∆φk = φ − φ̃, the scattering angleΘ is found and the Leg-
endre series are summed for the unique elements of the scattering matrix. In most general
cases six series must be summed, but depending in the number of Stokes parameters used
and the type of scattering (Rayleigh, Mie, others) less series may be added. The scattering
matrixM is computed for each of the evenly spaced∆φk . The number of∆φk is chosen
so that the highest frequency, which depends on the number of terms of the Legendre se-
ries, is completely sampled (Evans & Stephens 1991). For each pair of quadrature angles,
M is Fourier– transformed with an FFT to find the coefficients ofMc

m andMs
m for the

Fourier series iñφ− φ, viz.

Mc
m + i Ms

m =
(2− δm0)

Nφ

Nφ−1∑
k=0

e2πi/Nφkm M(µj, µj̃,∆φk). (4.45)

Since the scattering matrix only depends on the difference in azimuth between the
incoming and outgoing angles, the Fourier modes separate (M depends only onm, rather
thanm andm̃) and

Mcc
mm̃ = Mss

mm̃ = Mc
mδmm̃,

Mcs
mm̃ = −Msc

mm̃ = Ms
mδmm̃. (4.46)

The sine and cosine modes do mix however, for a particularm. The decoupling of az-
imuth modes allows the modes to be solved separately. Using Fourier decomposition, the
radiative transfer equation (Eq. 4.6) is effectively decomposed into2M + 1 azimuthally
independent differential equations for each Fourier mode i.e.

µ
dIm(τ, µ)

dτ
= −Im(τ, µ) +

ω̃

4π

∫ 1

−1

Mm(µ; µ̃)Im(τ, µ; µ̃)dµ̃+ Sm(τ, µ). (4.47)

This form of the radiative transfer equation is efficiently solved by applying thein-
teraction principle(Sec.4.3). The integral on the right side of Eq.(4.47) is integrated
numerically using Gaussian quadrature (see Sec. 4.4.3) for a discrete set ofµj values.
It is important to note that it is necessary to exactly integrate the integral on the right
hand side of Eq.(4.47) so that energy is conserved. This means that for a given number of
quadrature zenith angles there is a limit on the number of the Legendre series representing
the scattering matrix.

A truncation scheme for the number of Legendre series according to the type of
quadrature, e.g. for Gaussian quadrature was implemented. As pointed out by King
(1983), Gaussian quadrature is exact for polynomials of degree less that2Gµ (Gµ is the
number of quadrature angles per hemisphere). Thus, it is essential that the order of the
quadrature formula exceed the number of significant Legendre termsLmax in the phase
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function. This implies that if a large number of Legendre terms are necessary to fully de-
scribe the phase matrix then we need a very large number of Gaussian integration points
Gµ to resolve the scattering pattern which in turn implies larger computational resources.
To avoid this pitfall, a truncation procedure that provide accurate intensities whenGµ is
kept relatively small is necessary.

We have used the simple schemeLmax = 4Gµ − 3 since at most, our phase matrix is
described byLmax ≈ 64 Legendre terms. Still, achieving phase function normalization
(Eq. 4.43) by the use of this method can be difficult for highly peaked phase functions
because of the large number of quadrature angles required as it was pointed out above
but other techniques e.g. the Delta–M method (Wiscombe 1977) are more appropriate for
such a case. This technique has not yet been implemented in the present model.

4.4.3 The discretized angular grid

Integration of the integral overµ in Eq.(4.47) is done numerically. Gaussian quadrature
is chosen as it has been proven to be superior to other quadrature integration techniques
used in plane–parallel problems. In Gaussian quadrature, the discrete values ofµ are
determined by the roots of the Legendre polynomial of order2Gj. The weightswj are
always normalized such that,

Gj∑
j=−Gj

wj = 2 (4.48)

wherej 6= 0. The integral is replaced with a summation as follows:∫ 1

−1

f(µ)dµ −→
Gj∑

j=−Gj

f(µj) wj (4.49)

In the calculation of irradiance, the integration is only performed over one hemisphere.
This presents no real problem as the summation can run from1 to Gj. However care
must be taken to ensure that the sum of the weights is exactly unity. To ensure this a
renormalization is performed.

Gj ±µj(= cos Θ) wj
4 0.18343 0.36268

0.52553 0.31370
0.79667 0.22238
0.96028 0.10123

TABLE 4.1: Sample pivots and weights for Gaussian quadrature of order eight

One draw back of using Gaussian quadrature is that since the pivots are prescribed
they rarely corresponds to the desired user viewing angles. One way to avoid this is to
add extra pivots at any desired angles. These pivots will have zero weighting associated
with them as they should not influence the integration.
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4.4.4 The discretized spatial grid

Discretizing the spatial grid is accomplished by dividing the model atmosphere intoNi

layers. This is done by specifyingNi+1 altitudes, not necessarily equally spaced, at which
the solution will be determined. Each layer between two altitude levels or grid points
are assigned a value for all relevant quantities of the model atmosphere i.e. single scat-
tering albedo, absorption and scattering coefficients, phase functions, temperatures, gas
absorption etc.

Layer 1

Layer n

Layer N

Optical depth Interface
1

2

N

N+1

τ1,N

τ2,N

τN,N

(a) INHOMOGENEOUS ATMOSPHERE

bn

Optical depth Level

(b) HOMOBGENEOUS LAYER ”n”

M=(K+1)/2bn/2

τn,N

bn2
−M+k
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−M K
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0

k

K-k+1

K+1

bn(1− 2−m+k)

bn(1− 2−M)

τN+1,N

τn+1,N

n

n+1

bn

0

FIGURE 4.6: Schematic representation of the atmospheric layers, for a plane parallel model,
indicating the optical depths and interfaces of the multi-layered atmosphere.

The optical depth at the bottom of layern, in a multi–layered atmosphere withN
layers is denoted byτn+1,N (Fig. 4.6). A homogenous layern with optical thicknessbn
hasK internal levels. The bottom of the layer is denoted byk = K + 1, the top byk = 0
and the middle layer byM = (K+1)/2. An inhomogeneous atmosphere is simulated by
the superposition ofN homogenous layers withK + 1 thin sub–layers. The solution is
found by first considering the level at the top of the atmosphere and adding layer by layer
using theinteraction principle.

4.4.5 Boundary conditions

To solve Eq.(4.6), two boundary conditions must be specified: the incident radiation at
the top of the atmosphereI(0, µ, φ) and surface reflection at the bottom of the atmosphere
I(τ,−µ, φ). For near–UV to near–IR, there is no source other than direct sunlight at the
top of the atmosphere so that,
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I(τ = 0, µ, φ) = 0 = [0, 0, 0, 0]T. (4.50)

There is, in general, a source at the bottom of the atmosphere from reflection of the
surface. The surface reflected Stokes vector is a function of the downward Stokes vector
incident upon it. They are related via,

I(τN ,−µ, φ) =

∫ 2π

0

∫ 1

0

R(−µ, φ; µ̃, φ̃)I(τN , µ, φ; µ̃, φ̃) µ̃ dµ̃ dφ̃, (4.51)

where,R is a 4 × 4 reflection matrix relating each reflected Stokes parameter compo-
nent to each reflected component. This expression is analogous to the scattering source
function vector. We must note here thatQRQ (whereQ is a diagonal matrix of elements
[1, 1,−1, 1]) is used instead of onlyR to account for the change in symmetry when the
surface the atmosphere is illuminated from the bottom (Hovenier 1970).

If the surface is a pure specular reflector, then the full reflection matrix can be writ-
ten in terms of Fresnel equations. Generally however, it is assumed that the surface is
depolarizing so that all matrix elements other thanR1 are zero. This reduces the matrix
to a single element which is commonly referred as bidirectional reflectance distribution
function (BDRF). A further approximation is to take, the surface reflected Stokes vector
as isotropic and independent of the downward Stoke vector. In this case, the surface is
said to be Lambertian and it is convenient to express the reflectivity of the surface in terms
of the surface albedo$s. The surface albedo represents the fraction of energy incident on
a plane surface which is reflected back to the atmosphere,

$s =
E↑

E↓ , (4.52)

whereE↑ andE↓ represent the upwelling and downwelling irradiance at the surface re-
spectively. Albedo might vary with wavelength or other parameters such as solar zenith
angle or wind–speed depending on the surface it represents. For a Lambertian surface,
the azimuthally independent boundary conditions can be written as,

Icsm(τ = 0; µj) = [0, 0, 0, 0]T, (4.53)

Icm(τN+1;−µj) =


[
$sE↓(τN+1)

π
, 0, 0, 0

]
m = 0,

[0, 0, 0, 0] m > 0,

(4.54)

Ism(τN+1;−µj) = [0, 0, 0, 0]T, (4.55)

so that only them = 0 order of the Fourier expansion is non–zero which necessarily
means that all odd coefficients are zero.
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4.4.6 Application of the doubling and adding method

As discussed on section (4.4.2), the doubling & adding sequences are performed as matrix
and vector operations on the radiance vector. The form of the radiance vector can now be
made explicit since the Fourier azimuth modes are treated separately. The radiance vector
consists of the Stokes parameters at the quadrature zenith angles in a hemisphere. The
structure of the radiance vectors is,

I =



Î(µ1)

Î(µ2)
.

Î(µj)
.

Î(µN)


, Î(µj) =


Ic

Qc

U s

V s

 . (4.56)

Here theµj are the quadrature points of the cosine of zenith angle and thec ands
subscripts refer to the cosine and sine azimuth modes. The length of the radiance vector
is thusNStokes ×Nµ whereNStokes represents the number of Stokes parameters used.

The scattering matrix defined before (see Sec. 4.4.1) may now be related to the local
reflection and transmission matrices for an infinitesimal layer. This process is called ini-
tialization (Evans & Stephens 1991). The model described here uses analytical functions
(Goody & Yung 1989) for the initialization. The elements of the reflection and transmis-
sion matrices and source vectors for them–th azimuth mode are then,

|T±|ijĩj̃ =

[
δĩiδjj̃ − F(∆τ, µj)

(
δĩiδjj̃ −$

1 + δ0m
4

wj̃|Mm(±µj,±µj̃)|ĩi
)]

,

|R±|ijĩj̃ = F(∆τ, µj)$
1 + δ0m

4
wj̃|Mm(±µj,±µj̃)|ĩi ,

|Σ±|ij = G±(∆τ, µj, µ0)|Sm(±µj)|i , (4.57)

with
F(∆τ, µj) = 1− e

−∆τ
µj . (4.58)

and

G+(∆τ, µj, µ0) =


e
−∆τ
µj −e

−∆τ
µ0

µj−µ0
if µj 6= µ0,

−∆τ
µ2

0
e
−∆τ
µ0 if µj = µ0,

(4.59)

G−(∆τ, µj, µ0) = 1−e
1

µ0
+ 1

µj

µj+µ0
∀ µj (4.60)

In Eq.(4.57)i is the Stokes parameter index andj is the quadrature angle index. The
barred (̃ ) indexes are the ones summed when carrying out matrix multiplication.wj ’s are
the integration weights corresponding to quadrature anglesµj. The initial layer optical
depth∆τ is chosen according to the desired accuracy (e.g.∆τ = 10−5 will give about five
digits accuracy when using double precision).Sm(µj) is the source term of the radiative
transfer equation evaluated atµj quadrature angle for them–th Fourier azimuth mode.
The thermal radiation source term is isotropic so only them = 0 term contributes.
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Based on theinteraction principlei.e Eqs.(4.8)–(4.9) the transmission, reflection and
source matrices can be calculated for each individual layer. Combining them at the com-
mon interfaces (and effectively eliminating the radiances at the common interface) leads
to the algorithm to combine two layers. Using the operatorO, of section (4.3.2), we
compute the internal radiation field for a single homogenous layer starting with a layer
of thickness∆τ . Each step doubles the optical depth until afterN steps the thickness is
2N∆τ . The doubling method described so far requires the finite layer to be uniform as
stated by Eqs. 4.57–4.60.

The doubling algorithm computes the reflection and transmission matrices and the
source vectors for the homogeneous layers which are then successively combined from
the top down with the adding method. The surface boundary is treated as a layer with a
transmission of unity, the appropriate reflection and no source term. The radiation emitted
by the surface is then the incident radiation on the lower boundary. The up–welling and
down–welling radiation is then computed from the internal radiance algorithm which was
derived from theinteraction principle.

4.5 The pseudo–spherical approximation

Direct Solar Beam

Scattered Light

Scattered Light

Angle
Solar

FIGURE 4.7: Schematic representation of a pseudo–spherical atmosphere.

For many applications calculation using plane–parallel geometry is adequate. How-
ever, for solar zenith angles larger than 75◦, the attenuation of the direct solar beam is
considerably overestimated in plane–parallel atmospheres. This is because as theµ angle
tends towards zero and the plane–parallel pathlength enhancement1/µ becomes infinite
(see Fig. 4.7). Also for solar zenith angles larger than 90◦ some parts of the atmosphere
will still be illuminated, a situation which is not possible to describe using plane geometry.
Similar problems arise in the calculation of scattered light near the limb or horizon.

Path–length can be both, overestimated and underestimated depending whether the
streams are upward or downward. In a plane–parallel atmosphere, any viewing angle
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FIGURE 4.8: Path-lengths between spherical shells.

below the horizon will have a direct surface component. In a spherical atmosphere this
surface component is not real for streams that do not reach the surface. To remedy this
inadequacies a number of options are available, one of them being to solve the radiative
transfer equation in three–dimensional spherical coordinates. As will be seen in Chapter
5 (where we implement a method to solve the radiative transfer equation for a spherical
planetary atmosphere) to solve the full problem in three–dimensional spherical coordi-
nates an initial guess solution is necessary to start an iterative scheme.

We construct this initial guess solution using a plane–parallel solution but with the
inclusion of a spherical geometry correction for the direct solar beam. Thus, in a pseudo–
spherical atmosphere the multiple scattering terms of Eq.(4.3) remain unchanged whereas
the single scattering source term is calculated as in a spherical atmosphere i.e.,

Sss(z, θ, φ) =
$

4π
F0M(z, θ, φ; θ0, φ0) exp

(
−

∫ st

0

κ(ŝ)dŝ

) 
1
0
0
0

 . (4.61)

Here the integration is to be performed along the direct solar beam andst denotes the
full length of the integration line from a selected point to the top of the atmosphere along
the beam. In practice Eqs.(4.3)–(4.4) are still used but using Eq.(4.61) instead of Eq.(4.4)
implies that the optical depth has to be calculated as,

∆τi,i+1 = κi,i+1 Si,i+1, (4.62)

whereSi,i+1 is the physical path–length between shell layersi andi + 1. This is shown
in Fig.(4.8) and it is calculated as follow. Consider two levels at heightszi andzi+1, the
local zenith angle at heightzi+1 is θi+1 and it has a tangent height given by

zt,i+1 = (Rp + zi+1) sin θi+1 −Rp, (4.63)
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wherezt,i+1 is the tangent height for the zenith angleθi+1 at heightzi+1 andRp is the
planet’s radius and taken as a constant through the calculation. From this the path–length
can be determined:

si,i+1 =

∣∣∣∣√(Rp + zi+1)2 − (Rp + zt,i+1)2 −
√

(Rp + zi)2 − (Rp + zt,i+1)2

∣∣∣∣ . (4.64)

Here the absolute values ensure a positive length ifzi+1 > zi. The local zenith angle
at heightzi+1 will differ from that atzi, they are related via,

sin θi+1 =
(Rp + zi)

(Rp + zi+1)
sin θi. (4.65)

Similar to a plane–parallel atmosphere, the radiative transfer equation in a pseudo–
spherical atmosphere is solved for a fixed solar zenith angle.

4.6 Numerical results

In order to verify the accuracy of our implementation, we perform some numerical runs
for sample atmospheres and compare it with other similar runs done with other numerical
codes. Since our implementation is based in the doubling & adding method we compare
it with the freely available plane–parallel radiative transfer code (RT3) from Evans &
Stephens (1991). We also include a limiting test scenario for the pseudo–spherical case.
For the plane–parallel test we use relative percent differences between models i.e.(1 −
Ia/Ib)×100% whereIa is eitherI,Q, U orV Stokes components generated by our model
andIb is generated by RT3. In the pseudo–spherical test,Ia is the plane–parallel solution
andIb is the pseudo–spherical solution.

4.6.1 Plane parallel tests

In this tests we compare our current pseudo–spherical model, running in plane–parallel
mode, with Evans & Stephens (1991) model (RT3).

Rayleigh atmosphere

Evans & Stephens (1991) compare a Rayleigh atmosphere with the book of tables of
Coulson (1959) for three cases of varying optical depth and solar angle. In this work,
we run our model for a similar atmosphere and compare with the results obtained from
RT3. The run was performed for a Rayleigh atmosphere as described in Evans & Stephens
(1991) with optical depthτ = 1.0, single scattering albedo$ = 1.0, solar flux normalized
to π, cosine of solar zenith angle0.8 and a ground albedo of0.25. The polarized phase
matrix used is shown in Fig.(4.9). The radiative transfer model was run with 8 quadrature
points. Upwelling and downwelling radiance were calculated for StokesI, Q andU at
φ = 0, 90, and180◦. Results are plotted forφ = 90◦ only since,U is zero at0 and
180◦ andV is zero everywhere (see Fig. 4.9). In Fig.(4.10) we compare downwelling
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radiation for the parameters specified above. Differences between both models are plotted
as percentage differences for StokesI, Q, U andV . Our model shows a very close
agreement with RT3. The maximum differences are of the order of10−3 % which means
a full agreement of three significant digits.

Mie atmosphere

Evans & Stephens (1991) includes a Mie test case for their polarized plane parallel model.
The test is done for a Mie scattering phase function for a wavelength of0.951µm from a
gamma distribution of particles with0.2µm radius, 0.07 effective variance and index of
refractionn = 1.44. The Legendre series coefficients were taken from Evans & Stephens
(1991) and the entries of the phase matrix plotted in Fig.(4.11) for its four unique ele-
ments. In this test case, an atmosphere ofτ = 1.0 was used with a single scattering
albedo$ = 0.99, the atmosphere is illuminated by a collimated solar beam at a so-
lar zenith angle ofµ0 = 0.2(θ0 = 78.46◦) and solar fluxµ0π. The ground surface is
taken to be Lambertian with an albedo of 0.1. Upwelling and downwelling radiance were
computed with eight Gauss–Legendre quadrature angles. The current model and Evans
& Stephens (1991) computations for StokesI, Q, U andV are plotted in Fig.(4.12) as
percent differences. The plots shows an average difference between10−3 % to 10−4 %.
This translates to an agreement up to the 4–th decimal place. The maximum differences
are from the lowestµ angles which is much less accurate than the other values in both
Rayleigh and Mie tests. Typically, discrete– angle formulations give poorer results for
lower µ. The sources of error in this comparison are the approximation inherent in the
angular discretization scheme we have used.

In our tests, we have observed that Mie atmospheres seems to have slightly better
agreement than Rayleigh. This is due to the fact that, in Mie atmospheres, the energy is
distributed over a greater number of Fourier harmonics frequencies.

4.6.2 Pseudo–spherical tests

Mie test

In this section, we run our code in two modes: plane–parallel and pseudo–spherical for
two solar angles78◦ and0◦ for a Mie type atmosphere as described above (sec.4.6.1).
In order to setup the pseudo–spherical calculation, we have used a ratio of total atmo-
spheric height against planet radius of1 : 5 (similar ratio occurs for the case of Titan’s
atmosphere).

We plot % differences for both geometries for the full Stokes vector. We expect some
differences specially at large solar angles e.g.78◦ since sphericity will play a role because
the direct solar beam is calculated for this type of geometry. For a high Sun i.e.0◦ we
expect full agreement with the plane case since in this special case both geometries are in
fact, equivalent.

The test shows a difference of about 2.5% at top of the atmosphere. The differences
seen in Fig.(4.13) can be directly attributed to the sphericity of the planet. In the same
plot, for low zenith angles, the differences are less marked due to the influence of mul-
tiple scattering which is calculated as in a plane–parallel atmosphere. In the second plot
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Fig.(4.16) we can clearly see that for a high enough Sun the atmosphere fully behaves as it
was plane–parallel therefore, both solutions, pseudo–spherical and plane–parallel should
agree.

Titan atmosphere test

In this section we run our code in plane–parallel and pseudo–spherical mode for a stan-
dard Titan atmosphere as prescribed in Grieger et al. (2003) and Salinas et al. (2003).
This is for the purpose only of evaluating differences between both methods. The com-
putations where performed for an atmosphere of 500km. altitude with a planetary radius
Rp = 2575km. under the conditions mentioned in the above papers. Fig.(4.17) shows
percent differences at 450km., the highest percent differences are found for the upwelling
radiances (µ < 0) this difference is not bigger than 1.4%. In Fig.(4.18) we find a maxi-
mum difference of less than 2.6% for the downwelling radiances. The biggest differences
are concentrated in the direction of the direct beam this is expected since the direct beam
has traveled a shorter distance in a pseudo–spherical atmosphere than in a plane–parallel
atmosphere.

As we have shown here, the inclusion of a spherical geometry correction for the direct
solar beam shows that the spherical nature of the atmosphere has to be taken into account.
Further, in a fully spherical scenario we need not only to correct for the direct solar beam
but for all angular variations of the scattered radiation streams.
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FIGURE 4.9: Rayleigh polarized phase matrix.

FIGURE 4.10: StokesI, Q, U andV % difference comparison between our model and Evans &
Stephens (1991) model (RT3) for a Rayleigh type atmosphere.
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FIGURE 4.11: Polarized phase matrix for Mie type particles.

FIGURE 4.12: StokesI, Q, U andV % difference comparison between our model and Evans &
Stephens (1991) model (RT3) for a Mie type atmosphere.
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FIGURE 4.13: Pseudo–spherical vs. plane–parallel % differences for a Mie atmosphere forI, Q,
U andV Stokes components, Solar angle =78◦. azimuth =0◦

FIGURE 4.14: Pseudo–spherical vs. plane–parallel % differences for a Mie atmosphere forI, Q,
U andV Stokes components, Solar angle =78◦, azimuth =90◦
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FIGURE 4.15: Pseudo–spherical vs. plane–parallel % differences for a Mie atmosphere forI, Q,
U andV Stokes components, Solar angle =78◦. azimuth =180◦

FIGURE 4.16: Pseudo–spherical vs. plane–parallel % differences for a Mie atmosphere forI, Q,
U andV Stokes components, Solar angle =0◦.
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FIGURE 4.17: Pseudo–spherical vs. plane–parallel % differences for Titan’s atmosphere at
450km. and solar zenith angle =50◦

FIGURE 4.18: Pseudo–spherical vs. plane–parallel % differences for Titan’s atmosphere at
ground level and solar zenith angle =50◦



Chapter 5

Polarized radiation in spherical
atmospheres

The subject of radiative transfer or transport deals with the interaction of radi-
ation and matter. Mathematically, one is confronted with the task of seeking
a solution to boundary value problems through integro–differential and inte-
gral equations for transfer or transport processes. Exact solutions are rarely
available in most cases. Consequently, a wide variety of methods have been
developed which give approximate solutions to such problems.

For plane–parallel participating media, the methods for solving the radiative
transfer equation are in an advanced state of development. However, there
exist a number of problems in radiative transfer where the curvature of the
medium cannot be ignored. To solve these problems, innovative techniques
are often required to extend the methods for a plane medium to a spherical
or general curvilinear medium. In this section we introduce methods that
have been used to solve transfer problems in spherical media and propose
a method able to solve the problem of scattering of polarized radiation in
spherical planetary atmospheres.

5.1 Methods of computational radiative transfer

Given the ubiquitous nature of radiative transfer problems, many methods have been de-
veloped to solve such a problem numerically dating back to the origin of modern scientific
computing. However, due to the great complexity of the problem these methods quite of-
ten do not treat the most general case of solving the multi–frequency, three–dimensional,
time dependent, polarized radiative transfer equation in a medium in which non–local
thermodynamical equilibrium conditions apply but some simplified version applicable to
a specific problem. Each of these methods has both its advantages and disadvantages.
Herein, we discuss the most common methods used in the solution of multi–dimensional
problems. However, in this discussion, we do not include the topic of polarization.

51
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5.1.1 Monte Carlo method

A well-known method which complies with most of the requirements formulated above
is the Monte Carlo technique (Marchuk et al. 1980). In a Monte Carlo computation a
photon at a time is followed its three–dimensional path through a scattering medium. The
various events which the photon might go through are defined by a suitable probability
distributions. A set of random numbers is then used to make a particular choice for the
interpretation of each event. The intensity of radiation is then determined statistically by
following a large number of individual photon trajectories through the atmosphere. There
are three different useful Monte Carlo methods. In two of these the photons are followed
in the forward direction and the collisions occur in the same order as they do in a real
atmosphere. The other method is the backward Monte Carlo method. In this method the
photons are started from the detector and their path is followed backward to the point
where they leave the atmosphere toward the Sun. This technique is very effective when
the receiver has a narrow field of view because all simulated photons contribute to the
signal, whereas in a forward simulation only a small fraction of the photons coming from
the Sun reach the instrument. According to Lenoble (1985), the advantages of the Monte
Carlo method are:

• Any phase matrix might be used. Any phase function or experimental tabulated
phase functions can be easily incorporated.

• Calculations for polarization take only slightly more than twice the computing time
as the scalar calculation.

• Any reasonable number of ’detectors’ may be used without appreciably increasing
computing time.

• The atmosphere can be divided in to a large number of sub–layers, each of them
with different properties.

• Problems involving spherical geometry have been solved.

• “Truly” multi–dimensional problems have been solved (variation of the medium
properties with position in the atmosphere).

The disadvantages of the method are:

• There is a statistical fluctuation in the results. It is not practical to increase accuracy
appreciably since computer times increases four fold for a two fold increase in
accuracy.

• The accuracy of the backward Monte Carlo method is poor when the medium is
optically thick or has a weak absorption

• Using the quasi Monte Carlo technique (O’Brien 1992), the calculation time can be
significantly reduced, but the difficulty of the backward Monte Carlo integration in
an optically thick or week absorbing atmosphere is not eliminated.
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• It is impractical for extremely large optical depths (τ > 100).

Applications of the Monte Carlo method for radiation calculations in a spherical at-
mosphere can be found in Collins et al. (1972), Oikarinen et al. (1999).

5.1.2 Methods involving Fourier series

There are several methods that have been successfully applied to plane–parallel geome-
try, among them, the “Spherical Harmonics”, “Discrete Ordinates”, “Finite Differences” ,
“Doubling and adding”, etc. (several of these methods are discussed in Lenoble (1985)).
The common approach used in these methods is the expansion of the intensity and scat-
tering phase function in Fourier series in azimuth rendering effectively an azimuth inde-
pendent radiative transfer equation. The method is widely used for polarized radiation in
plane–parallel atmospheres (see section 4.4.2). Using this approach the radiative transfer
equation as given by Eq.(2.45) for an arbitrary selected solar zenith angle can be split into
a system of independent equations for each Fourier coefficient,

cos(θ)
dI

(m)
dif (z, θ)

dz
= −κ(z)

(
I
(m)
dif (z, θ)− S(m)

ms (z, θ)− S(m)
ss (z, θ)

)
. (5.1)

For unpolarized radiation in a spherical atmosphere, the Fourier expansion in azimuth
can be used only if the dependence of the intensity of the diffuse radiation on global az-
imuth angleΦ is neglected. In this case, the radiative transfer equation given by Eq.(3.39)
is appropriate. Combining the Fourier expansion with Eq.(3.39) we obtain,
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Here,S(m)
ms andS(m)

ss are the Fourier expansion coefficients for multiple scattering and
single scattering source functions in a spherical atmosphere. In the case of polarized ra-
diation in a spherical atmosphere, the equations are much more involved since the sine
and cosine modes of the Fourier expansion do mix. The spherical Fourier expansion is
obtained analogously to the plane–parallel case. As clearly seen, the equation for them–
th Fourier coefficients contains also the(m − 1)–th and the(m + 1)–th coefficients of
the Fourier expansion for the intensity. This means that each equation has to be solved
in combination with two neighboring equations i.e. the system cannot be split into inde-
pendent equations anymore. Since the possibility to solve the radiative transfer equation
for each Fourier mode is the main advantage of the Fourier method, it is only reasonable
to use it for spherical atmospheres if an azimuthal independent radiation field and no ex-
ternal anisotropic illumination is considered. Thus, this method is not suitable for our
purposes since we consider azimuthal dependence of the radiation field.
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5.1.3 Method of moments

The “Moment approach” (Sobolev 1975) was first introduced for a plane– parallel at-
mosphere and further extended by Sobolev and Minin (1962) for a spherical shell atmo-
sphere. The moment method builds on the idea of solving the radiative transfer equation
for the moments of the intensity instead of the intensity itself; if we consider unpolarized
radiation, the moments are defined by (Sobolev 1975)

M0(r, ψ) =
1

4π

∫ 2π
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0

sin θI(r,Ψ, θ, φ)dθ, (5.3)
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sin2 θ cosφI(r,Ψ, θ, φ)dθ. (5.5)

The zero–th moment,M0 is the mean intensity of the diffuse radiation, the first mo-
mentM1 is proportional to the vertical flux of the diffuse radiation and the second moment
M2 is proportional to the flux of the diffuse radiation in the directionφ = 0 in a horizontal
plane.

The moment method consist of calculating the first–order scattering exactly and the
higher order scattering by approximating the phase function with only two terms of the
Legendre expansion of the phase function, more precisely,

P (γ) = 1 + χ1 cos γ. (5.6)

Combining Eqs.(3.35)–(3.38) and Eqs.(5.3)–(5.5) the total source function becomes,

B = $(M0 + χ1M1 cos θ + χ1M2 sin θ cosφ)+

+
$(r)

4π
F0(1− χ1 cos θ + χ1 sin θ sin Ψ cosφ)e(−T (r,ψ)), (5.7)

where−T (r, ψ) is the optical depth along a ray from the Sun to a given point in the
atmosphere, i.e.,

T (r, ψ) =

∫ ∞

z

κ(r̂)dẑ., z = r cosψ and r2 = r2 sin2 ψ + ẑ2. (5.8)

According to Sobolev (1975), the quantityB (and therefore alsoI) may be expressed
as a combination of the momentsM0,M1 andM2 each of which depends only on the two
variablesr andΨ by the system of equations,
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(3−$χ1)M2 = − 1

(κ r)
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These equations where obtained after multiplying Eq.(3.39) bydω/4π, cos θdω/4π
andsin θ cosφdω/4π with dω = dθ dφ and integrating over all directions.

Solving the system of differential equations Eqs.(5.9)–(5.11) all three moments can be
found and the source function, as given by Eq.(5.7), can be calculated. Once the source
function is known, the integro–differential radiative transfer equation Eq.(3.39) becomes
a partial differential equation that can be solved by any standard numerical technique.

The main disadvantages of the method are the simplified consideration of the az-
imuthal dependence of the diffuse radiation. The actual phase function is truncated and
only the first two terms of the Legendre expansion are retained and as a consequence only
first–order scattering is maintained.

5.1.4 Other methods

Other methods are available for solving the radiative transfer equation in multi–dimensional
spherical or Cartesian coordinates, methods such as the Gauss–Seidel iteration scheme
reported by Herman et al. (1994) which calculates the radiation field throughout the en-
tire hemisphere by employing a conical boundary surrounding the zenith direction along
which the solution is desired.

There are also radiative transfer models which use some approximations enabling
the mean intensity in a spherical atmosphere to be calculated efficiently. For example
in Dahlback & Stamnes (1991), the azimuthally averaged radiative transfer equation was
solved iteratively considering the spherical terms as a perturbation. Such models however,
can not reproduce the angular dependence of the radiance accurately.

Recently Rozanov et al. (2001) has proposed a method for solving the unpolarized
radiative transfer equation in its integral form for a spherical planetary atmosphere (ini-
tially developed for Earth’s atmosphere) using the method ofcharacteristics(Courant &
Hilbert 1962). This method is combined with the Picard iterative approximation starting
from an initial guess based on a 1–D finite differences solution.

5.2 Characteristics method

The arrival of theCassini/Huygensmission to Titan in early 2005 (Grieger et al. 2002,
2003) makes the development of accurate and efficient radiative transfer models for the
interpretation of direct and diffuse radiation scattered in the atmosphere of Titan or re-
flected from its surface necessary. To address the radiation problem in an optically thick
atmosphere such as Titan’s and to take into account its spherical nature, we have imple-
mented a multi–dimensional method able to solve the full problem. The method builds
upon existing knowledge of light scattering in plane–parallel atmospheres (Hansen &
Travis 1974, Evans & Stephens 1991, Caudill et al. 1997, Rozanov et al. 2000) and re-
cent methods developed for spherical atmospheres (Balluch 1996, Evans 1998, Herman
et al. 1994, Dahlback & Stamnes 1991, Rozanov et al. 2001). Several of these methods
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are described in Chandrasekhar (1965), Sobolev (1975), Sen & Wilson (1990), Lenoble
(1985).

In our view such a model has to incorporate the following characteristics:

• Accurately determine multiple scattered radiation in a spherical atmosphere for all
relevant solar angles and viewing geometries.

• Be able to incorporate a wide range of phase functions.

• Allow optical properties and phase functions of the medium to vary spatially.

• Readily include polarization and be moderate in required computational resources.

Methods to solve the radiative transfer equation for a spherical atmosphere have been
discussed above. Taking into consideration the requirements formulated at the beginning
only the full differential spherical operator as in Eqs.(3.33)–(3.34) is suitable to solve the
radiative transfer equation for a spherical planetary atmosphere with the required accu-
racy. As discussed in section (3.2) the full differential spherical operator is given by

dI

ds
=

(
cos θ

∂

∂r
+

sin θ cosφ

r

∂

∂Ψ
+

sin θ sinφ

r sin Ψ

∂

∂Φ

−sin θ

r

∂

∂θ
− sin θ cosφ cot Ψ

r

∂

∂φ

)
I. (5.12)

As it can be seen, a first order partial differential equation for the Stokes vectorI as a
function of five variables(r,Ψ,Φ, θ, φ) has to be solved.

One of the well known methods to solve this equation is thecharacteristicsmethod.
Rozanov et al. (2001) describes the method for the case of a spherical planetary atmo-
sphere for the scalar problem (without polarization). Herein, we have adopted this method
and have combined it with the one–dimensional pseudo–spherical method described in
Chapter (4) to develop a radiative transfer code able to solve the fully polarized integro–
differential radiative transfer equation for a spherical planetary atmosphere. The main
differences of our approach besides the full treatment of polarization are the ability to
handle any kind of phase functions via Legendre polynomials and/or generalized spheri-
cal functions, a fast initial guess approximation using the doubling & adding algorithm as
described in Section (4.4), the inclusion of internal sources of radiation and the inclusion
of Lambertian and Fresnel surface reflection.

As pointed out by Rozanov et al. (2001), thecharacteristicsmethod performs the
conversion of the first order partial differential equation into an integral equation by inte-
grating its both sides along acharacteristic. Further, if we do not take refraction effects
into account thecharacteristicsare straight lines, therefore the direction cosines are then
simply given byη1 = cosφ sin θ, η2 = sinφ sin θ andη2 = cos θ. The angle variablesθ
andφ are assumed to be functions of the global anglesΨ andΦ.

In the remainder of this section we adopt the mathematical formulation of Rozanov
et al. (2001) for all computations and include polarization implicitly via de Stokes param-
eters(I, U, V,Q) for all radiances (I) and sources (S).
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In general, the radiation fieldI(r,Ψ,Φ, θ, φ) can be split into two components: diffuse
and direct radiance,

I(r,Ψ,Φ, θ, φ) = Idir(r,Ψ,Φ, θ, φ) + Idif(r,Ψ,Φ, θ, φ). (5.13)

The direct radiance can be calculated as follow :

Idir(r,Ψ,Φ, θ, φ) = πF0δ(cos θ + cos Ψ, φ)e−
R s0
0 κ(ŝ)dŝ, (5.14)

whereπF0 is the incident solar flux vector,δ is the Dirac delta– function ands0 denotes
the full path–length along the direct solar beam from the top of the atmosphere to pointr.
The general solution for the diffuse radiance for any direction(r,Ω) can be written as:

Idif(r,Ω) = Idif(r0,Ω)e−τ(sc) +

∫ sc

0

S(r̃, Ω̃)κ(r̃)e−τ(s)ds, (5.15)

hereIdif(r0,Ω) is the diffuse radiance and the end of the characteristic (line of sight) i.e.
at the boundary (the top or the bottom) of the atmosphere in directionΩ, sc is the full
length of the characteristic andτ(s) is the optical depth.

If we start at any boundary and integrate along a givencharacteristicthen the follow-
ing integral form of the radiative transfer equation is obtained:

Idif(r,Ψ,Φ, θ, φ) = I0(r,Ψ,Φ, θ, φ) + Lsp
s S(r̃, Ψ̃, Φ̃, θ̃, φ̃). (5.16)

HereI0(r,Ψ,Φ, θ, φ) is defined by the boundary conditions. The integral operatorLsp
s

(Rozanov et al. 2001) is given by,

Lsp
s =

∫ sc

0

κ(s)e(−
R s
0 κ(s̃)ds̃)ds, (5.17)

whereκ is the extinction coefficient,s the pathlength along thecharacteristicandsc the
full length of thecharacteristic. Variables̃r, Ψ̃, Φ̃, θ̃,andφ̃ are functions ofs. Eq.(5.16) is
only a formal solution of the differential equation Eq.(3.34), because the source function
S(r̃, Ψ̃, Φ̃, θ̃, φ̃) is a functional of the diffuse radianceIdif(r̃, Ψ̃, Φ̃, θ̂, φ̂):

S(r̃, Ψ̃, Φ̃, θ̃, φ̃) = La Idif(r̃, Ψ̃, Φ̃, θ̂, φ̂) + Sss(r̃, Ψ̃, Φ̃, θ̃, φ̃). (5.18)

La is an angular integration operator (Rozanov et al. 2001) given by

La =
$(r̃)

4π

∫ 2π

0

dφ̂

∫ π

0

M(r̃, Ψ̃, Φ̃, θ̂, φ̂) sin θ̂dθ̂, (5.19)

whereω(r̃) is the single scattering albedo andM(r̃, Ψ̃, Φ̃, θ̂, φ̂) is the polarized scattering
or Mueller matrix. Further details will be given below.

Using the above defined operators, we rewrite Eq.(5.16) as follow:

Idif(r,Ψ,Φ, θ, φ) = J(r,Ψ,Φ, θ, φ) + Lsp
s LaIdif(r̃, Ψ̃, Φ̃, θ̂, φ̂), (5.20)

with

J(r,Ψ,Φ, θ, φ) = I0(r,Ψ,Φ, θ, φ) + Lsp
s Sss(r̃, Ψ̃, Φ̃, θ̃, φ̃). (5.21)
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Eq.(5.20) is a linear integral operator equation which can be solved by an iterative
scheme, in our case we use the Picard iterative approximation given by

I
(n)
dif (r,Ψ,Φ, θ, φ) = J(r,Ψ,Φ, θ, φ) + Lsp

s LaI
(n−1)
dif (r̃, Ψ̃, Φ̃, θ̂, φ̂). (5.22)

This iterative scheme has been used in plane–parallel and 3–D radiative transfer cal-
culations such as SHDOM (Evans 1998) and the Picard Iterative scheme (Kuo et al.
1995a,b).

From Eq.(5.16), we notice that it has the formI = F(I). This form of the radiative
transfer equation naturally suggests that a fixed point iteration is appropriate for a numeri-
cal solution. The radiance,I, is a fixed point of the functionF(I). In order to locate such a
fixed points one begins with an initial estimateI0 (which undoubtedly is not a fixed point)
and computes in succession:I(1) = F(I(0)), I(2) = F(I(1)), · · · ,I (n) = F(I(n−1)). If the se-
quenceI(n) converges to the limitI and the function satisfies some continuity conditions
(Kuo et al. 1995a,b) then one obtainsF(I(n)) → F(I). Thus to exploit this technique, for
the present multi–dimensional problem, one has to select a suitable starting fieldI(0).

5.2.1 The initial field

One way of starting the global iteration is by using single scattering radiance calculated
analytically. Another way is to use a semi–analytical approach such as the successive
order of scattering (SOS) method which uses the single scattered radiance as an initial es-
timate to generate higher orders of scattered radiation. As pointed out by O’Brien (1992),
the SOS method is logically equivalent to the simulation of trajectories in the backward
Monte Carlo approach and it is specially inefficient in optically thick atmospheres. Thus,
the major criteria for a desirable solution technique is lost since we would like a fast and
efficient algorithm to generate our initial guess solution. In Kuo et al. (1995a,b), in the
case of a plane–parallel atmosphere, the radiance was obtained by employing a low order
expansion of the spherical harmonics solution as an initial guess for a similar iterative
scheme. It has been shown that using such an initial guess solution fewer iterations are
required compared to the SOS method to achieve convergence.

In this work, we generate an initial guess solution using the doubling and adding al-
gorithm (D&A). The D&A method has been proven to be very efficient for optically thick
atmospheres. It is fast and conceptually easy to implement and generalize. In our im-
plementation we have included a spherical correction for the direct solar beam to obtain
a pseudo–spherical initial guess solution. The idea behind this method (Rozanov et al.
2001) for the case of a spherical atmosphere is that a better initial approximation can be
achieved by retaining the local integral operatorLa of Eq.(5.20) and simplifying instead
the integral operatorLsp

s which characterizes the global behavior of light in the atmo-
sphere.

According to Rozanov et al. (2001) simplifying the differential operator as given by
equations Eq.(3.40) and Eq.(3.40) does not simplify the integral operatorLsp

s . The one–
dimensional differential operatorLpp

s is used in our radiative transfer model instead ofLsp
s

to obtain an initial estimation of the radiation field. This means the first guess radiance
I
(0)
dif (r,Ψ,Φ, θ, φ) has to satisfy the following equation:
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I
(0)
dif (r,Ψ,Φ, θ, φ) = J(r,Ψ,Φ, θ, φ) + Lpp

s LaI
(0)
dif (r̃, Ψ̃, Φ̃, θ̂, φ̂), (5.23)

where the one–dimensional plane–parallel integral operatorLpp
s is given by
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hererb refers to the medium boundary and the corresponding differential operator is,

d

ds
= cos θ

∂

∂r
. (5.25)

Notice Eq.(5.23) is a pseudo–spherical solution since the termJ contains the direct
solar beam calculated as in a spherical atmosphere and the second term on the right hand
side is the multiple scattering term calculated as in a plane–parallel atmosphere. There-
fore, using the pseudo–spherical solution as an initializer allows us to introduce all scat-
tering orders at once in the initial guess solution.

5.2.2 Multidimensional integration of the RTE
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FIGURE 5.1: Characteristic integration along the line of sight for a spherical atmosphere.

Once the initial radiation fieldI(0)
dif has been computed (for a set of solar zenith angles)

we need to integrate the RTE along the line of sight for prescribed viewing angles. The
spatial coordinates of any point on the line of sightr̃, Ψ̃ and Φ̃ and the local radiance
direction defined bỹθ andφ̃ can be calculated from the initial set of variablesr,Ψ,Φ, θ
andφ using the following relations (see also Fig. 5.1),
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r̃ =
√
r2 − 2 r s cos θ + s2, (5.26)

cos θ̃ =
r cos θ − s

r̃
, (5.27)

cos Ψ̃ =
r cos Ψ− s ζ

r̃
, (5.28)

cos Φ̃ =
r sin Ψ

r̃ sin ψ̃
cos Ψ− s

r̃ sin Ψ̃
η, (5.29)

cos φ̃ =
cos ψ̃ cos θ̃ − ζ

sin Ψ̃ sin θ̃
. (5.30)

The termsη andζ are given by

η = cos Ψ cos Φ sin θ cosφ− sin Φ sin θ sinφ+ sin Ψ cos Φ cos θ, (5.31)

ζ = cos Ψ cos θ − sin Ψ sin θ cosφ. (5.32)

The set of angular variableŝθ andφ̂ are chosen according to the integration scheme
selected to calculate the double integral in operatorLa of Eq.(5.19). As it was seen in
sections (4.4.2) and (4.4.3), for one–dimensional cases the usual approach is to calculate
the integral operatorLa as a combination of Gaussian quadrature forθi angles and Fourier
series expansion forφi angles. Other used approaches include the spherical harmonics
method (Evans 1998), quadrature methods based on the trapezoidal rule etc. The variation
of the global and local angular coordinates along the line of sight precludes the use of such
a method which are nevertheless very efficient for plane–parallel atmospheres. To solve
such a problem, we have included an area equalizing integration scheme able to handle
the angular integral (integration on the unit sphere, Fig. 5.2) of Eq.(5.19).

FIGURE 5.2: The icosahedron–based pixelization scheme. Each dot represents an integration
node which are used to pixelize the unit sphere.

This method is fully described in Tegmark (1996). The idea is to find a good pix-
elization scheme for the unit sphere (see Fig.5.2). Specifically if we are to placeN points
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(pixel centers) on the sphere, where is the best place where to put them?. The method
uses the following criteria:

• The worst–case distance to the nearest pixel should be minimized.

• It should be able to accurately approximate integrals by sums.

Definingd as the maximum distance that a point on the sphere can be from the pixel
closest to it, the first criteria above, seeks to minimized. The second criteria states that
the integral of a function over the sphere should well be approximated by4π/N times the
sum of the function values at the pixel location.

The icosahedron pixelization scheme basically inscribes a sphere in an icosahedron
whose faces are pixelized with a regular triangular grid. Then the points are mapped radi-
ally onto the sphere. The points are shifted around slightly to give all pixels approximately
equal area. A Fortran package for this scheme is available in:

http://www.hep.upenn.edu/ ˜max/icosahedron.html

5.2.3 Sweeping scheme

Each spatial point̂r(r̂i, Ψ̂j, Φ̂k) (where1 ≤ i ≤ Nlayers+1, 1 ≤ j ≤ NΨ and1 ≤ k ≤ NΦ)
represents a physical location in the atmosphere at which the radiation field is calculated
and stored. For notational convenience ther grid is labeled such thatrNlayers+1 = Rp and
r1 = Rp+Zatm (Rp is the planet’s radius andZatm is the height of the atmosphere). In each
spatial point, we establish a local non-uniform gridΩ̂(θ̂k, φ̂k) (where1 ≤ k ≤ Nnodes) of
k nodes which are the integration nodes generated by the icosahedron method. Unlike the
planar case, the local angles depend on the spatial point of interest.

In order to computeI(n)
dif (r̂, Ω̂), a line integration is carried out along a line throughr̂

and parallel toΩ̂. This path is called acharacteristic. This characteristicwill intersect
the boundary in at most two points. At the boundary, for which directionΩ̂ points into the
interior of the atmosphere,I(n)

dif (r̂, Ω̂) is computed successively for each inner radii along
thecharacteristic. Eqs. (5.27)–(5.30) are used to calculate the full angular variation along
the line of sight for each grid point intersection(r̂, Ω̂ → r̃, Ω̃).

The initial radiation fieldI(n−1)
dif is interpolated (using cubic interpolation) to match

the new angles in direction(r̃, Ω̃). The scattering angle is calculated for the new local
anglesΩ̃ and the polarized Mueller (or scattering) matrix is then rotated to the new local
meridional plane at position(r̃, Ω̃) for each integration node and the multiple scattering
source function is evaluated. A similar process is followed to compute the single scattered
source function for direction(r̃, Ω̃).

The process is performed until the boundary is reached. If thecharacteristicreaches
the surface the appropriate ground reflection is applied, if thecharacteristicleaves the
atmosphere, no boundary radiation is added. The process is repeated for all integration
nodes and for each global iteration. After each iteration a convergency check is performed
and the next iterationI(n+1)

dif (r̂, Ω̂) is started. The full sweeping scheme can now be ex-
pressed algorithmically as (Rozanov et al. 2001),
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I
(n)
dif (r̂, Ψ̂, Φ̂, θ̂, φ̂)

interpolation−→ I
(n)
dif (r̃, Ψ̃, Φ̃, θ̂, φ̂), (5.33)

↓

S(n)
ms (r̃, Ψ̃, Φ̃, θ̃, φ̃) = LaI

(n)
dif (r̃, Ψ̃, Φ̃, θ̂, φ̂), (5.34)

↓

I
(n+1)
dif (r̂, Ψ̂, Φ̂, θ̂, φ̂) = J(r̂, Ψ̂, Φ̂, θ̂, φ̂) + Lsp

s S(n)
ms (r̃, Ψ̃, Φ̃, θ̃, φ̃), (5.35)

whereLa is the angular integration operator given by Eq. (5.19) andLsp
s is the spherical

integration operator given by Eq.(5.17). The vectorJ(r̂, Ψ̂, Φ̂, θ̂, φ̂) contains all terms of
the radiative transfer equations that require no iteration (as given in Eq.5.20) and remains
unchanged during the iterations.

5.3 Numerical results

5.3.1 Convergence of iterative scheme

As was mentioned before, the pseudo–spherical radiation field when used as a global ini-
tializer causes the iterative scheme to converge rapidly. Typically three to four global
iterations are necessary to obtain convergency for a full spherical solution. In order to es-
timate the accuracy obtained after each iteration, the solutions for two consecutive global
iterations were plotted in Fig.(5.3).

We observed that after the second global iteration the maximum differences are around
5% or less; a huge improvement was obtained after the 3rd iteration where the differences
are less than 1% (as seen in Fig 5.3) and after that the differences are almost negligible.
As was stated before, the convergency properties of the Picard iterative approximation (or
fixed point iteration) are vastly improved and typically few global iterations are needed
when the initial radiation field is close enough. Nevertheless, in order to guarantee a cer-
tain accuracy our model includes a simple convergency rule that increases the number of
iterations when needed. Furthermore, an acceleration scheme based on NG acceleration
(Ng 1974) is available if more than four iterations are necessary.

5.3.2 Solar angle variation

Our spherical model was run for a standard Titan atmosphere, as described in Grieger et al.
(2003) and Salinas et al. (2003). The idea behind this test is to evaluated the variation of
diffuse radiance with variation of solar zenith angle for a fixed azimuth angle of view and
for a fixed atmospheric altitude.

In Fig.(5.4) we plot radiance as a function of zenith angle for different solar zenith
angles at a fixed azimuth. We can quickly notice that when the Sun is high in the sky the
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FIGURE 5.3: Relative difference between global iterations, i.e.(I(n+1)
dif /I

(n)
dif − 1) ∗ 100% as

function of zenith angle and azimuth angle at 100 km. altitude and solar zenith angle50o.

intensities are larger than when close to the horizon (90◦ angle of view) and below the
horizon (95◦ angle of view). This differences are due to the larger solar path the streams
encounter in limb viewing geometry. Even tough our model uses the multiple scattered ra-
diation essentially from a pseudo–spherical solution, the iterative scheme quickly corrects
for the global angular variation and preserves the geometry of the system thus including
the solar angle variation along the line of sight.

5.3.3 Validation tests

Analytical solutions to radiation transport in multi–dimensional geometries are rare in
the literature, specially if polarization treatment is included into the problem. Numerical
solutions, when available, are restrictive in the sense that have been developed for spe-
cific applications such as Earth atmosphere (therefore not allowing us to include a wide
range of phase functions), do not include polarization and most of them are only available
for Cartesian geometry. This limits the available range for direct comparison with other
models. One way to validate our model will be to directly compare model calculated ra-
diances with in–situ measurements of known atmospheres if possible or to find limiting
cases which will show that we are solving the problem in a self–consistent way.

Under this perspective, we have devised three tests: a self–consistence test and two
direct tests that can validate our radiative transfer model. Apart from the self–consistence
test, the first direct test is the large radius test. In this test, the planet radius is made
extremely large compared with the thickness of the atmosphere. Under this condition,
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FIGURE 5.4: Radiance variation with solar angle for a set of line of sight view at a fixed azimuth
angle.

which is a limiting case, a spherical solution would approach a plane–parallel solution
i.e. the full spherical geometry solution would give similar results as in plane–parallel
geometry and thus would allow us to validate our model in a simple and direct way. The
second test is direct comparison with measured radiance from a know atmosphere. For
this test we have chosen the Martian atmosphere since its radiance has been measured at
landing sites and the atmospheric properties are fairly known. For this test we have used
atmospheric parameters as specified in Markiewicz et al. (1999, 2002).

Self–consistence test

A self–consistence test for the present radiative transfer model was run. The diffuse radi-
ation for the full angle of view and several altitudes was computed performing no global
iteration and compared to the input radiance from the pseudo–spherical solution. The in-
tensities in this case are expected to coincide because the pseudo–spherical source func-
tion (Eq.5.35) was used and the spherical operatorLsp

s for such a geometry has to result in
the same intensities as in the pseudo–spherical operator i.e.Lpp

s . These intensities were
found in an agreement better than 1%. The differences can be mainly attributed to the in-
terpolation scheme we use when performing the spherical calculation as opposed with the
pseudo–spherical case and to the change in the computational grid between geometries
i.e. we use a uniform regular grid in the plane–parallel case and a non–uniform irregular
grid in the spherical case (Sec. 5.2.2).
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Large radius test

For plane–parallel problems the only important parameter is the thickness or altitude of
the atmosphere, for spherical atmospheres besides atmospheric altitude, the radius of the
planet plays an important role in determining the “sphericity” of the atmosphere. When
the radius of the planet is large enough compared to the altitude of the atmosphere i.e.
Rplanet >> Zatm, then angular variations are almost negligible and a limiting case occurs.
The spherical calculation approaches the plane–parallel calculation since the “spheric-
ity” of the system is dumped out by the large radius. In order to measure the degree of
proximity between both calculations, we performed radiation transfer computations for
a prescribed atmosphere and compared their peak intensities for both cases. Fig.(5.5)
shows the radiation field in plane–parallel geometry and Fig.(5.6) show contour plots of
the radiation field for the spherical case. We observe a deviation of not more than 2%
from comparing both cases. The diffuse illumination shown in Fig.(5.6) exhibits a similar
behaviour as in the plane–parallel case. There are some differences in the form and shape
of the solar aureole. This can be attributed to the different schemes used to integrate the
radiation field in a plane–parallel atmosphere (Gaussian integration and Fourier series in
azimuth) and the pixelization method employed in the spherical case. As it was explained
in sections (4.4.2) and (4.4.3) for the plane–parallel case Gaussian integration coupled
with Fourier series in azimuth exactly integrates the Legendre expansion of the scattering
phase matrix so that proper normalization is achieved and the system conserves energy. In
the spherical case, proper phase function normalization and energy conservation depends
very much on the number of nodes we choose to use for integration on the unit sphere.
Therefore a relatively large number of integration nodes has to be chosen to ensure energy
conservation at the expense of increased computing time.

Martian atmosphere test

In this section, we perform radiative transfer calculations for the optical properties of
the Martian aerosols as derived from Imager Mars Pathfinder midday sky brightness data
for two geometries, plane–parallel and spherical. The Imager for Mars Pathfinder (IMP)
obtained data on the midday sky brightness in filters centered at 443.6, 481.0, 670.8, 896.1
and 965.3 nm (Markiewicz et al. 1999, 2002).

The derived atmospheric properties for day “Sol 56” as explained in the above ref-
erences are shown in table (5.1) for five wavelengths. These values where fitted with
radiative transfer calculations based on the plane–parallel approximation to extract size
distributions, optical properties and shape of the aerosols. The estimated values of the
refractive index and shape parameters are close to those derived from Viking and Phobos
data.

With the derived optical properties of the Martian aerosols it is possible to calculate
the diffuse downward intensity as seen from the surface for several wavelengths by using
our model in both, plane–parallel and spherical geometry. The aim is two fold: first, to
test our model in plane–parallel mode and check if we are able to reproduce the results
reported by Markiewicz et al. (1999, 2002). This being the case, we can then use our
sample atmosphere and obtain the radiation field for low sun and limb viewing geometry
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γ(nm.) τ νeff b θmin ni Qext Qsca < cos θ >
443.6 0.56 1.45 0.28 0.042 170 0.015 2.80 2.09 0.77
481.0 0.60 1.66 0.30 0.051 140 0.009 2.84 2.30 0.75
670.8 0.59 1.60 0.15 0.052 160 0.0032 3.00 2.80 0.73
896.1 0.61 1.85 0.25 0.046 220 0.0038 3.10 2.89 0.74
965.3 0.60 2.00 0.26 0.044 230 0.0024 3.20 3.07 0.72

TABLE 5.1: The optical depth and single scattering properties derived from Sol 56 data
(Markiewicz et al. 1999, 2002).γ represents wavelength in nm.,τ optical depth,reff andνeff

particle’s effective radius and effective variance, respectively,b is the slope of the phase function
at forward–scatter,θmin is the scattering angle at which the phase function has its minimum,ni
imaginary part of the index of refraction,Qext andQsca extinction and scattering efficiencies,
respectively, and< cos θ > is the asymmetry factor.

by using our spherical model and compare it with reported measurements from landing
sites.

Results from plane–parallel computations with our model for two wavelengths are
plotted in Fig.(5.7). The input atmospheric parameters are as in Table(5.1). These results
where compared with published results from Markiewicz et al. (2002, 1999) and a good
agreement was obtained. This result allows us to use this atmospheric setting for a full
angle of view radiative transfer calculation in spherical geometry for a low solar angle
i.e. θ0 = 90◦, and compare results with in–situ measurements from the imager for Mars
Pathfinder experiment (IMP). Further description of the instrument can be found in Smith
et al. (1997).

The IMP was designed for a resolution or 1 mrad/pixel with an effective field of view
of 248× 256 pixel sub–array, which corresponds to 14.4◦ (horizontal) and 14.0◦ (ver-
tical). The IMP includes very stable filters between 440 nm and 1000 nm so that the
data used for comparison are properly calibrated. We have chosen as a comparison case
data from IMP sunset evening aerosol measurements. These measurements are shown in
Fig.(5.9) for a wavelength of 443 nm with the Sun slightly above the horizon (0.88◦). To
test our spherical model, we have made a complete angle of view simulation using the at-
mospheric parameters, as given by Table(5.1) for a Sun at the horizon. Simulation results
for these computations are shown in Fig.(5.8) for two altitudes using a 492 integration
nodes over the sphere. The upper plot shows the diffuse intensity as seen at the top of
the atmosphere at 30km) altitude. The irregularity of the contour lines is mainly due to
the irregular distribution of the integration nodes used making it difficult to resolve the
shape of the solar aureole. In the lower plot we display a full angle of view of a Martian
sunset as seen from ground level. This computation is especially useful for our validation
purposes since data values for a sub field of view is available from the IMP experiment.

Unfortunately the different resolution of IMP solar sunset measurements and model
results does not allow us to make a pixel by pixel comparison but we are able to compare
scattered radiation intensities from modeling to observations mapped to the model pixels.
This is difficult since the output of our simulations spans a whole hemisphere and very
few angles will lay within the field of view of the measurements.

Comparing the bottom plot of Fig.(5.8) with the upper plot of Fig.(5.9) we can see
that diffuse intensities around the simulated aureole are comparable in magnitude with re-
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ported measurements (Fig.5.9). However, the maximum intensities are not directly com-
parable since the data measurements include the un–scattered direct solar beam which has
not been added to our simulated results. The shape of contours of scattered radiation are
not well reproduced by our model. This can have two possible explanations: first, our
resolution is significatively lower than measurements, which undoubtedly decreases our
ability to reproduce the observed contours. Secondly, the phase functions we are using
for our simulated sunset are not compleatly suitable since they were retrieved under cer-
tain assumptions and approximations (Markiewicz et al. 1999, 2002) The first issue can
possibly be reconciled by running high resolution simulations.

The lower plot of Fig.(5.9) shows a direct comparison between simulation results and
data from IMP. Several points of our simulations that fall within the field of view of
the data set can be directly compared. These simulation values are plotted in red color.
In this plot we observe that our results are off by 50% or more in some cases. This
can have several explanations, one of them was discussed above, i.e., grid resolution.
We can also point out that our model atmosphere setting is spherically symmetric but
the input atmospheric parameters were originally retrieved using a plane–parallel method
neglecting spatial variation of the phase function and the atmospheric optical parameters.
These results coupled with the fact that our phase function did not vary with altitude (the
used input phase function was retrieved with a single layer atmosphere) shows the need to
take into account spatial variations not only of phase functions but all other atmospheric
parameters.
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FIGURE 5.5: Plane–parallel calculation for Titan’s atmosphere at solar zenith angle =56◦.

FIGURE 5.6: Spherical calculation with large radius (r = 1000 ∗ Rtitan) for Titan’s atmosphere
at solar zenith angle =56◦.
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FIGURE 5.7: The diffuse downward intensity I[W m−2sr−1µm−1] as seen from the Martian
surface for two wavelengths, 443.6 nm (top plot) and 965.0 nm (lower plot) from plane–parallel
approximation. The Sun is 30◦ above the horizon.
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FIGURE 5.8: The diffuse intensity I [W m−2sr−1µm−1] for 443.6 nm as seen from the top of
Mars atmosphere (top plot) and at ground level (lower plot) from spherical calculation.
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FIGURE 5.9: Diffuse intensity I [W m−2sr−1µm−1] as seen from the Martian surface at 443.6 nm
(top plot) and simulated intensity from our model (red numbers, lower plot) compared to measured
radiances mapped to model pixels (blue numbers, lower plot).
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Chapter 6

Titan

This chapter presents a synthesis of the properties of Titan’s atmosphere as
they are understood at the present time. Its purpose is two fold, first to provide
a bridge between the previous chapters and relate the theory and modeling of
radiative transport with the final goal of this thesis work which is the model-
ing of Titan’s atmosphere. Second, to highlight the relation of this work with
the scientific goals to be accomplished by the arrival ofCassini-Huygensmis-
sion to Titan.

6.1 Introduction

Titan is Saturn’s largest moon. It orbits at a distance of about 1.2 million km from its
primary, or some 20.6 Saturn radii. This could be compared with Ganymede, which is
about 1.0 million km from Jupiter.

Titan was discovered by Huygens in 1655, but it was not until the present times that it
has become the object of a serious scientific investigation. After Solá’s doubtful claims of
having observed an atmosphere around Titan in 1908 (doubtful because he had claimed
the same thing for some Galilean satellites), Sir James Jeans decided in 1925 to include
Titan and the biggest satellites of Jupiter in his theoretical study of sscape processes in the
atmospheres around the solar system objects. Its results showed that Titan could have kept
an atmosphere in spite of its small size and weak gravity if low temperature conditions,
that he evaluated to be between 60 and 100 K had prevailed.

In this scenario, a gas of molecular weight higher than or equal to 16 could not have
escaped Titan’s atmosphere since the satellite’s formation. The constituents which could
have been present in non-negligible quantities in the mix of gas and dust particles that
condensed from the solar system and which, at the same time, satisfies Jeans’ criterion
are: ammonia, argon, neon, molecular nitrogen and methane. Ammonia (NH3) is solid
at the estimated Titan temperature and could therefore not contribute substantially to its
atmosphere. The others, however, are gases within the same temperature range. Methane
(CH4), unlike argon, neon and molecular nitrogen, exhibits strong absorption bands in
the infrared which makes it relatively easy to detect.

In 1944, Gerald Kuiper discovered two absorption bands of methane at 6190Å and

73
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7250Å on Titan, from which he derived an estimate of 200 m-amagats for the amount
of methane on Titan. Limb darkening was finally unambiguously observed in 1975, sug-
gesting an optically thick atmosphere. About the same time in 1975 Trafton found unex-
pectedly strong absorption in the3ν3 methane band at1.1µm, indicating either a methane
abundance at least ten times higher than that inferred by Kuiper or a broadening of the
CH4 bands induced by collisions with molecules of another yet undetected but quite
abundant gas in the atmosphere.

In 1973, observations of the satellite’s albedo and polarization of the reflected light
had confirmed the presence of cloud particles up to high altitudes. Theoretical consider-
ations suggested that clouds of condensedCH4 and photochemical fog of more complex
condensates might be both present, the latter arising as a result of methane photolysis
at ultraviolet waveleghts. The fragments combine to produce polymers which condense
to form oily droplets. Something similar happens on Earth in the photochemical smog
generated by terrestrial road traffic. Evidence has been found in Titan’s thermal emission
spectrum of not onlyCH4, but alsoC2H6 (at 12.2µm), C3H3D (at 9.39µm), C2H4 (at
10.5µm) andC2H2 (at 13.7µm).

Mass 1.346× 1023 kg
Equatorial radius 2, 575 km
Mean density 1.88 g/cm3

Mean distance from Saturn 1, 221, 850 km
Orbital period 15.945 days
Rotational period 15.945 days
Mean orbital velocity 5.58 km/sec
Orbital eccentricity 0.0292
Orbital inclination 0.33◦

Escape velocity 2.65 km/sec
Visual geometric albedo 0.21
Magnitude 8.28
Mean surface temperature 94 K
Atmospheric pressure 1496± 20 mbar

TABLE 6.1: Titan physical data fromVoyager 1obsevations

Before theVoyagerencounter there were divided opinions whether methane or ni-
trogen was the principal component of Titan’s atmosphere. Danielson et al. (1973), and
Caldwell (1977) favoured methane as the main component with about 90% of the atmo-
sphere and predicted surface conditions ofT = 86 K at a pressure of 20 mbar. Lewis
(1971) and Hunten (1977) expected that dissociation of ammonia would have produced
molecular nitrogen in large quantities and concluded that the surface temperature and
pressure would be quite high (200 K and 20 bar).

Just prior to theVoyagerencounter, Jaffe et al. (1980) measured the emission tem-
perature of the surface using the newly developed VLA (Very Large Array). Based on
this, they suggested the possibility of oceans of methane, an idea which was ahead of its
time. Trough popular for a while, the idea of one ocean soon run into trouble on grounds
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of tidal dissipation, which should have dumped out the marked eccentricity of Titan’s
orbit (Dermott & Sagan 1995) and radar observations which tend to discount a smooth
surface. The idea was finally abandoned, along with any expectation of thick, extensive
methane clouds, when the relative transparency of Titan’s aerosol layers at some infrared
wavelengths was discovered and features could be observed on the surface.

6.2 Titan’s atmosphere

6.2.1 Atmospheric components

Most of our knowledge about the atmospheric composition of Titan’s atmosphere, has
been inferred mostly fromVoyager infrared observation made in 1981. In addition,
ground-based IR and microwave observations have permitted the retrieval of the verti-
cal distributions of some atmospheric components or detection of new species.

The major constituent of Titan’s atmosphere is molecular nitrogen (N2) with a mole
fraction of at least 90%. The solar occultation experiment of the ultraviolet spectrom-
eter (UVS) ofVoyager 1observed directly molecular and atomic nitrogen in the upper
atmosphere (Broadfoot et al. 1981), while the radio occultation experiment (RSS) and
the infrared interferometer spectrometer experiment (IRIS) determined a mean molecular
weight ofm ≈ 28.6 amu in the lower atmosphere, indicating also the dominance ofN2

(Lindal et al. 1983).

Compound Formula Mixing ratio
Nitrogen N2 0.90− 0.99
Argon Ar < 0.06
Methane CH4 0.017 − 0.045
Hydrogen H2 0.001
Ethane C2H6 1.3× 10−5

Acetylene C2H2 3× 10−6

Propane C3H8 5× 10−7

Ethylene C2H4 1.5× 10−7

Propyne C3H4 5× 10−9

Diacetylene C4H2 1.4× 10−9

Hydrogen cyanide HCN 1.7× 10−7

Cyanoacetylene HC3N Detected
Acetonitrile CHC3CN Detected
Carbon dioxide CO2 1.4× 10−8

Carbon monoxide CO 5× 10−5

TABLE 6.2: Chemical composition of Titan’s atmosphere (adapted from Gautier, 1992 and Raulin
et al., 1995)

Argon has never been detected in Titan’s atmosphere; its presence is speculated be-
cause of the fact that the mean molecular weight measured in the atmosphere can be
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substantially higher than28 amu (Samuelson et al. 1981). Argon is the only constituent
heavier thanN2 and cosmologically abundant in the form of36Ar and38Ar and it would
not condense in Titan’s atmospheric conditions (Owen 1982). The estimated upper limit
for the presence of argon is around10% (Samuelson et al. 1997). Apart from argon,
methane (CH4) is the most abundant constituent. The detection of its strong absorption
bands by Kuiper (1944) was the first certain confirmation of the existence of Titan’s at-
mosphere. Its mole fraction is a few % in the lower atmosphere. Updated results from
a re-analysis of Voyager’s IR data by Coustenis & Bezard (1995) concerning the strato-
spheric abundance of methane (Courtin et al. 1995) set it between 1.7% and 4.5%, while
the tropospheric value is poorly constrained.

The third most abundant detected atmospheric constituent,H2, is present only as a
few tenths of a percent (Samuelson et al. 1981, Toon et al. 1988, Courtin et al. 1995). In
Table (6.2), we adopt the most recent value derived fromVoyagerdata reanalysis (Courtin
et al. 1995).

Furthermore, Titan’s atmosphere is characterized by a variety of hydrocarbons, nitriles
and oxygen compounds.HCN has been detected at mm wavelengths by ground-based
observations, providing a disc-averaged vertical distribution in the stratosphere (Tanguy
et al. 1990).HC3N has also been detected at mm wavelengths by Bézard et al. (1992).
Bézard et al. (1993) have detected the acetonitrileCH3CN for the first time.

Two O–compounds have also been detected:CO (Lutz et al. 1983) andCO2 at a very
low mole fraction (Coustenis & Bezard 1995). In Table 6.2, we adopt the value of Lutz
et al. (1983) for the tropospheric abundances.

Recently, a small amount of water vapour was detected by ISO (Infrared Space Obser-
vatory) in the infrared spectrum (Coustenis et al. 1998).H2O is thought to enter Titan’s
atmosphere by meteorite bombardment or by sputtering of water ice from neighbor satel-
lite or Saturn’s rings.

6.2.2 Thermal structure

Analogously to Earth’s atmosphere, Titan’s atmosphere is subdivided into regions de-
fined by the temperature variations with height or pressure. These two characteristics of
the atmosphere are interconnected via the hydrostatic law. On both bodies, the mean tem-
perature profile is characterized by temperature inversions which are regions where the
temperature increases with altitude, while the opposite i.e. temperature decreases with
altitude occurs between these regions. This is a consequence of a region of heating in
the middle atmosphere, the ozone layer in Earth’s case and the deep haze layer in Titan’s
case. Both of these regions absorb solar energy and heat the region producing a local
temperature maximum (Fig. 6.1).

The regions between the temperature maxima and minima, which exist for the same
basic physical reason, are given corresponding names in both atmospheres, however the
analogy is not so precise, since Titan’s atmosphere is more extensive than Earth’s. In fact,
the extend of Titan’s atmosphere is comparable with its radius (1/5 ratio).

Our current knowledge about the thermal structure of Titan’s neutral atmosphere is
based mainly on three experiments performed during theVoyager 1flyby. The refractiv-
ity data of RSS yielded the vertical temperature profile at two locations near the equator
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FIGURE 6.1: Vertical temperature profile of Titan’s atmosphere.(Recommended engineering
model by Yelle et al. (1997) developed for the preparation of the Huygens mission.)

for altitudes below 200 km (Lindal et al. 1983, Lellouch et al. 1989). The latitudinal tem-
perature structure at two stratospheric pressure levels was determined from the emission
of the methaneν4 band centred at1304cm−1 (7.7µ) measured by IRIS by means of dif-
ferent radiative transfer models (Flasar et al. 1981, Flasar & Conrath 1990, Coustenis &
Bezard 1995). Similar data where obtained also for the tropopause and near surface, but
the exact sampled altitude range remained somewhat uncertain (Samuelson et al. 1997).
The thermal profile of the outer atmosphere above 500 km was inferred by the solar oc-
cultation experiment of UVS (Smith et al. 1982). The engineering model for Titan (Yelle
& et al. (1997), Fig. 6.1) for the preparation of theHuygensmission was constructed by
matching the RSS, UVS and IRIS data sets considering other recent observational con-
strains on gas abundances. Titan’s atmosphere can be divided into thetroposphere(0 - 43
km), stratosphere(43 - 300 km),mesosphere(300 - 565 km) andthermosphere(> 565
km) according to the engineering model used for theHuygensmission.

Troposphere

Much of the electromagnetic radiation emitted by the Sun and reaching a planet is at
wavelengths in or near the visible part of the spectrum. Aerosol layers scatter photons
and reflect a portion of the radiation back into space, some of it is absorbed by haze,
clouds if present and by atmospheric gases. The rest of the energy, about 10% reaches
Titan’s ground level where it is absorbed. The lower atmosphere is then heated by the
ground and becomes unstable against convection.
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Convective instability exists in the lowest part of any optically thick atmosphere. Since
the temperature decreases with altitude, the warmer air lying under colder air is unstable
and so it rises while the colder air sinks. On Earth, the region where this turning happens
is known as thetroposphere. The upper boundary is the level where the overlying atmo-
sphere is of such a low density that a substantial amount of radiative cooling to space can
occur in the thermal infrared region of the spectrum. At this level, called thetropopause,
radiation cools raising air so efficiently that the temperature tends to become constant
with altitude and convection stops.

On Titan, temperature falls with height from the ground to about 40 km. so this level
is often refereed as thetropopause. However the level in which convective equilibrium
is replaced by radiative equilibrium may be somewhat lower than 40 km.. Based on
the temperature profile produced from theVoyagerradio occultation experiment, we will
define thetropopauseas the region from the surface to the first temperature minimum;
however, until Titan’s atmospheric temperature structure has been characterized globally,
we are probably stuck on the knowledge of where this overturn occurs.

Stratosphere

Thestratosphereon Titan is the region from about 40 to 300 km altitude where tempera-
ture increase with height, i.e. the region between the first temperature minimum and the
first maximum above the surface. On Earth thestratosphereis usually the region where
the convection stops and the air forms layers which tend to be stable, i.e. the atmosphere
is stratified. This due to the absence of enough absorption above thetropopauseto stop
the emitted photons from reaching space causes the lapse rate to tend to zero. On Titan,
the corresponding effect is due to the absorption and thermalization of solar–UV radiation
by different gases and aerosols in the atmosphere. The temperature is raising from 70 K
at around 40 km of altitude (where the first inversion occurs) up to about 180 K around
300 km. In general, we can say that the mean stratospheric temperature is about 70 K in
Titan.

Mesosphere

In the mesosphere, the temperature drops from 178 K at thestratopauseto 135 K at
the mesopause. In the upper atmosphere, the major source of heating is the absorption
of thermal radiation by the vibration–rotation bands ofC2H6 followed by solar IR and
UV radiation absorption mainly byCH4 while the absorption of thermal radiation by
CH4 andC2H2 contributes to cooling. In the lowermesospherethe absorption byCH4

andC2H2 conversely becomes a major source of heating, followed by the absorption of
solar–IR byCH4, whileC2H6 becomes thermal coolants. In the whole upper atmosphere
the absorbing gases are in non–LTE (local thermodynamic equilibrium) except for the
rotational transitions forHCN in thethermosphere.

The thermal structure of the lower atmosphere is controlled by the competition of
anti–greenhouse effect by stratospheric haze and greenhouse effect by tropospheric gases
in the atmosphere (McKay et al. 1991). Titan’s anti–greenhouse effect is unique in the
solar system Titan’s organic haze absorbs the majority of the incoming visible solar light
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while it is transparent for thermal radiation emitted by the surface and atmosphere.

Thermosphere

In the thermosphere, the temperature raises from 135 K at themesopauseto 175 K. The
temperature is determined mainly by heating due to absorption of EUV radiation byN2

and cooling by rotational transitions ofHCN . Moreover, magnetosphericN+ ions, cause
a temperature raise of up to 30 K by sputtering when Titan is located within Saturn’s
magnetosphere (Lammer et al. 1998).

6.3 Aerosols and condensates : Titan’s haze layer

FIGURE 6.2: This figure illustrates Chassefière & Cabane (1995) model of Titan haze formation.
(Source: Cassini INMS.)

In the previous section, we discussed the structure and composition of the atmosphere
of Titan in terms of gases present. However, this description is incomplete since observa-
tions have shown the existence of small particles or aerosols, which form extensive layers
of haze and cover the entire atmosphere. The presence of aerosols is due to the existence
of complex chemistry and low temperatures prevailing on Titan which almost guarantees
that some species will condensate.

The haze on Titan is often described as a photochemically produced smog, and it
extends very high in the atmosphere. The products of the photo–dissociation of nitrogen
and methane are thought to recombine and eventually produce large molecules which will



80 CHAPTER 6. TITAN

condense to form stratospheric haze layers further down. If this process continues long
enough, some of the higher order products will become so abundant that sooner or later
they are bound to stick together and form large particles which fall out of the stratosphere.

Laboratory experiments have been used in a effort to simulate the production of the
haze material from methane and nitrogen. The optical properties of this organic mat-
ter, often calledtholin, produced in these experiments, match the general features of the
Titan geometric albedo spectrum inferred from observations. They can also fit detailed
microphysical and radiative simulations with spherical and, more realistically, irregular
or compound particles. The fact that laboratory producedtholin produces a good ana-
log for Titan’s haze supports the idea that the haze is composed of refractory organics of
photochemical origin.

Titan’s detached haze layer consists of aerosols formed from polyacetylenes and per-
haps fromC − N oligomers, photo–chemically created between 500 and 800 km. The
main haze layer, on the other hand, is constituted byC − H − N oligomers produced
between 350 and 400 km by reactions initiated by the influx of energetic particles from
Saturn’s magnetosphere. SuchC − H − N oligomers (tholin) may be formed at higher
altitudes as well, and thus may also contribute to the detached haze layer.

6.3.1 Titan’s haze in the visible

Half a century ago, Earth–based observations of Titan revealed the presence of methane
absorption bands in the infrared spectrum and indicated the presence of a dark-orange or
brown aerosol haze layer in the upper atmosphere. The presence of methane, which was
known to readily photolyze, and the colour of the cloud deck, let to the conclusions that
organic aerosols were produced in the atmosphere.

The highest spatial resolution images of Titan obtained fromVoyagerin 1990, espe-
cially photographs of the limb, confirmed this basic picture, showing an optically thick
haze deck composed of several distinct layers in the stratosphere completely hiding the
surface at visible wavelengths (Fig. 6.3). The uppermost of these is very tenuous and
shows up primarily in the ultraviolet region of the spectrum. InVoyagerobservations of
the high phase angle brightness, particles are observed as high as 500 km above the sur-
face with an extensive detached haze layer occurring from 300 to 350 km. The visible
limb of the planet, where the vertical haze optical depth is 0.1 is about 220 km above the
surface. The haze controls the propagation of sunlight in Titan’s atmosphere and thereby
influences the temperature of the atmosphere and the surface (Coustenis & Taylor 1999).

6.3.2 Titan’s geometric albedo

The geometric albedo of Titan as a function of wavelength was the first and remains a
very useful data set for understanding the nature of the haze. Fig.(6.4) shows a recent
data set as compiled by Karkoschka (1994, 1998) from 0.3-1µm, together with the IUE
data from McGrath et al. (1998), from 0.2-0.3µm and data for wavelength beyond 1µm
from Coustenis & Bezard (1995). The figure also shows the processes that determine the
albedo in each wavelength range.
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In the UV, the geometric albedo is determined by the relative opacity of the dark
absorbing haze material and the bright Rayleigh scattering of the gas (Courtin et al. 1991).
In the visible, the albedo is determined entirely by the properties of the haze, which is
optically thick at those wavelengths. In the visible, gas opacities are negligible and the
haze completely obscures the surface. At longer wavelengths (> 0.6µm), the scattering
extinction efficiency of the particles decreases due to the increase ratio of wavelength
to particle size. Thus at wavelengths larger than0.6µm, the haze becomes progressively
transparent and the surface properties influences the observed albedo (McKay et al. 1989).
However, near 0.8µmCH4 absorption features become prominent. Thus in this spectral
region the albedo is determined mainly by theCH4 amount and surface properties and to
a lesser degree by the haze (McKay et al. 1989, Coustenis & Bezard 1995).

Ground based spectroscopic observations in the near-IR methane windows between
0.9 and 2.5µm by Griffith (1993), Lemmon et al. (1993, 1995), Coustenis & Bezard
(1995) show a time variability of albedo respect to the orbital phase around Saturn. This
revelead that Titan is phase-locked with Saturn, and that the haze is sufficient translu-
cent in the IR-windows to reveal a noticeable longitudinal variations in surface albedo.
The geometric albedo of Titan has also undergone small oscillations over the past two
decades, with variations for 10± 1.3% at 0.47µm and 7± 1.3% at 0.55µm which corre-
late with the seasonal cycle (Lockwood 1977, Lockwood & Thompson 1979, Lockwood
et al. 1986). These variations appear to be atmospheric in origin, and suggest that Titan’s
haze varies regularly with season.

6.3.3 Imaging and photo–polarimetry

Voyagerimaging of Titan, in the visible range, has shown a marked hemispherical asym-
metry in the brightness of the haze (Sromovsky et al. 1981). WhenVoyagerobserved
Titan (northern spring), the southern hemisphere has an albedo about 25% brighter than
the north at blue wavelengths, with the interhemispheric contrast smaller at green and vi-
olet wavelengths. Lorenz et al. (1997) suggested that a change in particle number density
between 70 and 120 km could explain the observed asymmetry.

Data fromPioneer 11andVoyagerphoto–polarimetry (Tomasko & Smith 1982, West
et al. 1983) showed a large positive polarization at90◦ phase angle. This requires par-
ticles, if they are spherical in shape with radii no larger than 0.1µm. However,Voyager
observations (Rages & Pollack 1983) of the brightness of Titan at high phase angle re-
quire particles that are at least 0.2µm and probably as big as 0.5µm in radius. Thus Titan’s
haze cannot consist of simple spherical particles, and it is now believed that they are non-
spherical aggregates of small spherical monomers (West & Smith 1991, Rannou et al.
1995, Karkoschka & Lorenz 1997, Tomasko et al. 1997). Several microphysical models
have been developed to understand the composition and optical properties of Titan’ haze.
These models and our own approach to this problem is highlighted in the next section.
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FIGURE 6.3: TheVoyager 1spacecraft’s historic tour of the outer Solar System took it past Saturn
in late 1980. On November 12, 1980,Voyager 1recorded this view looking across the edge of Titan
(Credit:Voyager Project, JPL, NASA)

FIGURE 6.4: The geometric albedo of Titan from International Ultraviolet Explorer0.2− 0.3µm
and ground based observations.
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6.4 Microphysical models of Titan’s aerosols

A variety of microphysical models have been developed to simulate the characteristics of
the haze on Titan. The first estimates of haze production made before theVoyagerresults
by Podolak & Bar-Nun (1979) suggested a production rate of3.5×10−14gcm−1 s−1 based
on the rate ofCH4 photolysis as well as on the albedo required to match the observed
reflectance of Titan. Toon et al. (1980) found with a detailed microphysical model that
the production rate of35× 10−14g cm−1 s−1 was necessary to fit the geometric albedo in
a pureCH4 atmosphere.

After the Voyagerencounter it was clear that Titan’s atmosphere is primarily com-
posed ofN2 making the pre–Voyagerestimates irrelevant. The detection of gaseous or-
ganics in the stratosphere confirmed that the haze was likely to be organic material. Yung
et al. (1984) developed a photochemical model treating only the chemistry ofCn (n > 4)
species and included a series of reactions that produced hydrocarbon “polymer”, their
mass production rate of2× 10−14gcm−1 s−1. A similar approach was used by Lara et al.
(1994).

McKay et al. (1989) used a simple monodisperse haze model based on theVoyager
atmospheric profile to deduce that a haze production rate of1.2×10−14g cm−1 s−1 would
fit the geometric albedo from 0.3 to 2µm. Toon et al. (1992), using a very detailed aerosol
model, found that a haze production rate of1.2×10−14g cm−1 s−1 would fit the geometric
albedo. Rannou et al. (1995), Rannou et al. (1997), Tomasko et al. (1997) have considered
the effects of fractal geometry on the haze. Although the dynamics of the haze is quite
different with fractal shapes, the inferred production rates are similar to those obtained
previously. In the next sections, we discuss the current understanding of the scattering
properties of Titan’s aerosols as inferred from current microphysical models.

6.4.1 Scattering properties of the haze: Fractal aggregates

As said above, it is now thought that the particles in Titan’s main haze layer are non–
spherical aggregates. West & Smith (1991) first suggested aggregates of spherical mono-
mers for Titan’s haze. In a series of papers Cabane and co–workers (Israel et al. 1991, Ca-
bane et al. 1992, 1993, Cabane & Chassefière 1995, Cabane & Chassefiere 1993, Rannou
et al. 1993, Rannou et al. 1995, Rannou et al. 1997) have developed a sophisticated model
of Titan’s haze as fractal particles. A similar model has been developed by Tomasko et al.
(1997).

The basis for fractal models lies in the fact that when liquid particles combine they
form a new compact sphere corresponding to the combined mass, but when solid particles
combine they can form a range of shapes from compact spheres to long strings of particles.
A convenient parameter that characterizes the shape of these aggregates is the fractal
dimensionDf . Table (6.3) gives the fractal dimension as a function of the aggregation
conditions in Titan’s atmosphere.

Microphysical models (Rannou et al. 1993, Rannou et al. 1995, Tomasko et al. 1997)
suggest that Titan’s main haze can be physically divided into two regions, a hight altitude
region in which the fractal dimension is 3 (monomer growth) and the lower altitude region
win which the fractal dimension is 2 (cluster–cluster ballistic growth). Typical profiles for
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Growth model of the cluster Mean free path Mean free path
< radius > radius

Particles combining with clusters 2.5 3
Clusters combining with clusters 1.75 2

TABLE 6.3: Fractal dimension for different aggregation models (adapted from Cabane & Chasse-
fiere (1993))

the haze particles sizes and densities are shown in Fig. 6 of(Tomasko et al. 1997).
This can be understood following Cabane et al. (1992). Consider a photochemically

active zone located at altitudez0 and assumed to be a Gaussian as a function of altitude. At
each instant the haze contains freshly produced macromolecules and larger older particles.
The coagulation process between particles is more efficient of they are of different sizes.
Continuous growth of the largest particles in the photochemical zone is promoted. These
growing particles, roughly spherical in shape and compact (caused by ballistic particle–
cluster process, with fractal dimension ofDf = 3), evolve into monomers which will
later build aggregates.

This hypothesis was confirmed using an Eulerian microphysical model of the aerosols
(Israel et al. 1991), were a given particle is followed in the course of its growth (Ran-
nou et al. 1993). Once these monomers are sufficiently heavy they begin to fall out
of the photochemical zone. The microphysical parametersz0 (altitude of the photo–
chemically active zone) andQ (photochemical production rate) may then be used to
compute the size of the monomers. ForQ = 3.5 × 10−14g cm−1 s−1, and for al-
titudes z0 = 300, 385, 535, and, 680km, the monomer radii are respectivelyrm =
0.13, 0.09, 0.03, and 0.01µm. It follows then that a rather low production altitude below
450 km leads to monomer radii consistent with the optical properties of Titan (Rannou
et al. 1995). Bellow the photo–chemical zone, the collisions occur without the presence
of smaller particles, since they are incorporated into the monomers faster than they settle.

6.4.2 Microphysical and optical model of the Titan haze

Microphysical models are necessary to take into account the detailed structure of Titan’s
haze, specially the shape and the size of the particles (tholins), their number density and
their distribution in the atmosphere. In order to predictDISRmeasurements and explore
capabilities of the instrument, Rodin (2002, 2003) have developed a 1–D model of Ti-
tan haze that accounts for coagulation oftholin particles, their mixing and sedimentation.
Tholin particles are believed to be formed in the upper layers of the atmosphere, from
a coagulation process from primordial clusters of roughly nanometer size. This coagula-
tion is a result of photolytically induced oxidation of nitrogen and hydrocarbons, specially
methane in the range of altitude between 300 and 450 km. In order to estimate the scat-
tering properties, we make use of the optical parameters of aggregatetholins particles
calculated by Lemmon (1994), for several particle sizes. Volume absorption coefficient is
added to gaseous absorption due to methane gas only.

A more detailed description of the microphysical and optical modeling of Titan haze
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used here can be found in a co–authored paper Grieger et al. (2003), which is included in
the bibliography. Results from that microphysical model were used in all our computa-
tions.

6.5 The Cassini–Huygens mission

The Cassini mission is designed to explore the Saturnian system and all its elements: the
planet and its atmosphere, rings, magnetosphere and a large number of its moons, namely
Titan and the icy satellites. The mission will pay special attention to Titan, Saturn’s
largest moon and the Solar System’s second largest after Jupiter’s Ganymede. Cassini’s
broad scientific aims are to:

• Determine the dynamical behaviour of Saturn’s atmosphere.

• Determine the chemical composition, physical structure and energy balance of Ti-
tan’s atmosphere.

• Observe the temporal and spatial variability of Titan’s clouds and hazes.

• Characterize Titan’s surface.

• Determine the structure, composition and geological history of Saturn’s icy satel-
lites.

• Study the structure of the rings and the composition of the rings’ material.

• Study the structure, chemical composition and global dynamics of Saturn’s magne-
tosphere.

An important aspect of the Cassini mission is studying the interaction and interrelation
of the system’s elements. Studying the interrelation between the rings and the icy satellites
and the interaction of the satellites and of Titan’s ionosphere with Saturn’s magnetosphere
is a key objective.

Huygens science objectives

The scientific objectives of theCassini/Huygensmission at Titan are:

• To determine atmospheric composition.

• Investigate energy sources for atmospheric chemistry.

• Study aerosol properties and cloud physics.

• Measure winds and global temperatures.

• Determine properties of the surface and infer internal structure.
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• Investigate the upper atmosphere and ionosphere.

Huygen’sgoals are to make a detailed in–situ study of Titan’s atmosphere and to
characterize the satellite’s surface along the descent ground track and near the landing
site. Following the entry phase, at the start of the descent phase and after deployment
of the parachute at about 165 km. altitude, all instruments will have direct access to the
atmosphere. The objectives are to make detailed in–situ measurements of atmospheric
structure, composition and dynamics. Images and other remote-sensing measurements of
the surface will also be made during the atmosphere descent. After a descent of about
120 to 159 minutes, the Probe will impact the surface at about 5 to 6 m/s. As it is hoped
thatHuygenswill survive after impact for at least a few minutes, the payload includes the
capability for making in–situ measurements for a direct characterization of the landing
site surface. If everything functions nominally, the Probe batteries can provide 30 to 45
minutes of electrical energy for an extended surface science phase that would be the bonus
of the mission. The current mission scenario foresees the Orbiter listening to the Probe for
a full 3 hours, which includes at least a 30 minutes surface phase, as the maximum descent
time is expected to be 2.5 hours. A surface phase of only a few minutes would allow
a quick characterization of the state and composition of the landing site. An extended
surface phase would allow a detailed analysis of a surface sample and meteorological
studies of the surface weathering and atmosphere dynamics.

Descent Imager/Spectral Radiometer (DISR)

DISRis a multi–sensor optical instrument capable of imaging and making spectral mea-
surements over a wide range of the optical spectrum (ultraviolet–infrared,0.3–1.64µm).
An important feature of Titan is its aerosols and thick atmosphere, where the temperature
structure is determined by the radiative and convective heat-transport processes.DISR
measures the upward and downward heat fluxes. An aureole sensor measures the inten-
sity of the Sun’s halo, yielding the degree of sunlight scattering caused primarily by the
column density of aerosols along the line of sight. This in turn allows deduction of the
aerosols’ physical properties. Upward–looking radiometers will measure the solar au-
reole (the bright area around the Sun seen in hazy atmospheres, and caused by forward
scattering by aerosols) at 550 and 939 nm.DISR is also equipped with a side–looking
horizon instrument to image the clouds.

DISRalso has the ability to address one ofHuygensprime objectives: investigating the
nature and composition of the surface. Two cameras (one visible, one infrared) looking
downwards and sideways image the surface and, asHuygensspins slowly, build up mosaic
panoramas. By recording several panoramas during the last part of the descent, it may be
possible to infer the Probe’s drift (if the surface is not featureless) and contribute to the
wind measurements.

Titan’s daytime surface brightness is about 350 times that of nigh time on Earth with
a full Moon. While the surface illumination is adequate for imaging, a surface lamp will
be activated a few hundred metres up to provide enough light in the methane absorption
bands for spectral–reflectance measurements. These will provide unique information on
the composition of the surface material.
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The fist thing that can be done with these measurements is to determine at what rate
the Sun is heating the atmosphere. This is done by subtracting the downward and upward
fluxes. This difference at each altitude gives the amount of solar radiation being absorbed
by gases and aerosols, this will provide limits to the vertical distribution of temperature.

Combinations of measurements of small angle scattering in the solar aureole, of side
and back scattering and polarization, and of the extinction as a function of wavelength, all
allow the optical properties of the haze particles (optical depth, single scattering albedo
and the shape of the scattering phase function) to be worked out. The main aim of this
thesis work is to be able to infer those properties by using our radiation model to match
the properties observed byDISRduringHuygenslanding in 2005.
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Chapter 7

Modeling Titan’s atmosphere

After theVoyager 1flyby of Titan in 1980, several initiatives were started to promote a
mission to Titan. In 1997, theCassini/Huygensmission was launched and it is sched-
uled to reach the Saturnian system in July 2004. TheCassinispacecraft will deliver the
Huygenslander to Titan in January 2005.Huygenssix scientific instruments will make a
series of measurements during it’s descent. Several measurements will be carried out by
the Descent Imager/Spectral Radiometer (DISR). We’ll focus in simulated results for the
Solar Aureole Imager (SA) sub–instrument.

As described in Tomasko et al. (1997), theDISRwill take images and spectral mea-
surements in different directions at various spectral ranges and spatial resolutions. The
detectors of theDISRare a 512 x 254 CCD for the visible, two linear arrays of 132 pho-
todiodes for the infrared and two photodiodes for the violet spectral range. Light from the
fore–optics of three surface imagers (high resolution, medium resolution and side look-
ing), two visible spectrometers (upward and downward looking) and the Solar Aureola
imager (SA) is conducted by fiber optic to the CCD.

Herein, we carry out radiative transfer calculations for Titan’s atmosphere as it would
be seen by theSAinstrument. TheSAwill take images of the solar aureole in two wave-
lengths –500 ± 35nm and935 ± 35nm – and two polarizations. We have considered
only the 500 nm channel for our calculations because at this wavelength the optical thick-
ness is higher and effects of the spherical nature of the atmosphere can be expected to be
more pronounced. Our aim is to prepare forCassini/Huygensarrival and use our forward
model to fit the observed radiation measurements in order to retrieve information about
the optical properties of the atmosphere such as scattering phase functions, single scatter-
ing albedo, extinction coefficients, gas absorption, ground properties, linear and circular
polarization.

7.1 Titan atmospheric scenario

7.1.1 Microphysical and optical model of the Titan haze

Microphysical models are necessary to take into account the detailed structure of Titan’s
haze, specially the shape and the size of the particles (tholins), their number density and
their distribution in the atmosphere. In order to predictDISRmeasurements and explore

89
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capabilities of the instrument, we have developed a 1-D model of Titan haze that accounts
for coagulation of tholin particles, their mixing and sedimentation. Tholin particles are
believed to be formed in the upper layers of the atmosphere, from a coagulation process
from primordial clusters of roughly nanometer size. This coagulation is a result of pho-
tolytically induced oxidation of nitrogen and hydrocarbons, specially methane in the range
of altitude between 300 and 450 km. A more detailed description of the microphysical
and optical modeling of Titan haze used here can be found in Grieger et al. (2003).

7.1.2 Setting up the atmospheric scenario

FIGURE 7.1: The cumulative optical depth and single scattering albedo of the model atmosphere
as a function of altitude for the two wavelengths of theSA.

In our model calculation, we assume Titan’s atmosphere to be vertically distributed
in concentric spherical shells, i.e. the optical properties vary only with altitude. This ap-
proach can be justified by the fact that any horizontal variation of atmospheric properties
in Titan’s atmosphere is poorly known. This facilitates our calculations since we require
only one global variabler to describe the optical properties of the atmosphere. Under this
assumption, the top of the atmosphere (TOA) is set to 500 km, a planetary radiusRp of
2575 km, and within each shell, all optical properties i.e. extinction coefficient, single
scattering albedo and polarized phase matrix, are assumed to be constant.

The cumulative optical depth and the single scattering albedo corresponding to the
modeled aerosols are shown in Fig.(7.1) for two wavelengths, 500 nm and 935nm. The
first 100 km from the top have a relatively low optical depthτ ∼ 0.1, the optical depth
sharply increases from 400 to 100km altitude. Below that is constrained again to about
τ ∼ 0.1. We have readily included methane absorption as described in Grieger et al.
(2003).
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FIGURE 7.2: Phase functions example at 100 km for the two wavelengths of theSA.

The radiation field throughout the atmosphere is calculated for Titan’s conditions with
a Solar zenith angle ofθ0 = 50◦ which is the nominal value for Huygens descent and
θ0 = 90◦ as an additional test case for our spherical model. The solar flux is assumed to
beF0 (500nm) = 13.8 W m−2 µ m −1. The atmospheric properties are for a wavelength
of 500nm, which is one of the wavelengths ofHuygens SAmeasurements. All compu-
tations include polarization and methane gas absorption. The ground was assumed to be
Lambertian with an albedo ofωg = 0.1, and ground temperature of 87 K◦. The vertical
distribution of temperature was adopted from Yelle & et al. (1997).

7.2 Results of Titan’s simulated solar aureole

The intensity and the state of polarization of a beam of light can be fully described by
means of the stokes parametersI, Q, U andV (Chandrasekhar 1965, Van de Hulst 1957).
Here, the local meridian plane acts as the plane of reference for the Stokes parameters.
The Stokes parameterI represents the intensity of the beam. The parametersQ andU are
related to the degree of linear polarization according toLP =

√
Q2 + U2/I andV to the

direction of linear polarization relative to the local meridian planeχ = 1
2
arctan(U/V ).

The state of polarization of the incident radiation is given by the flux vectorF and the
flux incident at the top of the atmosphere per unit area perpendicular to the incident beam
is F0, the first element ofF. The diffuse radiation can be calculated once the incident
radiation and the single scattering properties of the aerosols have been specified. Herein,
we assume unpolarized radiation to be incident at the top of the atmosphere with flux
F = F0 · {1, 0, 0, 0}.
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7.2.1 Spherical/Plane–parallel Intensity comparison

Here we present results of comparisons between intensities calculated from the spherical
model with those of a plane–parallel atmosphere model. The radiance dependency at
two different altitudes are examined, all the results presented here have been done for a
standard Titan atmosphere as described in Sec.(7.1.2).

As stated in Herman et al. (1994), for an infinitely thick atmosphere or for a infinitesi-
mally thin atmosphere, the scattered downward radiation at the surface is zero. An initial
gain mechanism is started when light reaches the surface, multiple scattered radiation
begins to accumulate until it reaches its maximum value and then decreases as a result
of attenuated radiation due to the influence of other layers. Similarly, the incident so-
lar beam, which drives the scattering process, is reduced as it penetrates deeper into the
atmosphere and as a result less energy is available to enhance the scattering process.

Quantitatively, the increase in intensity as a result of increased optical depth is ob-
tained from the integration over optical depth of the source term of Eq.(5.15), and the
decrease of the transmitted intensities with the increase of optical depth is a consequence
of the e−τ(s) term of Eq.(5.15). Therefore, large optical depths are obtained from both
large zenith angles (long geometric paths) and an optically thick atmosphere.

FIGURE 7.3: Intensities: Plane–parallel (left) vs. spherical (right) model at 500 nm

In Fig.(7.3) we present the full angle of view (unit sphere) radiation field for all local
zenith (cos θ, vertical axis) and azimuth angles (φ, horizontal axis) for two altitudes at a
fixed wavelength. Excluding the case of the sub–horizon Sun, optical paths are always
longer for transmitted light in the plane–parallel case. This leads to larger intensities
in a plane–parallel atmosphere as compared to a spherical one, specially at low optical
depths, this can be clearly seen when comparing the top two plots of the above figure. At
larger optical depths, the attenuation of the direct solar beam coupled to attenuation by
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subsequent atmospheric layers should show a decrease of transmitted intensity in a plane–
parallel atmosphere as compared to a spherical atmosphere. Intensities for the plane–
parallel case are therefore smaller at larger optical depths caused by reduced transmission.
This effect can slightly be seen in the lower two plots of Fig. (7.3). The effect is not as
clear in our results since the difference in optical depth between the shown altitudes is
rather small (Fig. 7.1).

FIGURE 7.4: Linear polarization: Plane–parallel (left) vs. spherical (right) model at 500 nm

Our plane–parallel model overestimate the diffuse or multiple–scattered radiation when
compared with the spherical model. This overestimation can be as high as to18% at the
center of the solar aureole, this value was estimated from our computations for the down-
ward radiation (cos(θ) < 0). Plane–parallel models seem to spread out diffuse radiation
more than in the spherical case where most of the radiation is around the aureole. This is
because backscattered photons reach the TOA faster than in the plane–parallel case, this
leads to a lower probability of enhanced multiple scattering from aerosols.

For the upward radiation (cos(θ) > 0), there seems to be also an increase of multiple
scattered radiation, similar to the downward situation. An explanation for this is that
plane–parallel layers, which are of infinite extend, will always include a surface term.
Some photons reaching the surface will be reflected back and forth, increasing the amount
of diffuse radiation while in the spherical case some photons will eventually leave the
atmosphere and therefore do not contribute to this enhancement.

In Fig.(7.4) we show the degree of linear polarization for a fixed altitude of 200
km, just above whereHuygenswill start its measurements. Both of these calculations
where done for the prescribed atmosphere as explained in Sec.(7.1.2). Both plots, plane–
parallel and spherical show good qualitative and quantitative agreement, the spherical
model shows a stronger backscattering peak in the principal plane i.e.φ = 0 andφ = π.
This is consistent with the shape of the phase function we used at this altitude. In optically
thin atmospheres the pattern of the degree of linear polarization shows the same general
behaviour as the corresponding curve for−P2/P1 of the scattering matrix in Eq.(4.40);
furthermore the forward scattering peak appears stronger in the spherical case than in the
plane–parallel case.
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7.2.2 Titan’s solar aureole at 50◦ and 90◦ solar angle

FIGURE 7.5: Variation of the Intensity field for several azimuth angles

Meridional sections of radiative intensity for solar zenith angle of 50◦ are shown in
Fig.(7.5) for several azimuth angles at two altitudes. The peaks forφ = 0 are higher
than for other azimuth angles due to the large contribution of the radiation scattered in the
forward directions i.e.cos θ = 0. This case scenario is likely to be found duringHuygens
descent since in an observation cycle, two frames are taken during one rotation of the
probe, one towards the sun (slightly off the Sun to avoid the direct beam) and the other in
a direction opposite to the Sun. This obviously leads to azimuthal variations during the
descent and its influence is fully considered by our spherical approach.

FIGURE 7.6: Variation of the Intensity field for several azimuth angles
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The calculation for90◦ solar angle has been done for reference purposes. Plane–
parallel models cannot handle viewing angles close to the horizon therefore no direct
comparisons can be made.

At 300 and 200 km (two upper plots of Fig. 7.7) the optical depths are aboutτ ∼ 0.6
andτ ∼ 2.0, respectively, the computed intensities are higher if compared with the lower
right plot in the same picture, this difference is because, when the Sun is at the horizon,
the optical path is longer at the bottom of the atmosphere so that the attenuation of the
direct solar beam coupled to attenuation by subsequent atmospheric layers should show
a decrease of transmitted intensity. This effect, which is clearly shown here was also
discussed when comparing plane–parallel and spherical cases in the previous section. At
100 km (τ ∼ 3.0, lower left plot) this effect is less obvious since at this altitude we are
still inside Titan’s haze. Even thought, the incident solar beam is reduced at this altitude
and as a result less energy is available to enhance the scattering process, the presence of
the haze layer leads to slightly higher multiple scattering enhancement as compared to
radiation at the lower atmosphere in which no aerosols are present (due to aerosol rainout
occuring below 88 km altitude) and this portion of the atmosphere is basically transparent
with an optical depth of about 0.1. We also should note here, that in the altitude range
from 160 km down to the surface, the inclusion of methane gas absorption dominates over
scattering by aerosols, this further contributes to the attenuation process of the direct solar
beam.

FIGURE 7.7: Internal radiation at solar zenith angles 90o at several altitudes
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7.3 Discussion and conclusions

Simulation results for the internal polarized radiation field of Titan has been presented.
These simulations used a new microphysical model for Titan’s aerosols which included
methane gas absorption. The full spherical nature of Titan’s atmosphere were taken into
account using a combination of methods for numerically solving the radiative transfer
equation for a spherical planetary atmosphere. These methods were introduced in previ-
ous chapters in which a scheme to treat the problem was proposed and later developed. A
one–dimensional doubling and adding algorithm is used to generate approximate pseudo–
spherical solutions from a set of prescribed solar zenith angles, this solutions together
with an interpolation scheme are used to solve the polarized intensity field, for a spheri-
cal planetary atmosphere, by the method of characteristics. Plane–parallel solutions and
spherical solutions were compared for a standard Titan atmosphere, both cases has shown
differences in up to 18 % at the centre of the solar aureole. Plane–parallel solutions have
shown to overestimate scattered radiation in some cases while underestimating others.
This is not the case of a spherical atmosphere where optical paths are calculated correctly
and angular variations, for all viewing directions, are included. Furthermore, polarization
maps were found in good quantitative and qualitative agreement between plane–parallel
and spherical approaches.

These simulations shows that within the limitations of our model atmosphere i.e.,
assuming that phase functions, extinction and methane gas absorption coefficients, single
scattering albedo, ground albedo etc. are valid parameters for Titan’s case, the radiation
field inside Titan’s atmosphere can effectively be reproduced forDISRscenario. These
simulations have several implications for future data analysis ofDISRmeasurements in
which all atmospheric parameters, as specified above, can be more accurately retrieved
by using our spherical model and comparing its computed radiances with the measured
data sets.

Further testing is necessary to ensure the validity of this model. Comparison with
other similar models is foreseen as a necessary step in its validation. Further enhance-
ments can include the photo–chemistry of the upper regions of Titan’s atmosphere as well
the inclusion of aerosol microphysics directly into the model. Also of interest will be vari-
ations in surface albedo and variations due to ground topography. Also planned are more
in depth studies of the type presented here. Future research will include investigations in
sub-horizon Sun, i.e. light scattering at twilight.



Summary and conclusions

The primary purpose of this research is to develop a multi–dimensional polarized radia-
tive transfer model for Titan’s atmosphere and to validate this model with existing results
where possible. A secondary aspect of the research, is to apply the model to Titan’s at-
mosphere using atmospheric properties, as they are known to date, to demonstrate that
the model produces feasible results and to show how different these results are from po-
larized and unpolarized plane–parallel computations. The underlying theory of radiative
transfer and polarization for plane–parallel and spherical geometry as well as its numer-
ical treatment was presented in chapters 2 to 5. Of major importance is the definition of
the four–Stokes vector parametersI,Q, U andV that describe the power, level of linear
polarization, plane of polarization and the ellipticity of the electromagnetic wave. These
quantities are convenient because they can be measured by appropriate optical devices.
The vector radiative transfer equation describes how the Stokes vector changes as energy
propagates through an absorbing, emitting and anisotropically scattering medium such as
a spherical planetary atmosphere.

Numerical tests and model validations were presented for both, plane–parallel and
spherical cases. In the plane–parallel case, the validation was performed against existing
models involving both thermal and collimated sources of radiation for emitting, absorbing
and anisotropically scattering plane media containing randomly oriented axi–symmetric
particles. Evaluation forI,Q, U andV Stokes components were performed. Further-
more, a pseudo–spherical treatment for the direct solar beam was introduced. Differences
with the plane solution were compared and validated for limiting cases in different atmo-
spheric scenarios. A validation was outlined for the multi–dimensional case, comparison
results for polarized radiation in spherical atmospheres are not available in the literature.
Therefore some limiting cases were explored and a test was performed using the large
planet radius limit. An experimental comparison scenario was also proposed. The Mar-
tian atmosphere was chosen for this test. Atmospheric properties for this atmosphere
was taken from existing literature and simulated radiances were compared with reported
measurements from landing sites. However these prescribed tests are by no means a com-
plete validation of our model, further comparison tests will be necessary, to ensure the
functionality and robustness of this model.

Chapter 6 was mainly dedicated to the optical and atmospheric properties of Titan’s
atmosphere. We outlined the main components of the atmosphere and described its ther-
mal structure. Aerosols and condensates were the central issue in our discussion. Particle
production and aerosol formation are mainly responsible for Titan’s haze. The particles
making up the haze are the principal sources of absorption and scattering in Titan atmo-
sphere. Understanding of the Titan aerosols leads naturally to the microphysics of the
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haze. Microphysical modeling of Titan haze is necessary because aerosol scattering, in
the form of scattering phase functions, are the main input to our radiative transfer calcu-
lations for Titan’s atmosphere.

Chapter 7 was dedicated to modeling Titan’s atmosphere. The methods outlined in
previous chapters were applied to simulate Titan’s internal radiation field. The field is
modeled in full spherical geometry and including polarization. Since the main purpose of
this thesis is to prepare for the arrival and data evaluation of theCassini–Huygensmission
to Titan, calculations were performed taking into consideration the geometry, frequency,
angular resolution and other parameters prescribed for the DISR experiment on board
Huygens. These results have to be seen in the context of an initial simulation exercise
because the prescribed atmospheric scenario will likely change in the next few years, be
it by new ground based observations or most likely by ground–breaking observations by
theCassiniorbiter and it Huygens landing in 2005.

Finally, as in any scientific venture nothing is static and further improvement of our
radiation model can be foreseen. For example, though the model is capable of performing
polarized radiative transfer computations for multi–dimensional atmospheres containing
oriented (as opposed to randomly–oriented) particles, this capability has not been ex-
ploited. Application to other planetary atmospheres with more complicated and realistic
inhomogeneous structures than those applied in this research will improve the validity
of this model. Thus in the future, more realistic atmospheres should be considered and
results should be compared with observation. Another area in which the model can be
improved is computational efficiency. The model is designed to run in single processor
machines, but the natural parallelism of the Stokes vector suggest that the radiation field
could be calculated, in principle, independent of each other. This naturally leads to a
multi–processor version of our model and thus a vast gain in computer time, resources
and efficiency, specially when polarization in fully spherical geometry for realistic truly
3–dimensional atmospheres is required.



Bibliography
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